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Anomalous Hall response in two-dimensional topological insulators due to the Stark effect
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It is shown that the presence of matrix dipole moments induced by external electric fields can modify the Hall
response in two-dimensional topological insulators. In the case of the quantum anomalous Hall effect the induced
transverse currents acquire an extra term, being proportional to the Hall conductance and the time derivative of
the applied electric field. In the case of the quantum spin Hall effect both spin and charge transverse currents
appear simultaneously. In virtue of the bulk-edge correspondence the coupling between the chiral edge channels
and the electromagnetic field changes, allowing for an extra nonminimal coupling term. Both effects can be
measured through transport and tunneling experiments.
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I. INTRODUCTION

For noninteracting systems, the appearance of nondissipa-
tive Hall-like currents is due to the existence of topological
structures present in the electronic spectrum [1,2]. In the case
of the quantum Hall effect (QHE) the physical ingredient
allowing for such structure is the presence of an external
magnetic field breaking time-reversal symmetry, while in
the case of the quantum spin Hall effect (QSHE) it is the
spin-orbit coupling that allows for spin resolved currents
along the edges [3,4]. The quantum anomalous Hall effect
(QAHE) lies somewhat in between: time-reversal symmetry
is broken by the presence of magnetic elements instead and
the QSHE can be understood as two copies of the QAHE
related by time-reversal symmetry [5]. Remarkably, not only
has the QHE has been measured [6] but the QSHE and the
QAHE have been experimentally confirmed [7,8]. A recurrent
question is if this electromagnetically induced response can
be modified somehow. It is known that there is no room for
such modification unless interactions are present due to the
topological meaning of this response [9]. However, this is the
case for the Hall response in the dc limit. Little is experimen-
tally known when time dependent external electromagnetic
fields are considered. Theoretical and experimental efforts
have been carried out to understand and measure the frequency
structure of closely related responses like the Faraday and Kerr
effects in three-dimensional topological insulators (3DTIs)
and graphene [10–12]. Another important property of systems
exhibiting Hall responses is the presence of one-dimensional
conducting channels at the sample’s edge. These edge states
are responsible for the conducting properties of these phases of
matter when the Fermi level lies in the bulk gap. The transport
properties of these conducting channels have been extensively
studied in the literature, both for the dc and the ac limits
[13]. Besides its inherent interest in fundamental science [14],
it is not necessary to mention the potential applicability of
such nondissipative edge channels for future electronic devices
both in the dc and in the optical frequency regime, especially
for HgTe and CdTe based devices. For these reasons it is
interesting to investigate how systems showing Hall responses
(like HgTe and CdTe quantum wells) behave under the effect of
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time varying electric fields. Also we will see that the presence
of external time dependent electric fields can unveil previously
unreported properties of such systems, like the one described
in the present work when dipole interactions between states
close to the Fermi level are considered. Such interactions are
the manifestation in condensed-matter physics of the Stark
effect, which is the electrical analog of the Zeeman effect
[15].

The rest of the paper is organized as follows: In Sec. II we
describe the Bernevig-Hughes-Zhang lattice model including
the dipole moment terms and get the continuum version.
In Sec. III we calculate the induced Hall current through
integrating out fermions and getting the properly modified
Chern-Simons term. In Sec. IV we describe how the chiral
edge states in the QAHE and QSHE get modified though
the bulk-boundary correspondence. Finally, in Sec. V we
summarize the results obtained.

II. THE MODEL

Let us consider as a prototypical model for the QAHE and
QSHE the Bernevig-Hughes-Zhang model corresponding to a
square lattice with three orbitals per site [17]. These orbitals
are chosen to be s-like (J = 1/2) and p-like (J = 3/2). It is
then conceivable that, when an external electric field is applied,
intra-atomic dipole interactions might take place between these
orbitals. For convenience we will consider time dependent
external electric fields but in the dipole approximation; that
is, we do not take into account spatial dependences of the
fields: E = E(t). The lattice Hamiltonian in the tight-binding
approximation in the absence of external perturbations reads
[16–18]:

Ht = −
∑

i,a=x,y

tss
+
i si+a −

∑
i,a=x,y

tpp+
a,ipa,i+a

−
∑

i,a=x,y

tps(s
+
i pa,i+a − s+

i pa,i−a)

+
∑

i,a=x,y

εss
+
i si + εpp+

a,ipa,i + H.c. (1)

To Eq. (1) we have to add a spin-orbit coupling:

HSO =
∑

i

λLz
i S

z
i . (2)
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FIG. 1. (Color online) Scheme of the system described in the text
after [16]. The green (light) circles and red (dark) lobules represent s

and p orbitals, respectively.

The geometry of the hopping terms can be seen in Fig. 1. When
the spin-orbit term is considered, the on-site energies change
to E0 = εs , E±1 = εp ± λ

2 . Assuming εs < εp and λ > 0 to
be the largest energy scale involved in the problem, we can
neglect the p+1 ≡ (px + ipy)/

√
2 orbital, drastically reducing

the problem to a two band problem. First we will focus on the
QAHE, so we will work out the model Eq. (1) in its angular
momentum polarized version [19,20].

In order to capture the effect of the electric dipole terms we
will consider the standard radiation-matter coupling:

Hd = −qE(t)
∫

d2rψ+(r)rψ(r). (3)

In the tight-binding approximation, the fermion operator
is written as ψ(r) = ∑

i,α ci,αφα(r − Ri) (ci,α represent the
amplitudes si and pi,−1, and φα represents the orbital wave
functions). Inserting this expression in Eq. (3) and assuming
that the resulting overlap integrals are nonzero only for the
same site, we can write∫

d2rφ∗
α(r − Ri)rφ∗

α′(r − R′
i) ≈ δi,i ′δαα′Ri + δi,i ′dαα′ . (4)

When E is applied in plane,

H
↑
d = −qEa(t)

∑
i,αα′

(
Ra

i δαα′ + da
αα′

)
c+
i,αci,α′ . (5)

The symbols (↑,↓) refer to the two mJ projections in the
models Eqs. (1) and (2), remembering that due to the presence
of the spin-orbit coupling the spin operator is not a properly
well-defined conserved quantity. In the more realistic case,
(↑,↓) will refer to the signs (+,−) of the total angular
momentum projections of the states from which the |↑〉 and
|↓〉 states are built [21]. The dipole matrix elements are defined
as d

j

αα′ = ∫
d2rφ∗

αrjφα′ . In our specific case, for the spin-up
projection,

d
j

αα′ =
∫

d2x〈s|xj |p−1〉 = d(δjx + iδjy), (6)

TABLE I. Parameters for the BHZ model (X = ak − qaA).

μ(X) = 1
2 [εs + εp − λ

2 − (2ts + tp)
∑

j=x,y cos(Xj )]
m(X) = 1

2 [εs − εp + λ

2 − (2ts − tp)
∑

j=x,y cos(Xj )]
d1(X) = √

2tsp sin(Xx)
d2(X) = √

2tsp sin(Xy)

where d = ∫
d2x〈s|x|p−1〉. The electric dipole transitions

behind this result occur when �mJ = ±1 and �J = ±1 [22].
The first term in Eq. (5) is of the form −qE(t) · Ri . The most

direct way of dealing with this term is to change the gauge to
the temporal gauge A0 = 0 with the following phase change
in the fermions: ci → ei	i (t)ci , c

+
i → c+

i e−i	i (t), with 	i(t) =
q

∫
t
E(τ )Ridτ + 	0(Ri) ≡ qA(t)Ri + 	0(Ri). In the absence

of an external magnetic field, we have the freedom to choose
	0(Ri) = 0, so the Hamiltonian Eq. (1), after reducing to a
two component system, is now diagonal in momentum space:

H↑(k,A) = d1(k,A)τ1 − d2(k,A)τ2 + μ(k,A)τ0 + m(k,A)τ3,

(7)

with the parameters m, μ, and di defined in Table I.
With this change of gauge and in matrix notation, Hd reads

H
↑
d = −q

d

c
(Ȧxτ1 − Ȧyτ2). (8)

Note that now the electronic states are coupled to the gauge
vector field A through the standard Peierls substitution in
Eq. (7) and through a nonminimal coupling to the time
derivative of the vector field in Eq. (8). Indeed the Hamiltonian
Eq. (8) is nothing but a way of writing the Hamiltonian of the
Stark effect. In order to ease the computations, we will work
in the continuum limit, expanding Eq. (7) around the � point
k = 0, and in the linear response regime corresponding to keep
terms linear in A in Eq. (7) and Ȧ in Eq. (8). The Hamiltonian
takes the form of a single species of Dirac fermion (dropping
an irrelevant redefinition of the zero of energies):

H↑(k) = vkxτ1 − vkyτ2 + mτ3, (9)

with m = (εs − εp + λ/2 + tp − 2ts)/2 and v = √
2atsp. The

total effective Hamiltonian describing the interaction between
the electrons and the electromagnetic field is

H
↑
A = q

v

c

(
Ax + d

v
Ȧx

)
τ1 − q

v

c

(
Ay + d

v
Ȧy

)
τ2. (10)

A comment is in order here. Because we have fixed the gauge to
the temporal gauge A0 = 0 the system described by Eqs. (9)
and (10) is not invariant under the entire gauge group, but
still invariant under time independent gauge transformations.
This is a standard situation when the Hamiltonian version
of lattice gauge theories is considered [23], and it will not
be hard to find gauge invariant expressions when calculating
the effective electromagnetic action. If we define now the
fermion field ψ(x) = (s(x),p−1(x))T and the adjoint field
as ψ̄ = (s+(x),p+

−1(x))γ 0, with γ 0 = τ3, the effective low-
energy fermionic action reads

Sf =
∫

d3x − iψ̄γ μ∂μψ − mψ̄ψ − qψ̄γ μψ(Aμ + ζ νFνμ).

(11)
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Above, we have defined γ 1 = τ3τ1 = iτ2, and γ 2 = −τ3τ2 =
iτ1. We have written an entirely gauge invariant fermionic ac-
tion by defining a constitutive constant vector ζ ν = (d/v,0,0)
in our specific problem. Note that the last component in
the action Eq. (11) has the form of a nonminimal coupling
between the fermionic current and the gauge field. Nonmin-
imal couplings to the electromagnetic field are not so rare
in condensed-matter physics. If an external magnetic field
is applied to a spinful system, a Zeeman term of the form
HZ = gμBBa

∑
k,αα′ c

+
kαsa

αα′ck,α′ with Ba = εabc∂bAc would
be needed to add to the Hamiltonian, or a similar term to
Eq. (8), but coupling states with �mJ = 0 and �J = ±1
would appear if an electric field is applied perpendicularly to
the sample, leading, together with the spin-orbit coupling, to
the Rashba term in the tight-binding Hamiltonian [2,24]. The
crucial difference with other nonminimal couplings is that the
fourth term in Eq. (11) is generated by the external electric field
and it will induce extra terms in the linear response regime.

III. MODIFIED QAH RESPONSE

Let us calculate the induced electronic current by com-
puting the odd part of the effective field theory for the
electromagnetic field. The effective action takes the form of a
Chern-Simons action modified by the nonminimal term [25]:

�eff =
∫

d3xσxyε
μρν(Aμ + ζ λFλμ)∂ρ(Aν + ζ σFσν) − Jμ

e Aμ.

(12)

In the continuum model σxy = q2

4π
sgn(m), while if we use the

full lattice model σxy = q2

2π
sgn(m). From the effective action

Eq. (12) we can easily read out the induced electronic current:

〈
Jμ

e

〉 ≡ δ�eff

δAμ

= σxyε
μρν∂ρAν + σxyε

μρνζ σ ∂ρFσν. (13)

Note that the induced current Eq. (13) is gauge invariant. The
significance of the second term in the induced charge current
Eq. (13) is most apparent if we write it in components [E(t)
pointing along the y direction]:〈

J x
e (t)

〉 = σxyEy(t) + σxyζ
0Ėy(t). (14)

The Hall charge response of the system is now not just a term
proportional to the applied electric field but takes an extra
contribution proportional to the time derivative of the electric
field. This second term, although coming from the odd part
of the polarization tensor and being proportional to σxy , is not
universal because it is proportional to ζ 0. This parameter with
units of time turns out to be odd under time-reversal symmetry.
Another important observation is that if the electric field E is
time independent this second term is zero, so it will only be
observable under ac fields. It is important to stress that the
new terms in Eq. (14) do not renormalize the odd part of the
polarization tensor, which is the origin of Eq. (12).

IV. MODIFIED QSH RESPONSE

Now it is time to see how the previous results get modified
when we include time-reversal symmetry in the system by
adding the spin other angular momentum projection in the

BHZ model. For this projection the states to be considered
are si and pi,1. In the basis formed by these two states the
low-energy momentum space Hamiltonian reads

H↓(k) = −vkxτ1 − vkyτ2 + mτ3 ≡ H ∗
↑ (−k), (15)

where H↑(k) is defined in Eq. (9). Following the same steps
leading to the Hamiltonian Eq. (8) it is not difficult to show
that for this projection the dipole interaction takes the form

H
↓
d = −q

d

c
(Ȧxτ1 + Ȧyτ2), (16)

which is nothing but the Hamiltonian Eq. (8) after applying
the operation of time-reversal inversion: H

↓
d = T H

↑
d T −1. Let

us write down the total low-energy Hamiltonian for both
projections:

H (k) = vs3τ1kx − vs0τ2k2 + s0τ3m. (17)

The Pauli matrices (s0,s) stand for the two projections of mJ .
If we want to go to a Lagrangian description of the problem we
define as before an adjoint spinor ψ̄ = ψ+γ 0, with γ 0 = s0τ3,
and a set of γ matrices as γ 1 = is3τ2 and γ 2 = is0τ1. Because
we have now more than a single species of fermions, we can
define γ5 = −iγ 0γ 1γ 2 = s3τ0. With this choice of matrices,
the two mJ projections correspond to the two chiralities in
the effective Hamiltonian. It is illuminating to see how the
Hamiltonians Eqs. (8) and (16) read in terms of this set of
matrices:

Hd = −q
d

c
γ5γ

iȦi . (18)

This means that the electronic states couple both minimally and
nonminimally to the gauge field Aμ and the latter is a chiral
coupling. The fermionic action Eq. (11) is properly modified
to take into account both chiral species and the chiral coupling
with Fμν :

Sf =
∫

d3x − iψ̄γ μ∂μψ −mψ̄ψ − qψ̄γ μ(Aμ + γ5ζ
νFνμ)ψ.

(19)

In this case we have a different situation than the one described
above when a spin-polarized model was considered. Now, due
to the requirement of being the theory time-reversal invariant
electrons are coupled to the electric field through the dipole
term with opposite sign, as it happens in the standard QSHE a
spin current will be generated:〈

Jμ
s

〉 ≡ 〈Jμ

↑ − J
μ

↓ 〉 = 2σxyε
μρν∂ρAν, (20)

but now we will also get a nonzero charge response coming
from the dipole term:〈

Jμ
e

〉 ≡ 〈Jμ

↑ + J
μ

↓ 〉 = 2σxyε
μρνζ σ ∂ρFσν. (21)

The appearance of a charge response in the time-reversal
invariant system is not surprising actually. The important
observation is that the two species of fermions couple
oppositely to the electric field through the dipole term. This
sign difference conspires with the opposite sign of the Berry
phase in both species, leading to a nonvanishing value of 〈Jμ

e 〉.
In this case, the role of the chiral field is played by Vν = ζ σFσν

[26,27]. The expressions Eqs. (14), (20), and (21) are the most
important results of this work as long as they are the fingerprint
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of the anomalous modifications in the QAH and QSH phases.
However, currently the expressions Eqs. (14), (20), and (21) are
not directly measurable. The experimental tests pass through
performing transport measurements using the boundary states.

V. MODIFIED EDGE STATES

Following the Callan-Harvey effect [28], let us consider
a finite system � with a boundary ∂� described by the
action Eq. (12) and apply a gauge transformation on the
electromagnetic field Aμ → Aμ + ∂μ	(x). Note that under
gauge transformations Fλσ remains invariant. The variation of
the effective action Eq. (12) under the previous transformation
can be written as

δ	�eff = σxy

∫
∂�

d2�μ	(x)εμρν∂ρ(Aν + ζ σFσν), (22)

where d2�μ stands for the differential surface element pointing
perpendicular to the surface defined by ∂�. Without loss of
generality we can choose such a surface to be defined by the
coordinates (t,x), so d2�μ will point along the y direction.
As usual, a nonvanishing variation Eq. (22) means the system
is not gauge invariant when confining it in a finite geometry.
This lack of gauge invariance must be compensated by another
element in the system. In the standard case of a pure CS
term, a one-dimensional chiral massless fermion will appear at
the boundary to restore gauge invariance (the so-called chiral
massless Schwinger model). Let us see how this chiral fermion
changes to deal with the second term in Eq. (22). Let us write
down a modified version of the fermionic action for the chiral
Schwinger model [29,30]:

S1+1 =
∫

d2x − iψ̄ γ̂ μ∂μψ − qψ̄γ̂ μPLψ(Aμ + ζ νFνμ),

(23)

with γ̂ 0 = τ3, γ̂ 1 = iτ1, γ̂5 = τ2, and PL = 1
2 (1 + γ̂5). The

presence of the projector PL means that only the left-handed
fermionic mode is coupled to Aμ and ζ νFνμ. Actually, the
coupling between Aμ and the right or left fermion depends
on the sign of m. If we integrate out fermions and apply
the previous gauge transformation, the variation is nonzero
(meaning that the theory is not gauge invariant) and takes the

form

δ	�1+1 = − q2

4π

∫
d2x	(x)εαβ∂α(Aβ + ζ σFσβ), (24)

which exactly cancels Eq. (22). The conclusion is clear: the
edge mode in our system consists in a chiral massless Dirac
fermion coupled both minimally and nonminimally to the
external electromagnetic field. When time-reversal symmetry
is present the one-dimensional metal is not described by the
chiral Schwinger model Eq. (23) but by the Schwinger model
with a nonminimal chiral coupling term:

SHL =
∫

d2x − iψ̄ γ̂ μ∂μψ − qψ̄γ̂ μ(Aμ + γ̂5ζ
νFνμ)ψ.

(25)

Recent measurements probe the spin polarization of currents
in the QSHE [31,32]. We suggest to use similar techniques but
allowing for time varying voltages to explore the consequences
of the modifications of Eqs. (23) and (25) [33].

VI. SUMMARY

In the present work we have found how the Hall responses
of the QAHE and the QSHE are modified when we take
into account the intra-atomic dipole elements between the
states close to the Fermi level. These modifications, being
nonuniversal, are proportional to the Hall conductance σxy .
We have also found how the edge states acquire an extra
nonminimal coupling term with the electromagnetic field.
This nonminimal term is different from the QAHE and
the QSHE. These results can be observed by electrical
conductance and tunneling conductance measurements. The
results presented here pave the way for a new search of
phenomena in the physics of two-dimensional topological
insulators.
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