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ABSTRACT

Near-surface wind speed trends recorded at 67 land-based stations across Spain and Portugal for 1961–2011,

also focusing on the 1979–2008 subperiod, were analyzed.Wind speed series were subjected to quality control,

reconstruction, and homogenization using a novel procedure that incorporated the fifth-generation Penn-

sylvania State University–National Center for Atmospheric Research Mesoscale Model (MM5)-simulated

series as reference. The resultant series showa slight downward trend for both 1961–2011 (20.016ms21 decade21)

and 1979–2008 (20.010m s21 decade21). However, differences between seasons with declining values in

winter and spring, and increasing trends in summer and autumn, were observed. Even though wind stilling

affected 77.8% of the stations in winter and 66.7% in spring, only roughly 40% of the declining trends were

statistically significant at the p , 0.10 level. On the contrary, increasing trends appeared in 51.9% of the

stations in summer and 57.4% in autumn, with also around 40%of the positive trends statistically significant at

the p , 0.10 level. In this article, the authors also investigated (i) the possible impact of three atmospheric

indices on the observed trends and (ii) the role played by the urbanization growth in the observed decline. An

accurate homogenization and assessment of the long-term trends of wind speed is crucial for many fields such

as wind energy (e.g., power generation) and agriculture–hydrology (e.g., evaporative demand).

1. Introduction

Near-surface wind speed links the land surface with

the lower atmosphere and partially governs the transfer

of energy, water, and momentum between the two.

While most climate change and variability research has

traditionally focused on air temperature and precipitation,

only over the last 20 yr have near-surface wind speed

characteristics been researched (e.g., Cardone and

Greenwood 1990; Coelingh et al. 1996; Klink 1999). An

unexpected outcome of this has been the widespread

decline in measured near-surface wind speed (termed

‘‘global stilling’’; Roderick et al. 2007). This has been

reported in the United States (Klink 1999; Pryor et al.

2009), China (Xu et al. 2006; Guo et al. 2011), Australia

(McVicar et al. 2008), the Netherlands (Smits et al.

2005), Czech Republic (Br�azdil et al. 2009), and Iran

(Rahimzadeh et al. 2011), among many other locations

(McVicar et al. 2012a, and the references therein).

Positive wind speed trends have also been found for

specific regions that are usually coastal and/or high lat-

itudes (Pinard 2007), even thoughMcVicar et al. (2012a)

confirmed that terrestrial stilling is a widespread phe-

nomenon across much of the globe. The cause of the
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terrestrial wind speed stilling is currently unresolved and

has been hypothetically attributed to several factors

(e.g., McVicar et al. 2012a, and the references therein),

mainly related to an increasing surface roughness (i.e.,

forest growth, land use changes, and urbanization; see

Vautard et al. 2010; Wever 2012) and a slowdown in

large-scale atmospheric circulation (Lu et al. 2007). In

contrast, Wentz et al. (2007) concluded that wind speed

trends have increased over ocean surfaces; this suggests

a local cause as opposed to global and/or latitudinally

dependent causes (McVicar et al. 2012a,b).

Knowledge about future near-surface wind speed re-

gimes has direct implications in many fields, but espe-

cially in wind energy by altering the long-term power

generation capacity (Otero et al. 2012) and in agricul-

ture and hydrology because of the importance of wind

trends governing declining rates of atmospheric evapo-

rative demand (as measured by pan evaporation;

McVicar et al. 2012a,b). Therefore, it is of great scien-

tific, socioeconomic, and environmental interest to in-

vestigate for the first time observed wind speed trends

over other areas such as the Iberian Peninsula and the

Balearic Islands (henceforth denoted by IP, covering

both geographic regions), covering Spain and Portugal.

The IP has diverse wind regimes, which are mainly af-

fected by geophysical variables such as their complex

terrain (i.e., high surface roughness) with an average

elevation of 650mMSL (18.4% is above 1000mMSL and

a standard deviation of 426.2m) and influence from the

surrounding Atlantic Ocean and the Mediterranean Sea.

Furthermore, because of its location in the temperate

midlatitudes (between 368 and 448N), the region is influ-

enced by both the polar and the subtropical front jet

streams (Barry andChorley 2003). In general, westerly and

northwesterly large-scale synoptic flows prevail during the

cold semester (November through April) (Azorin-Molina

and Martin-Vide 2007), whereas during the warm semes-

ter (May through October) the Iberian thermal low and

its pressure gradients (Hoinka and de Castro 2003)

cause low-level winds (i.e., sea breezes; Azorin-Molina

et al. 2011) to blow from the coastal zones inland.

Homogenizing wind speed series and assessing the

spatiotemporal trends of near-surface wind speed across

the IP is important because (i) there are few studies in

the scientific literature dealing with the homogenization

of wind speed data (Dadaser-Celik and Cengiz 2014);

(ii) few studies for few stations (i.e., maximum of 14

stations) and short periods of time (i.e., maximum length

of 39 yr) have assessed wind speed trends over this re-

gion (see study numbers 43, 44, 45, 48, and 50 in Table 2

of McVicar et al. 2012a); and (iii) these studies have not

clearly shown a consistent wind speed trend, with in-

creasing and decreasing wind speed trends reported in

the vicinity of the Mediterranean Sea/Middle East as

a result of complex mesoscale atmospheric circulation

developed in this area (Evans et al. 2004). Therefore,

a comprehensive study is needed for this midlatitude

Mediterranean area that represents an important ‘‘hot

spot’’ of climate change (Bernstein et al. 2007).

Our overall objective is to analyze the observed ter-

restrial wind speed trends in the IP to assess if atmo-

spheric stilling is observed over this midlatitude region.

Primary aims are (i) to obtain high-quality near-surface

wind speed series by means of a detailed compilation,

homogenization, and trend analysis of data (sections 2,

3, and 4) and (ii) to assess the spatiotemporal variability

and long-term trends of near-surface wind speed in Spain

and Portugal for 51yr from 1961 to 2011 (section 5). Sec-

ondary aims are to investigate possible attribution of ob-

served wind speed trends to (iii) changes in large-scale

atmospheric circulation and (iv) urbanization-induced in-

creases in roughness (both reported in section 6). Last,

a summary and discussion is drawn (section 7).

2. Datasets

a. Observed wind speed data

McVicar et al. (2012a) strongly encouraged future

researchers to provide information on the anemometer

type and calibration for studies dealing with long-term

trends of wind speed. Wind speed data supplied by the

Spanish Meteorological Agency (AEMET) and the

Portuguese Sea andAtmosphere Institute (IPMA) were

measured by different types of anemographs and ane-

mometers (supplementary Fig. S1). For Spain, the

anemograph universal 82a with mechanical and pneu-

matic transmission manufactured by Dr. Alfred M€uller

(Meteorologische Instrumente KG, R. Fuess; technical

specifications regarding the anemograph universal 82a

can be found online at http://www.rfuess-mueller.de/

html/anemograph__universal_.html) was used in all

‘‘first-order’’ weather stations for recordingwinddirection,

wind run, andwind speed gusts until around themid-1980s.

Since then, AEMET installed an automatic weather sta-

tion (AWS) with the anemograph universal 82a system-

atically replaced by the 3-cup Sociedad Espa~nola de

Aplicaciones Cibern�eticas SA (SEAC) anemometer SV5,

which has been in continual operation since. At airport

weather stations, the anemometer from Munro Meteo-

rological Instruments (Munro Mark II) was used as

aviation operations required reporting meteorological

terminal aviation routine weather report (METAR

weather reports). For Portugal, several types of ane-

mometers have been in use, the most common is the

Munro Mark II followed by the anemograph universal

82a, the anemometer SIAP VT 127, the anemometers
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Casella W 1208/2, W1404, and W1762, and the ane-

mometer Woelfe Lambrecht 1482 and 1425. Between

1997 and 2001, the IPMA began mounting new auto-

matic sensors that replaced analog weather instruments.

Regardless of the different type of anemograph or

anemometer, the original monthly-mean near-surface

wind speed series (in m s21) supplied by the AEMET

were obtained from daily mean wind speed data aver-

aged from standard 10-min mean observations at 0000,

0700, 1300, and 1800 UTC (i.e., a difference of 1 h

for two of the World Meteorological Organization’s

standard observing times of 0600 and 1200 UTC),

whereas monthly-mean near-surface wind speed series

from the IPMAwere computed fromdaily wind run data

(i.e., the total distance of the traveled wind over 24 h)

from 0900 till 0900 UTC and from hourly mean wind

speed data for AWS. The original wind speed data

supplied by the IPMA in kilometers per hour were

converted to meters per second. For mean hourly and

daily wind speed measurements, we computed corre-

sponding monthly-mean values only for days with three

or more observations and for those months having at

least 26 days of observations, respectively, and if not, the

whole day or month was excluded and set as missing.

The original (i.e., raw) wind speed database comprises

129 series (113 for Spain and 16 for Portugal) and covers

the entire IP, the only exception being the Spanish sta-

tion of Melilla (number 64 in Fig. 2b) located in North

Africa. Figure 1 displays the temporal evolution of near-

surface wind speed data availability from January 1921

(1 station) to December 2011 (95 stations). The most

noteworthy feature is the abrupt increase in stations

between December 1960 (25 stations) and January 1961

(71 stations) due to the widespread digitalization of

climate series carried out at the weather services. After

this date, the number of stations progressively increased

until the 1980s, followed by a decrease in the mid-1980s

and a new increase from this date onward in Spain and

from the mid-1990s onward in Portugal due to the in-

stallation of the first AWS. The number of stations os-

cillated between 90 and 100 during last decade. From the

original wind speed database, we selected those series

that corresponded to the (i) longest series with few

missing data (no more than 60 months, i.e., 5 yr) cover-

ing the 51 yr (1961–2011); (ii) series with few missing

data (no more than 36 months, i.e., 3 yr) covering the

30-yr (1979–2008) subperiod (the same period used in

Vautard et al. 2010; see section 4); and (iii) series with

less than 30 yr of data due to relocation (see the section

3b). Taking into account these considerations, 76 wind

speed series (68 in Spain and 8 in Portugal) were subject

to the homogenization procedure described in detail

in section 3.

b. Modeled wind speed data

A novel aspect of this study is the application of a re-

gional climatemodel, the Pennsylvania StateUniversity–

National Center for Atmospheric Research Mesoscale

Model (MM5) (Grell et al. 1994), for simulating the wind

speed field. The ability of MM5 to reproduce long-term

FIG. 1. Time series of the number of stations recording wind speed data in Spain and Portugal

for 1921–2011.
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wind speed trends, mesoscale circulations, and different

wind regimes has been widely demonstrated (e.g., Pryor

et al. 2009; Kanamitsu et al. 2002), including simulation

over the IP (Lorente-Plazas et al. 2012; Jerez et al.

2013b). Hence, we used the simulated wind speed as

‘‘reference series’’ for adjusting all significantmean shifts

in the 76 original series of our observational network.

The spatial configuration used in the MM5 simulation

consisted of two-way nested domains with horizontal

grid resolutions of 30 km (outer domain; D1) and 10km

(inner domain; D2), the last covering the entire IP

(Fig. 2a), and a dense vertical layer structure involving

27 inhomogeneous levels (more closely spaced near the

surface) with the top layer at 100 hPa. It is worth

stressing that the unusually high, within the context of

climate simulations, horizontal grid resolution (i.e.,

10 km) allows the impact of local features such as

complex terrain and land use on surface wind charac-

teristics to be captured (Jim�enez et al. 2006; Hughes

et al. 2009). The comprehensive set of physical-based

parameters used in the MM5 model to account for a

variety of subgrid-scale processes are based on previous

FIG. 2. Location of the atmospheric circulation large-scale circulation modes and stations

used here. (a) MM5 spatial model configuration showing the coarse domain with a horizontal

grid length of 30 km (D1; black solid line) and the inner domain with a horizontal grid length of

10 km (D2; black dashed line). The map also shows transects of the atmospheric circulation

indices (NAOI, MOI, and WEMOI; in dark gray solid lines) used here. (b) Terrain map of the

IP showing the complex topography of the study area and location (for numbers see supple-

mentary Table S1) of the wind speed network.
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tests (Jerez et al. 2010, 2013a) and are detailed in Jerez

et al. (2013b). The MM5 simulation spans 1961–2011.

The 40-yr European Centre for Medium-RangeWeather

Forecasts (ECMWF) Re-Analysis (ERA-40; Uppala

et al. 2005) supplied the initial and boundary condi-

tions for the MM5 runs from 1961 to 2002; from 2003

onward, ECMWF analysis output were used. The

simulation was performed by 1-yr continuous runs

with 1 month of spinup at the beginning of each re-

initialization. MM5 outputs were recorded at hourly

intervals, from which we obtain the monthly means of

the 10-m height (McVicar and K€orner 2013) wind speed,

one of the MM5 prognostic variables. The series for the

specific location of each station were interpolated from

the nearest grid cells, excluding those corresponding to

water bodies.

c. Atmospheric circulation indices

Three atmospheric teleconnection indices, (i) the

North Atlantic Oscillation index (NAOI), (ii) the Med-

iterranean oscillation index (MOI), and (iii) the western

Mediterranean oscillation index (WEMOI), were se-

lected to study the possible influence of large-scale

atmospheric circulation on the observed wind speed

variability. These three atmospheric indices drive much

of the climate variability across the IP (e.g., Palutikof

2003; Martin-Vide and Lopez-Bustins 2006; Vicente-

Serrano and Trigo 2011; and the references therein).

The NAOI, based on the difference of normalized sea

level pressure between southwest IP (Gibraltar) and

southwest Iceland (Reykjavik) as defined by Jones et al.

(1997), was obtained from the Climatic Research Unit

(available online at http://www.cru.uea.ac.uk/cru/data/

nao/; last accessed 1October 2013) using station-derived

pressure series. The MOI, based on the normalized

sea level pressure difference between southwest IP

(Gibraltar) and Lod (Israel) (Palutikof 2003), was com-

puted as the normalized difference between the sea level

pressure at 358N, 58Wand that at 308N, 358E, using daily
sea level pressure grids from the Daily Northern

Hemisphere Sea Level PressureGrids dataset (available

online at http://rda.ucar.edu/datasets/ds010.0/; last ac-

cessed 1 October 2013) (Trenberth and Paolino 1980).

Finally, the WeMOI, based on the pressure dipole of

normalized sea level pressure between southwest IP

(San Fernando) and northeast Italy (Padova) as pro-

posed by Martin-Vide and Lopez-Bustins (2006), was

downloaded from the Group of Climatology of the

University of Barcelona (available online at http://www.

ub.edu/gc/English/wemo.htm; last accessed 1 October

2013). The location of the stations or grid points used to

calculate the three atmospheric circulation indices are

shown in Fig. 2a.

3. Homogenization of wind speed series

Long-term wind speed series are subject to inho-

mogeneities resulting from (i) station relocations,

(ii) anemometer height changes, (iii) instrumentation

malfunctions, (iv) instrumentation changes, (v) different

sampling intervals, and (vi) observing environment

changes (Pryor et al. 2009). Among these systematic

errors, Wan et al. (2010) stated that station relocations

and anemometer height changes are the main causes for

discontinuities. For the IP, comprehensive station di-

aries describing all these changes are unavailable and

impossible to recover. The only available metadata are

station relocations and a few instrumentation changes,

which are considered in the homogenization process

described below. Because of the limited metadata, we

assumed that wind speed measurements were acquired

at the standard 10m, as recommended by WMO (2008),

or at greater heights (i.e., between 10 and 30m when the

anemometers were mounted on the roofs of buildings to

ensure an unobstructed exposure) and the following

multistep approach was applied to create robust wind

speed series: (i) quality control, (ii) reconstruction, and

(iii) homogenization.

a. Quality control

The available wind speed series were recorded at first-

order meteorological stations operating 24 h a day and

maintained by official weather service staff that ensured

wind speed measurements to be accurately and period-

ically calibrated and handled with care. Additionally,

many of these stations are located in airports, which are

generally well-exposed sites and ensure less immediate

proximal environment changes. The raw wind speed

data first passed quality controls by the IPMA and the

AEMET in order to remove incorrect/aberrant data

and to check for data consistency, for both 10-min and

hourly measurements. The raw wind speed data first

passed quality controls by the IPMAand theAEMET in

order to remove incorrect/aberrant data and to check for

data consistency, for both 10-min and hourly measure-

ments. We also applied a quality control check (Aguilar

et al. 2003) to remove gross errors due to archiving,

transcription, and digitalization (El Kenawy et al. 2013).

This basically consisted of screening out suspicious wind

speed values (outliers), that is,#0.1m s21 or$10.0m s21,

because we verified that monthly means cannot exceed

these thresholds in any of the studied locations.

b. Reconstruction

Reconstruction is crucial for estimating long-term

climate changes as fragmented series may alter the

magnitude and sign of climate trends (Vose et al. 1992).
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Long-term complete wind speed datasets (i.e., 1961–

2011) were obtained by using all available data over

the IP. Concatenation of wind speed series for stations

that were relocated occurred (this was performed for

5 Spanish and 2 Portuguese stations; see the example of

the Coimbra Aer�odromo station in Fig. 4 and supple-

mentary Table S1). Concatenation was also applied

when traditional weather stations ceased to record data

and were systematically replaced by AWS. We regis-

tered the dates when series were joined in order to check

for inhomogeneities during the homogenization process.

c. Homogenization

Although wind speed homogenization is much more

difficult than that for other variables, using a nonquality-

controlled nor homogenized dataset is a noticeable

source of uncertainty in the assessment of climate trends

(Aguilar et al. 2003). To test the homogeneity of the

selected 76 testablemonthlywind speed series we applied

the well-established relative Alexandersson’s standard

normal homogeneity test (SNHT; Alexandersson 1986)

using the AnClim package (http://www.climahom.eu/

software-solution/anclim; last accessed 1 October 2013)

developed by Stepanek (2004). The SNHT is probably the

most widely used test for detecting inhomogeneities in cli-

mate series, being similar in quality than other approaches

(Venema et al. 2012) and enabling the detection of small

and multiple breaks in a series. Wan et al. (2010) also used

another relative homogeneity test, the PMTred algorithm

(under the RhtestV2 data homogenization package), to

detect suddenbreakpoints in themonthly-meanwind speed

series and estimate the magnitude of the statistically de-

tected shifts in order to adjust inhomogeneities. Moreover,

Petrovi�c et al. (2008) and Li et al. (2011) used the Multiple

Analysis of Series for Homogenization (MASH) package

as an objective technique to detect breakpoints and adjust

the inhomogeneities in wind speed series.

Here we detail a novel approach to homogenize wind

speed series by means of robust reference series based

on monthly wind speed data simulated by MM5 instead

of geostrophic winds (e.g., Wan et al. 2010) or nearest

stations (Wang 2008), because in areas of complex to-

pography surrounded by ocean/sea surfaces, wind is not

solely driven by surface pressure gradients (i.e., it is also

governed by Earth’s surface friction force), and the

spatial dependency among observatories can markedly

degrade over short distances. Figure 3a illustrates this

feature; that is, the average Pearson’s correlation co-

efficient between each wind speed series and the series

separated at different distances ranges between 0.3 and

0.4 for short distances (;25 km) and decreased to be-

tween 0.1 and 0.2 for long distances (;900 km). The

average distance between each station and its five

closest neighboring stations (from the set of 76 stations)

is 100.5 km. This precluded the generation of reference

series from neighboring observations for which the av-

erage correlation is less than 0.4. The relative frequency

histogram shown in Fig. 3b confirms that the MM5 wind

speed series showed better correlation when compared

to the original series, displaying Pearson’s correlation

coefficients generally exceeding 0.6. Moreover, Fig. 3c

shows the Pearson’s correlation coefficients between the

wind speed series measured at four locations (i.e., Lis-

boa, Zaragoza, Tortosa, and San Sebastian) and their

corresponding MM5 reference series at each station

and these four locations and their nearest stations placed

at different distances, ranging from long distances

(;135 km in Lisboa–Beja), medium distances (;70 km

in Zaragoza–Huesca and;65 km in Tortosa–Reus), and

short distances (;15 km in San Sebastian–Hondarribia).

Note that Pearson’s correlation coefficients show a

stronger positive relationship for the modeled MM5

series than for the observed nearest series for almost all

months in each of these four paired locations. Therefore,

we assumed that the site-specific MM5 reference wind

speed series are better reference series than neighboring

ones: that is, they are not affected by the aforemen-

tioned causes of discontinuities and reveal the same

wind variability exhibited in the candidate stations.

SNHT was applied to all 76 candidate stations on

a monthly basis using theMM5 series as the reference at

each station. Inhomogeneities found within 5 yr at the

start and end of the wind speed series were rejected to

avoid a low number of years affecting the detection of

inhomogeneities given low stability of average values

(Gokturk et al. 2008). Figure 4 displays the detection of

a noticeable breakpoint in the monthly wind speed se-

ries of Coimbra (Portugal) by means of the SNHT test.

This wind time series is a good example because meta-

data were available and subject to relocation (e.g.,

change in station elevation and observing environment)

and anemometer height and anemometer-type changes.

Specifically, the Coimbra Geof�ısico station (141mMSL;

549 code) functioned between January 1961 and April

1996 and was then relocated to Coimbra Aer�odromo

(170m MSL; 548 code) and has been in full operation

since then. The anemometer height changed from 10.5

to 4.0m above the ground, and the Lambrecht anemo-

graph 1482 (Woelfe type) was replaced by the Casella

anemometer W1208/2. All these artificial shifts were

responsible for producing a statistically significant (5%

level) breakpoint for almost all months around 1993–99,

as revealed by the T value. These significant mean shifts

shown in Fig. 4 were higher from October to March,

when stronger winds dominated. Therefore, we adjusted

the monthly wind speed series to the most ancient
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segment (with almost standard wind measurements at

10.5m above the ground) by adding the aforementioned

amount of changes to the corresponding data after the

specified month. However, except for three stations, we

added the amount of change before the detected break,

assuming that themost recent wind speedmeasurements

were more reliable. The importance of the homogeni-

zation of the wind speed series is confirmed by the linear

FIG. 3. Statistical relationship between observed and modeled wind speed series. (a) Average Pearson’s correlation coefficients among

the observed wind speed series as a function of the distance lag; (b) relative frequency histogram of the Pearson’s correlation coefficients

between the 76 observedwind speed series and the correspondingmodeledMM5wind speed series; and (c) monthly Pearson’s correlation

coefficients between the wind speed series at four locations (Lisboa, Zaragoza, Tortosa, and San Sebastian) and (i) the nearest stations

placed at long, medium, and short distances (Beja, Huesca, Reus, and Hondarribia, respectively) and (ii) the MM5 series.
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trend that diminished from 20.140m s21 decade21 for

the original series to 20.024m s21 decade21 for the

homogenized series, where the trend is measured in

meter per second per decade. This example revealed

the ability of simultaneously using MM5 simulations

and the SNHT test to identify discontinuities in wind

speed series.

To summarize (Table 1), we detected and corrected

significant breaks in 472 out of 804 monthly series

checked in the 76 meteorological stations (i.e., in

58.7% of the total months). After applying our data

homogenization process, we also filled missing values

(no more than 60 months, i.e., 5 yr) in the homoge-

neous wind speed series by using the MM5 monthly

series to achieve data completeness for assessing long-

term wind speed trends. Finally, records from 54 sta-

tions (46 in Spain and 8 in Portugal) and 67 stations

(59 in Spain and 8 in Portugal) were used for analyzing

wind speed changes and variability spanning 51 (1961–

2011) and 30 yr (1979–2008) (see section 4). The

remaining nine stations were discarded due to the

large number of inhomogeneities and missing data

gaps. Thus, the final dataset consists of 67 homoge-

nized stations located over the IP (Fig. 2b; supple-

mentary Table S1).

4. Trend analysis

We first calculated single station and regional (i.e., for

Spain, Portugal, and all stations) wind speed anomaly

series as deviations (in m s21) from the 1981–2010 mean,

which represents the common period for all 67 homog-

enized series. We expressed wind speed series as

anomalies to avoid windy series dominating the regional

wind speed series. We then applied a regression analysis

between the series of time (independent variable) and

the wind speed anomaly series (dependent variable) to

calculate the sign and magnitude of the wind speed

trend. The slope of the regression model represents the

magnitude of the wind speed trend in meters per second

per decade. Wind speed anomaly series are plotted

FIG. 4. Monthly original (candidate) MM5 reference and adjusted series of Coimbra station and corresponding T values of the SNHT

test at monthly basis for 1961–2011. The amounts of change and years of breakpoint (in brackets) are highlighted with an arrow; for June

no significant breakpoint (p , 0.05) was detected.
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together with a 15-yr Gaussian low-pass filter to illus-

trate long-term variability.

The statistical significance of annual, seasonal, and

monthly linear trends was calculated using the non-

parametric correlation coefficient of Mann–Kendall’s

tau-b (Kendall and Gibbons 1990), which measures the

degree to which a trend is consistently increasing or

decreasing. The tau-b test is more robust than para-

metric methods and does not assume normality of the

data series (Lanzante 1996). Prior to applying the tau-b

test, we accounted for the autocorrelation function of

the wind speed series (von Storch 1995) since significant

autocorrelations may increase the probability that the

tau-b test detects a significant trend. We applied the

1-month lag autocorrelation coefficient on the series and

found that there was no significant serial correlation

beyond lag 0 at the p , 0.05 significant level; therefore,

we did not apply the prewhitening procedure for re-

moving any significant autocorrelation on the wind

speed series. Moreover, here we report statistically sig-

nificant trends at three p-level thresholds, following

McVicar et al. (2010), they are (i) significant at p, 0.05,

(ii) significant at p, 0.10, and (iii) not significant at p,
0.10. Having grades of p level, as opposed to a subjective

binary threshold (e.g., at p , 0.05), helps readers eval-

uate wind speed trends from a ‘‘process and importance’’

perspective, instead of only a ‘‘statistically significant’’

perspective (Weatherhead et al. 1998; Nicholls 2001).

Furthermore, we applied the methods developed by

Livezey and Chen (1983) and Wilks (2006) to evaluate

the field significance of the detected significant trends

at the 95% confidence level. This methodology serves

to evaluate whether the number of stations with sig-

nificant trends have occurred by chance (Dadaser-

Celik and Cengiz 2014). Last, the Pearson’s correlation

coefficient at the three aforementioned p-level thresholds

was calculated to measure the relationship between the

NAOI, MOI, andWEMOI and the observed wind speed

anomalies.

In the following sections we analyzed long-term var-

iations of near-surface wind speed across the IP for

climate records 51-yr long, that is, 1961–2011 (54 sta-

tions), and also for 30 yr, that is, 1979–2008 (67 stations),

because (i) Vautard et al. (2010) calculated wind speed

trends from 822 surface weather stations for this sub-

period globally, and their results represent a reference

for comparison purposes; and (ii) the sign and in par-

ticular the magnitude of the trend is sensitive to the

study period considered (Troccoli et al. 2012).

5. Results

a. Annual and seasonal wind speed trends

Table 2a reportswind speed trends for 1961–2011 and the

30-yr subperiod; Table 2b summarizes the corresponding

wind speed trends exhibited by the MM5-simulated refer-

ence series for comparison. Annually, we found a negative

wind speed trend of 20.016m s21 decade21 for 1961–

2011 (20.010m s21 decade21 for 1979–2008; neither

being significant at p , 0.10). When analyzing wind

speed trends seasonally, we found two wind speed trend

patterns between the winter [December–February

(DJF)] and spring [March–May (MAM)], which show

declining trends, contrasting summer [June–August

(JJA)] and autumn [September–November (SON)],

which displayed increasing trends. For instance, a nega-

tive (but not significant at p, 0.10) wind speed trend of

20.054m s21 decade21 was found for winter, a stilling

that was statistically significant at p, 0.10 after the 1980s,

as it showed a trend of 20.125m s21 decade21 for the

30 yr. This weak decline was also detected during the

spring but with nonsignificance at the p , 0.10 negative

trend of 20.022ms21 decade21 (20.031ms21 decade21

for 1979–2008). In contrast, the observed wind speed

trends became weakly positive with 0.009ms21 decade21

(0.037ms21 decade21 for 1979–2008, significant at p ,
0.10) for summer and with 0.006m s21 decade21

(0.053m s21 decade21 for 1979–2008) for autumn. With

the exception of summer for 1979–2008, all detected

increases in summer–autumn wind speed are not sta-

tistically significant at p , 0.10.

Figure 5 provides the annual and seasonal wind speed

anomalies averaged over the Portuguese (8 stations)

and Spanish (46 stations) series separately. We found

a strong consistency between the Portuguese and Spanish

stations since they are significantly (p , 0.05) correlated

with a coefficient of 0.64 annually (Fig. 5a), 0.81 in winter

(Fig. 5b), 0.71 in spring (Fig. 5c), 0.49 in summer (Fig. 5d),

and 0.70 in autumn (Fig. 5e). This feature also confirmed

the quality and homogeneity of the created dataset, since

wind speed data were supplied by two different meteoro-

logical weather services. Overall, wind speed declined

20.014ms21 decade21 (20.006ms21 decade21 for 1979–

2008) and20.032ms21 decade21 (20.038ms21 decade21

TABLE 1. Summary of the homogeneity testing results.

Monthly wind speed data All stations Spain Portugal

No. of raw series 129 113 16

No. of testable series 76 68 8

No. of significant breaks

at p , 0.05

472 392 80

No. of homogeneous

series 1961–2011

54 46 8

No. of homogeneous

series 1979–2008

67 59 8
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for 1979–2008) for Spain and Portugal, respectively. Stil-

ling was ;3 times higher in Portugal, which was also sta-

tistically significant at p , 0.05 for both periods (Fig. 5a;

Table 2). Furthermore, the 15-yr Gaussian low-pass filter

reveals that wind speed gradually decreased until the

2000s; during the 1990s the rate of decline was more pro-

nounced, whereas the wind speed rebounded to pre-

dominantly positive increases (albeit small) during last

decade (i.e., 2000–10). Moreover, we also encountered the

abovementioned seasonal differences in the sign of wind

speed change for both countries. For instance, the stron-

gest and most significant declining was found in winter, in

particular for Portugal (Fig. 5b), being of less magnitude

and statistical significance in spring (Fig. 5c). In contrast,

fairly positive wind speed trends of less statistical signifi-

cance were observed in summer (Fig. 5d) and in autumn

(Fig. 5e).

b. Spatial distribution of wind speed trends

Figure 6 shows the spatial distribution of the sign,

magnitude of change, and statistical significance of wind

speed trends for 1961–2011 (54 stations); these are

summarized in Table 3. Overall, wind speed trends do

not display a clear spatial distribution and, therefore,

heterogeneity is a characteristic feature since positive

and negative trends can appear over short distances.

Annually (Fig. 6a), wind declined at 63.0% of stations,

with 38.2% and 44.1% of these stations showing stilling

statistically significant at p , 0.05 and p , 0.10, re-

spectively. Seasonally, it is clearly evident that wind

stilling dominated winter and spring. For instance, the

declining wind speed occurred in 77.8%of the stations in

winter (Fig. 6b), with 31.0% and 38.1%of these negative

trends being statistically significant at the p , 0.05 and

p, 0.10 levels, respectively. For spring (Fig. 6c), stilling

was present in 66.7% of the stations, with 27.8% and

38.9% of these being statistically significant at p , 0.05

and p , 0.10, respectively. In contrast, the declining

tendency was smaller during summer (Fig. 6d) and au-

tumn (Fig. 6e), with only 48.1% and 42.6% of stations,

respectively, exhibiting stilling. For these two seasons,

the sign dominance corresponded to weakly positive

wind speed trends, with 51.9% (summer, with 46.4%

being statistically significant at both p , 0.05 and p ,
0.10) and 57.4% (autumn, with 16.1% and 25.8% being

statistically significant at p , 0.05 and p , 0.10, re-

spectively) of the stations reporting increasing trends.

The results of applying the methods of Livezey and

Chen (1983) and Wilks (2006) showed field significance

higher than the 95% level for annual and seasonal time

scales in all significant (at p , 0.05 and p , 0.10) trends

reported in Table 3.

Figure 7 shows wind speed trends for the 30-yr 1979–

2008 subperiod (67 stations) being characterized by

a stronger magnitude of changes; the summary is pro-

vided in Table 3. However, the percentage of stations

displaying wind stilling was a bit lower with 55.2% of

stations at the annual time scale (Fig. 7a), but the sta-

tistical significance of this stilling was greater with

43.2% and 54.1% of the declining stations being sig-

nificant at p , 0.05 and p , 0.10, respectively. Season-

ally, stilling was more widespread and statistically

significant occurring in 82.1% of stations in winter (Fig.

7b). For spring, 62.7% of stations had declining trends

TABLE 2. Annual and seasonal wind speed trends averaged for all stations, Spain, and Portugal for 1961–2011 (54 stations) and 1979–

2008 (67 stations) for (a) the observed and (b) theMM5 series. Values are expressed asm s21 decade21. Statistically significant trends were

defined as those where p , 0.10 (in bold) and p , 0.05 (in bold and in parenthesis).

(a)

Periods

All stations Spain Portugal

1961–2011 1979–2008 1961–2011 1979–2008 1961–2011 1979–2008

Annual 20.016 20.010 20.014 20.006 (20.032) (20.038)

Winter (DJF) 20.054 20.125 20.047 20.115 (20.096) (20.193)

Spring (MAM) 20.022 20.031 20.018 20.028 (20.044) 20.058

Summer (JJA) 0.009 0.037 0.010 0.041 0.000 0.008

Autumn (SON) 0.006 0.053 0.003 0.052 0.021 0.061

(b)

Periods

All stations Spain Portugal

1961–2011 1979–2008 1961–2011 1979–2008 1961–2011 1979–2008

Annual 20.004 0.003 20.002 0.003 20.015 0.005

Winter (DJF) 20.054 20.088 20.053 20.089 20.059 20.079

Spring (MAM) 20.007 20.037 20.004 20.034 20.025 20.058

Summer (JJA) 0.025 0.050 0.027 (0.050) 0.015 (0.049)

Autumn (SON) 0.024 0.076 0.025 0.073 0.016 (0.094)
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(Fig. 7c). For 1979–2008, the stilling decreased to 41.8%

of stations in summer (Fig. 7d), with the percentages

being slightly lower in autumn (Fig. 7e) in 37.3% of

stations. Therefore, increases in near-surface wind

speed dominated in these two latter seasons with 58.2%

of stations in summer and 62.7% of stations in autumn.

For the 30-yr 1979–2008 subperiod, all reported statis-

tically significant (at p , 0.05 and p , 0.10) trends

in Table 3 and also showed field significance higher

than the 95% level.

FIG. 5.Mean annual and seasonal wind speed anomalies (m s21) series for Spain (S; black dotted line) and Portugal

(P; dark gray solid line) from 1961 to 2011. The 15-yr Gaussian low-pass filter is also shown with a black dashed line

for Spain and with a black solid line for Portugal. The series are expressed as anomalies from the 1981–2010 mean.
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6. Possible causes of observed wind speed trends

a. Influence of large-scale atmospheric circulation

We evaluated the impact of the large-scale circulation

modes on the wind speed variability by analyzing the

NAOI, MOI, and WEMOI. Figure 8 and Table 4 show

that the NAOI exerted its major influence in winter,

with negative significant p , 0.05 correlations of 20.55

(1961–2011) and 20.57 (1979–2008; supplementary

Fig. S2) for all series affecting the majority of the IP,

FIG. 6. Spatial distribution of the sign, magnitude of trend (in m s21 decade21), and statistical significance (black

filled triangles are significant at p, 0.05; dark gray filled triangles are significant at p, 0.10; and nonfilled triangles

are not significant at p , 0.10) of wind speed trends for 54 stations for 1961–2011.
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especially Portugal. Moreover, the positive, but not

significant (p, 0.10), decadal trend of the winter NAOI

for 1961–2011 and 1979–2008 (Table 5) might explain

the observed winter stilling, having been more pro-

nounced in the last 30 yr in the western IP. In contrast,

we found that the spring NAOI exerted a negligible

influence with r of20.14 (1961–2011) and20.01 (1979–

2008), yet exhibited a clear spatial pattern of negative

and significant (mostly at p , 0.05) correlations in the

southern IP and positive but not significant (p , 0.10)

relationships in the northern IP for 1961–2011 and more

widespread positive but not significant (p , 0.10) cor-

relations for 1979–2008. The spring stilling, weaker than

the winter one, might be explained by other atmospheric

circulation patterns as shown below. For summer, the

NAOI exerted a moderate and significant (p , 0.05)

impact with r of 20.33 (1961–2011) and 20.51 (1979–

2008) and showed a negative and significant (p , 0.05)

decadal trend for 1961–2011 and 1979–2008. This might

explain the wind speed increase observed in summer

during the last three decades, particularly in Spain.

Similarly, we also detected a significant (p , 0.05)

impact of the NAOI in autumn, with r of 20.36 (1961–

2011) and 20.34 (1979–2008), accompanied by a nega-

tive and significant (p , 0.05) decadal trend for 1961–

2011 and 1979–2008. This could partly explains the weak

but significant (p , 0.10) (for Portugal) tendency of in-

creasing autumn wind speed detected over the last three

decades. Use of the summer-NAOI (SNAOI) (Blad�e

et al. 2012) did not reveal major changes when compared

to the use of NAOI (see Table 6).

The winter MOI showed a negative and significant

(p, 0.05) relationship with correlations of20.48 (1961–

2011) and 20.43 (1979–2008), exerting its major influ-

ence across the entire study area except the northern

fringe of the IP. As occurred for the NAOI, we also

found a positive but not significant (p , 0.10) decadal

trend of the winter MOI for 1961–2011 and 1979–2008;

that is, the positive phases are becoming more frequent

and are also leading the observed winter stilling. Neg-

ative and significant (p , 0.05) correlations were also

encountered in autumn with 20.35 (1961–2011) and

20.56 (1979–2008), which among a negative and sig-

nificant decadal trend for 1961–2011 (p , 0.05) and

1979–2008 (p , 0.10) might explain the observed weak

autumn wind increasing, particularly over Portugal

during last three decades. In contrast, the impact of the

MOI on the wind speed trends appears to be weaker

during spring and summer (see Fig. 8 and supplemen-

tary Fig. S2).

Last, the most regional teleconnection index, the

WEMOI, exerted its major influence in spring (when the

NAOI exhibited its weakest impact), with positive sig-

nificant (p , 0.05) correlations of 0.48 (1961–2011) and

0.54 (1979–2008); this is the opposite sign when com-

pared to the NAOI and MOI influences. Additionally,

negative and significant (p, 0.05) decadal trends of the

spring WEMOI for 1961–2011 and 1979–2008 were ob-

served, which means a weakening of the positive phases

could be partly causing the observed weak spring stil-

ling. With a lesser importance, the winter WEMOI is

also positively and significantly correlated with the

winter wind speed, being r of 0.32 (p, 0.05; 1961–2011)

and 0.31 (p, 0.10; 1979–2008), with the exception of the

southwest IP (where the NAOI exhibited its strongest

influence) under the domain of the Azores high dur-

ing positive phases. Negative and significant (p , 0.05)

decadal trends of the winter WEMOI for 1961–2011,

and particularly 1979–2008, might also have influenced

the detected winter stilling. For summer and autumn,

TABLE 3. Relative frequency of stations showing significant (at p , 0.05 and p , 0.10) and nonsignificant (at p . 0.10) negative and

positive wind speed trends annually and seasonally for 1961–2011 (54 stations) and 1979–2008 (67 stations). For the three p-level

thresholds, relative frequencies are calculated with respect to the total number of stations showing negative or positive tendencies.

1961–2011

Periods Negative

Negative

p , 0.05

Negative

p , 0.10

Negative

p . 0.10 Positive

Positive

p , 0.05

Positive

p , 0.10

Positive

p . 0.10

Annual 63.0 38.2 44.1 55.9 37.0 25.0 35.0 65.0

Winter (DJF) 77.8 31.0 38.1 61.9 22.2 8.3 33.3 66.7

Spring (MAM) 66.7 27.8 38.9 61.1 33.3 22.2 38.9 61.1

Summer (JJA) 48.1 15.4 30.8 69.2 51.9 46.4 46.4 53.6

Autumn (SON) 42.6 21.7 26.1 73.9 57.4 16.1 25.8 74.2

1979–2008

Annual 55.2 43.2 54.1 45.9 44.8 33.3 40.0 60.0

Winter (DJF) 82.1 32.7 45.5 54.5 17.9 25.0 33.3 66.7

Spring (MAM) 62.7 26.2 35.7 64.3 37.3 32.0 36.0 64.0

Summer (JJA) 41.8 17.9 39.3 60.7 58.2 33.3 46.2 53.8

Autumn (SON) 37.3 12.0 16.0 84.0 62.7 33.3 40.5 59.5
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the WEMOI does not display a significant (p , 0.10)

influence.

b. Influence of urban roughness

Table 7 shows differences in annual and seasonal wind

speed trends for three locations (Madrid, Valencia, and

Alicante) where accurate data were simultaneously

measured at proximally located airports (i.e., well-

exposed sites with few artificial obstacles and negligibly

affected by urbanization and changes in land use) and at

city centers (i.e., poor-exposed sites with high buildings,

street canyons, and forested city parks), which lead to

FIG. 7. As in Fig. 6, but for 67 stations for 1979–2008.
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strong environment changes. This analysis was restricted

to only these three locations as they are the only station

pairs proximally located (i.e., ,15 km) having accurate

data simultaneously observed under both conditions.

For Madrid, the capital and biggest city of Spain

(third largest metropolitan area in Europe covering

604.3 km2 inhabited by 6.5 million people), we found

a different sign and magnitude of change in the wind

FIG. 8. Annual and seasonal spatial distributions of the sign and significance of Pearson’s correlation relationship between wind speed

anomalies (in m s21) and the NAOI,MOI, andWEMOI for 1961–2011. Below each figure are shown Pearson’s correlation coefficients for

(i) all stations (All), (ii) Spain (S), and (iii) Portugal (P), with p , 0.05 (black bold type), at p , 0.10 (dark gray bold type), and not

significant at p , 0.10 (black unbold type).

TABLE 4. Number of stations showing negative and positive and significant (at p, 0.05) Pearson’s correlation coefficients betweenwind

speed anomalies (in m s21) and the NAOI, MOI, and WEMOI annually and seasonally for 1961–2011 (54 stations) and 1979–2008

(67 stations).

1961–2011

Periods

NAOI MOI WEMOI

(2) (2) ,0.05 (1) (1) ,0.05 (2) (2) ,0.05 (1) (1) ,0.05 (2) (2) ,0.05 (1) (1) ,0.05

Annual 25 10 19 0 19 4 27 4 17 3 16 18

Winter (DJF) 19 33 2 0 18 30 6 0 11 1 21 21

Spring (MAM) 25 8 21 0 16 1 28 9 11 1 17 25

Summer (JJA) 30 10 12 2 29 2 20 3 24 7 19 4

Autumn (SON) 37 12 5 0 30 14 7 3 16 7 20 11

1979–2008

Annual 35 3 28 1 26 1 39 1 20 9 31 7

Winter (DJF) 27 36 4 0 39 23 5 0 11 2 36 18

Spring (MAM) 30 1 34 2 24 1 37 5 12 0 29 26

Summer (JJA) 44 10 13 0 34 2 31 0 31 7 26 3

Autumn (SON) 43 9 15 0 39 19 9 0 23 9 26 9
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speed trends between the Madrid–Barajas airport

(0.051m s21 decade21) and Madrid–Retiro park in the

city center (20.071ms21decade21) annually over 1961–

2011; that is, thewind speeddecreased 0.122ms21decade21

more in Madrid city than in the surrounding area. This

opposite pattern of increasing wind speed trends at the

Madrid–Barajas airport and declining wind speed trends

at the Madrid–Retiro park also occurred seasonally: win-

ter (0.172ms21 decade21), spring (0.154ms21decade21),

and autumn (0.091ms21decade21), summer being the

only exception when wind speed increases in both sites

but less atMadrid–Retiro (0.059m s21 decade21). Other

well-exposed rural or suburban stations surrounding

Madrid city (e.g., Madrid–Cuatro Vientos, Torrej�on

de Ardoz, and Puerto de Navacerrada; not shown)

also displayed similar wind speed trends as Madrid–

Barajas airport, confirming a potential impact of ur-

banization on the important stilling observed in the

Madrid–Retiro station. Trend differences between

rural and urban areas in Madrid are similar for the

1979–2008 subperiod.

For Valencia (third largest metropolitan area in Spain

covering 628.9 km2 and inhabited by 1.7 million people),

annually we also encountered a stronger stilling

in the Valencia–Viveros park in the city center

(20.099m s21 decade21), when compared to Valencia–

Manises airport (20.036ms21 decade21) for 1961–2011.

That is, the wind speed decreased 0.063ms21 decade21

more in Valencia city than the surrounding area. This

also occurred in spring (0.110m s21 decade21), summer

(0.130ms21decade21), and autumn (0.049ms21decade21).

Winter was an exception when the wind speed declined

0.030m s21 decade21 more in the Valencia–Manises

airport than in the Valencia city. For the 1979–2008

subperiod, these trend differences mostly increased, in

particular and negatively in winter when wind speed

decreased 0.254m s21 decade21 more in the Valencia–

Manises airport.

Last, for Alicante (the eighth largest metropolitan

area in Spain covering 474.2 km2 and inhabited by

0.5 million people), we also observed the impact of ur-

ban roughness on wind speed trends. Annually for 1961–

2011, the wind speed trend increased at the unobstructed

Alicante–El Altet airport (0.024ms21 decade21), whereas

it declined in the Alicante–C. Jardin station located in

the city (20.044m s21 decade21); that is, the wind speed

decreased 0.068m s21 decade21 more in the Alicante

city than in the surrounding area. This also occurred

for all seasons: winter (0.142ms21 decade21), spring

(0.013ms21 decade21), summer (0.062ms21 decade21),

and autumn (0.063ms21 decade21). For the 1979–2008

subperiod, even though increasing trends in wind speed

dominated, the positive differences between the airport

area and the city center also increased, confirming the

role of urbanization growth occurred over last 50yr on

the declining of wind speed in urban areas.

7. Summary and discussion

We used anemometer observations from 67 land-

based sites across the Iberian Peninsula and the Balea-

ric Islands to assess long-term trends of wind speed for

1961–2011, with particular attention to the 1979–2008

subperiod. We proposed a novel approach for homog-

enizing wind speed data using simulated series obtained

with the MM5. These modeled wind speed series were

TABLE 5. Annual and seasonal trends of NAOI, MOI, and WEMOI for 1961–2011 and for 1979–2008. Values are expressed as stan-

dardized sea level pressure difference. Statistically significant trends were defined as those where p, 0.10 (in bold) and p, 0.05 (in bold

and in parenthesis).

Periods

NAOI MOI WEMOI

1961–2011 1979–2008 1961–2011 1979–2008 1961–2011 1979–2008

Annual 20.082 (20.200) (20.083) 0.001 (20.165) (20.230)
Winter (DJF) 0.080 0.113 0.062 0.112 (20.146) (20.322)

Spring (MAM) 20.025 20.018 20.006 0.189 (20.276) (20.328)

Summer (JJA) (20.241) (20.463) (20.216) 20.048 20.116 20.089

Autumn (SON) (20.172) (20.353) (20.162) 20.220 (20.148) 20.189

TABLE 6. Number of stations showing negative and positive and significant (at p, 0.05) Pearson’s correlation coefficients between wind

speed anomalies (in m s21) and the NAOI and SNAOI during summer for 1961–2011 (54 stations).

Periods

NAOI SNAOI

(2) (2) ,0.05 (1) (1) ,0.05 (2) (2) ,0.05 (1) (1) ,0.05

Summer (JJA) 30 10 12 2 31 6 17 0
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used as reference series because a preliminary statistical

evaluation showed a good agreement with the observed

wind speed series, improving the poorer performance

achieved by considering nearby stations (Wang 2008).

The homogenization procedure suggested here repre-

sents a robust and alternative technique to the previous

few attempts on this issue, mainly based on (i) basic

quality controls (Pirazzoli and Tomasin 2003), standard

checks (McVicar et al. 2010), and more sophisticated

examinations (Jim�enez et al. 2010; Troccoli et al. 2012)

and (ii) objective statistical homogeneity tests based on

geostrophic wind (Wan et al. 2010) or data from nearby

stations (Li et al. 2011) as reference series. Therefore,

we encourage future long-term wind speed studies to

establish a robust homogenization protocol applying

a combination of both (i) and (ii) procedures outlined

above. Also use of simulated data, instead of geo-

strophic winds or nearby stations, as reference series was

warranted in this area of complex topography where

wind is driven by thermal and pressure gradients and

friction forces (Barry and Chorley 2003). Even though

our relative homogeneity test does not depend on met-

adata, we also suggest future research to recover it, as

much as possible (e.g., relocation of stations and ane-

mometer height changes), to improve the assessment of

breakpoints (Li et al. 2011).

Our study assesses for the first time long-term wind

speed trends across the entire IP, revealing new evi-

dence regarding the atmospheric stilling in a region

located within the transition between the subtropical

high-pressure belt and the midlatitude westerlies. Over-

all, annual wind speed trends showed a slow decline for

both study periods. Seasonally there was a dominance of

declining trends in winter and spring and a tendency of

increasing trends in summer and autumn. The magnitude

of the trends was sensitive to the length of the study pe-

riod, which is in agreement withMcVicar et al. (2010) and

Troccoli et al. (2012); the trends were stronger for the

shorter 30-yr subperiod. Wind stilling affected much of

the stations in winter and less in spring, but was statisti-

cally significant at p, 0.10 in roughly 40% of the stations

in both seasons. In summer and autumn, increasing trends

affected slightly over half the stations, with also around

40% of the positive trends being statistically significant at

the p , 0.10 level.

To our knowledge, these seasonal wind speed trend

patterns (i.e., negative winter and spring trend and

positive summer and autumn trend) have not been

previously reported. Although increases and decreases

of wind speed trends have been reported within the vi-

cinity of the Mediterranean Sea (see McVicar et al.

2012a, their Table 2 and Fig. 2). Comparisons with

previous wind speed trend results across IP (Recio et al.

2009; Jim�enez et al. 2010; Espadafor et al. 2011;Moratiel

et al. 2011) are difficult to establish because they used

fewer stations (i.e., focused on specific regions) and

different observation lengths (generally shorter), which

can impact results (McVicar et al. 2010; Troccoli et al.

2012). However, our results are in close agreement with

previous assessments of Mediterranean terrestrial stil-

ling (20.010m s21) obtained by Papaioannou et al.

(2011) over Greece for 1959–2001 and by Pirazzoli and

Tomasin (2003), who concluded that wind trends were

nonmonotonic over the central Mediterranean region

for 1951–2000. Nevertheless, for 1979–2008, the overall

weak declining trend reported here is ;9 times weaker

(20.010m s21 decade21) than that reported by Vautard

et al. (2010) across Europe (20.090m s21 decade21).

The annual atmospheric stilling has been smaller over

the southern midlatitudes in Europe, which are primarily

TABLE 7. Annual and seasonal wind speed trends (in m s21 decade21) for three selected rural and urban stations for 1961–2011 and

1979–2008. The R and U acronyms correspond to rural and urban stations, respectively. Statistically significant trends were defined as

those where p , 0.10 (in bold) and p , 0.05 (in bold and in parenthesis).

1961–2011

Periods

Madrid Valencia Alicante

Barajas (R) Retiro (U) (R 2 U) Manises (R) Viveros (U) (R 2 U) Altet (R) C. Jardin (U) (R 2 U)

Annual 0.051 20.071 0.122 20.036 (20.099) 0.063 (0.024) (20.044) 0.068

Winter (DJF) 0.046 (20.126) 0.172 20.108 20.078 20.030 20.042 (20.184) 0.142

Spring (MAM) 0.017 (20.137) 0.154 20.015 (20.125) 0.110 0.023 0.010 0.013

Summer (JJA) (0.088) 0.029 0.059 0.024 (20.106) 0.130 (0.058) 20.004 0.062

Autumn (SON) (0.054) 20.037 0.091 20.042 (20.091) 0.049 0.060 20.003 0.063

1979–2008

Annual 20.019 (20.146) 0.127 20.081 (20.115) 0.034 (0.157) 0.038 0.119

Winter (DJF) 20.030 (20.218) 0.188 20.368 20.114 20.254 0.020 (20.171) 0.191

Spring (MAM) 20.169 (20.304) 0.135 20.012 (20.147) 0.135 (0.156) 0.145 0.011

Summer (JJA) 0.009 20.049 0.058 0.043 (20.110) 0.153 (0.190) 0.090 0.100

Autumn (SON) 0.078 20.030 0.108 20.062 20.090 0.028 (0.241) 0.100 0.141
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controlled by weak winds under the subtropical high-

pressure belt, whereas surface wind speeds have

markedly declined in northern midlatitudes in Europe

(i.e., primarily controlled by strong winds under the

influence of storms tracks associated with the polar jet

stream) (Smits et al. 2005). This process could be at-

tributed to the faster slowing of strong winds than weak

winds over this northern region as found by Vautard

et al. 2010. Furthermore, the weak but not significant

p, 0.10 fall in winds found in our study agrees with the

terrestrial stilling reported by McVicar et al. (2012a),

who reported an average trend of20.140ms21 decade21

for studies with more than 30 stations and spanning

more than 30 yr.

The precise cause of the stilling remains largely un-

certain (Vautard et al. 2010; McVicar et al. 2012a) and

few studies have investigated the contribution from

changes in the large-scale atmospheric circulation

(Bichet et al. 2012); we attributed much of the trends

reported for the IP to be probably associated with de-

cadal variability of some atmospheric circulation in-

dices. We found that the NAOI is responsible for much

of the wind speed declining in winter, which is strongly

supported by the observed decadal increase in the win-

ter NAOI (Osborn 2011). For instance, Winkler (2010)

and Earl et al. (2013) linked the anomalously low wind

2009–10 year in Germany and the United Kingdom,

respectively, to the extremely negative values of NAOI

in winter since records began in 1821. In Switzerland,

Beniston (2005) also pointed out that wind speed trends

are likely driven by the NAOI. The strong influence of

the NAOI on the interannual variations of the wind

speed over the IP has been also reported by Jerez et al.

(2013b). Additionally, Osborn (2011) used the Coupled

Model Intercomparison Project phase 3 (CMIP3) en-

semble of 21 climate models and showed that increasing

anthropogenic forcings (e.g., greenhouse gases) might

force a shift of atmospheric circulation toward positive

NAOI phases. This would hypothetically lead to

a weakening of wind speed over the midlatitude Medi-

terranean regions much controlled by the northward

shifting of the subtropical high-pressure belt (Gillett and

Stott 2009). Consequently, the poleward expansion of

the Hadley cell and consequent change in the pressure

gradients (i.e., in response to global warming) and the

observed increasing altitude of the tropopause (Santer

et al. 2003) could also partly be explaining the slowdown

in large-scale atmospheric circulation (Lu et al. 2007).

Additionally, we also found a possible influence of the

NAOI on the increased wind speed observed during

summer and autumn, which is supported by the negative

decadal tendency detected for the summer–autumn

NAOI. Other atmospheric circulation patterns, the

MOI and WEMOI, also exhibited a possible influence

on the observed wind speed variability during the last 5

decades for the IP. Furthermore, we also illustrated with

three major Spanish cities how the urbanization growth

(Li et al. 2011) might have strengthened the observed

atmospheric stilling. However, we suggest that the local

influence of urbanization might explain a relatively

small fraction of the observed wind speed trends in

comparison to the large-scale atmospheric circulation,

sincemost of the stations used in this study are located in

rural or suburban environments (e.g., mainly airports).

This agrees with (i) Li et al. (2011)’s report that urban-

ization was responsible for 20% of declines in the Bei-

jing area in 1960–2008 and (ii) Guo et al. (2011), who

reported similar ‘‘urban’’ and ‘‘rural’’ trends for two

study periods using an all China 652-station database.

Other potential causes of declining wind speed such as

(i) an upward trend in land surface roughness due to an

increase in vegetative biomass (e.g., enhanced carbon

dioxide concentrations have caused increasing amounts

of vegetation; Donohue et al. 2013), land use changes,

and urbanization (Vautard et al. 2010); (ii) instrumental

drifts and technological improvements, maintenance,

and shifts in measurements sites and calibration issues

(DeGaetano 1998; Wan et al. 2010); (iii) sunlight dim-

ming due to air pollution (Xu et al. 2006; Jacobson and

Kaufman 2006); and (iv) astronomical changes (Mazzarella

2007), and so on, should be further investigated for un-

raveling the causes of the ongoing stilling over land glob-

ally. On the other hand, the reported increasing trends in

summer and autumn may respond to local phenomenon

such as a soil moisture depletion (Cerd�a 2002) rein-

forcing the Iberian thermal low (Jerez et al. 2012). Ac-

knowledging that several processes on local, regional,

and global scales are likely contributing (McVicar and

Roderick 2010), further investigation is needed to at-

tribute the decadal variability of large-scale atmospheric

circulation as the main cause of the observed wind

speed trends across the IP.
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