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 182  5 Modeling the Properties of Carbon Nanotubes for Sensor-Based Devices

  5.1 
 Introduction 

 At only 16 years since the discovery of carbon nanotubes (CNTs) by Sumio Iijima 
 [1] , we are witnessing an explosive development of nanotube science and technol-
ogy. Considering the rapid progress made in the fabrication, manipulation, char-
acterization and modeling of nanostructures based on nanotubes, it is reasonable 
to expect that CNTs will, in the next few years, spread to key application areas such 
as energy, materials and devices. Several structural varieties of nanotubes have 
been identifi ed and classifi ed based on criteria such as helicity (also known as 
chirality), number of walls and inclusion of pentagons – heptagons. The simplest 
form is the single - walled carbon nanotube (SWNT), which resembles a honey-
comb graphite layer rolled into a monoatomic - thick cylinder. Several concentri-
cally embedded SWNTs form a multi - walled carbon nanotube (MWNT). Other 
nanotube varieties include nanotube bundles or ropes, inter - tube junctions, nano-
tori and coiled nanotubes  [2 – 5] . 

 A brief analysis of the patent activity on carbon nanotube - based applications 
reveals that the major slots in the pie chart are occupied (in decreasing percentage 
order) by fi eld emission, energy storage, composites, nanoelectronics, sensors and 
actuators. Judging by the exponential increase in the number of journal papers 
and patent applications per year  [6] , the technological potential of nanotubes is 
still far from being fully explored. Moreover, other applications are appended to 
this list every day. The fi fth place of sensors and actuators can be explained by 
their relative later invention  [7, 8] . CNT - based sensors will undoubtedly climb into 
the top of the applications list. 

 In this dynamic context, the discovery and subsequent understanding of ele-
mentary physical mechanisms, supported by modeling and simulation, will be the 
key for custom - designed CNT - based devices for the next decade. In order to bridge 
micro - , meso -  and macro - scales, as typically dictated by nanotube physics, it is 
desirable to fi nd a hierarchy of models, for both ease of computation and concep-
tual understanding. Once models bridging different scales have been worked out, 
it will become possible to analyze and optimize materials properties at different 
levels of approximation, eventually leading to the theoretical understanding of 
materials or even design of novel forms. A further step will consist in constructing 
predictive models, going beyond the simulation of fundamental properties, that 
will assist the innovation and design of CNT - based devices. 

 Investigating nanotube properties through modeling and simulation is preferable 
in a context in which nanotube manipulation and characterization are still limited, 
time consuming and expensive. This does not automatically mean that one has to 
accept blindly the validity of any calculations, at least within the gross approxima-
tions sometimes employed. It is precisely at this point that theoretical models and 
measurements have to be brought together and re - aligned. Higher order correc-
tions, validity ranges and hints for model improvements are obtained in this way. 

 Due to their relative simplicity and atomically precise morphology, SWNTs offer 
the opportunity of assessing the validity of different macro -  and microscopic 
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models. For this reason, SWNTs will receive special attention in this chapter. 
Encouragingly, for SWNTs, the agreement between theoretical predictions and 
experimental data is constantly improving. As a side note, it is actually via simple 
theoretical calculations that the metallic/semiconducting nature of nanotubes, 
their Young ’ s moduli and optical transitions were predicted in the fi rst place. 

 The aim of this chapter is to give a brief introduction to CNT - based sensing 
from a modeling and simulation perspective. The remainder of this chapter is split 
into four main sections. Section  5.2  gives a quick overview of the basic properties 
of CNTs, with emphasis on the tight - binding band structure and density of states. 
A condensed state - of - the - art of experimental measurements on CNT sensor dem-
onstrators is given in Section  5.3 . In Section  5.4 , we list the common modeling 
methods for calculations of the electronic structure, transport and mechanical 
properties calculations of the CNT - based devices. A number of illustrative model-
ing case studies are presented in Section  5.5 , with the goal of showing how the 
often diffi cult task of modeling CNT systems should be tackled.  

  5.2 
 Properties of Carbon Nanotubes: Reminder 

 The purpose of this section is to provide a brief survey of the properties of carbon 
nanotubes necessary to understand the different sensing mechanisms analyzed 
in the next section. A review of the tools available for modeling the properties of 
CNTs will be developed later in Section  5.4 . For a thorough analysis of the proper-
ties of nanotubes we refer the reader to any of the many excellent books and review 
articles available on this subject  [2, 3, 9] . 

 Broadly speaking, the properties of carbon nanotubes ca be grouped in three 
categories: structural, mechanical and electronic. From the structural point of 
view, in most situations CNTs can be considered one - dimensional (1D) objects, 
with typical diameters ( d  t ) in the nanometer range and lengths ( L ) reaching several 
micrometers. This one - dimensionality of tubes impacts on and is visible mostly 
through the mechanical and electronic properties. However, the structure of nano-
tubes can be exploited in itself such as for instance by fi eld emitters or gas break-
down sensors, which are based on the  “ sharpness ”  of CNTs giving rise to huge 
local electric fi elds. 

 The mechanical properties class encompasses the elastic, thermal, vibrational 
or any other properties related to the motion of the tube ’ s atoms. In nanotubes, 
carbon is sp 2  - hybridized, resulting in strong   σ   - bonds weakly reinforced by   π   - bonds. 
Considering the hybridization, it is natural to assume a certain overlap between 
nanotube and graphite (graphene) elastic properties, such as Young ’ s modulus, 
bending, tensile and torsional stiffness and yield strength. SWNTs have tensile 
moduli close to 1   TPa (stiff as diamond) and strengths of  ∼ 50   GPa (corresponding 
to 5 – 10% maximal strain), which earned them the title of ultimate fi bers. Despite 
their stiffness, CNTs retain a high bending fl exibility due to their high aspect ratios 
( L / d  t ). With some exceptions, the thermal and vibrational properties of nanotubes 
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also show similarities with graphite. Since the in - plane thermal conductivity of 
pyrolytic graphite is very high, it is expected that the on - axis thermal conductivity 
of defect - free tubes would be even higher. At low temperatures the phonon mean 
free path is controlled mainly by boundary scattering and the coherence length 
(micrometer scale) is larger in tubules than in high oriented pyrolytic graphite 
( < 0.1     μ  m). Another difference between CNTs and graphite is the Raman spectra, 
exhibiting new signal features in tubes, particularly the radial breathing mode 
(RBM), specifi c to a cylindrical geometry (see Chapter  •  • ).   

 Since it refers to the response of the fermion system to different excitations, the 
class of electronic properties practically encompasses all remaining properties. 
Therefore, it contains transport and electric properties (classical, spin - dependent 
and superconductivity, dielectric permittivity), optical properties (absorption, scat-
tering, luminescence), magnetic properties (susceptibility, Zeeman splitting, Aha-
ronov – Bohm effect), chemical properties (covalent and noncovalent binding), in 
addition to hybrid properties and correlated many - body effects (thermopower, 
piezoresistivity, piezoelectricity, Coulomb blockade, Kondo effect, Tomonaga – 
Luttinger liquid behavior). 

 In this chapter, we touch on only basic properties and include, whenever possi-
ble, references to texts treating more advanced topics. We indicate that a simple 
zone folding of the graphitic tight - binding (TB) band structure is able to explain 
most of these basic electronic properties, provided that the diameter tube  d  t  is large 
enough. For small nanotubes ( d  t     <    12    Å ) curvature induces hybridization between 
of the   π   and   σ   bands of graphite changing the electronic band structure. Hence-
forth, we exploit the TB description, and return later to more refi ned models such 
as  ab initio  density functional theory (see Section  5.4 ). 

 The electronic properties of nanotubes are strongly modulated by small struc-
tural variations; in particular, their metallic or semiconducting character is deter-
mined by the diameter and helicity (chirality) of the carbon atoms in the tube. To 
understand this dependence, one has to start from the energy dispersion relations 
of graphene in the vicinity of the Fermi level. A major simplifi cation is achieved 
by noting that only   π   –   π   *  bands populate this spectral region, and   σ   - bands can 
therefore be removed with almost no infl uence. Subsequently, in going from the 
graphene to a nanotube, periodic boundary conditions for the wavefunctions along 
the circumference are imposed (zone folding), resulting in the quantization of the 
wavevector component along this direction. The derivation details of the tight -
 binding graphene dispersion relations and the subsequent zone folding procedure 
can be found in Reference  [2] . As an example, for armchair metallic tubes of chi-
rality ( n ,  n ), the analytically derived bands are given by

   
E k

ka q

N

ka
q
±

0= ± ± +( ) cos cos cosγ π
1 4

2
4

2
2

    
(1)

  

where   q N( , )∈1 2  specifi es the discrete part of the wavevector perpendicular to the 
tube axis (i.e. the band index),  k  is the continuous component that describes 
eigenstates in a given subband ( −   π      <     ka     <      π  ),  a    =   2.46    Å  is the graphene lattice 
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constant and   γ   0     ≈    2.9   eV  1)   is the hopping integral matrix element between nearest -
 neighbor atoms. 

 As a matter of illustration, the band structures and densities of states (DoS) for 
the metallic (5,5) armchair tube and the semiconducting (10,0) zigzag tube are 
shown in Figure  5.1 . Densities of states are calculated by tracing the spectral 
measure operator   δ  ( E     −      Ĥ  ) over the band index and fi rst Brillouin zone, i.e.

   

ρ δ( ) ( )/ ( )E k E k k E E kq q

q

= ∂ ∂ [ − ]−∫∑ d 1

    

(2)

     

 The intrinsic one - dimensionality of the CNTs gives rise to a number of sharp 
features ( →   ∞ ) in the DoS (see Figure  5.1 ) called van Hove singularities (vHS). 
The vHS positions are derived from the condition   ∂ E q  ( k )/  ∂ k    =   0, which yields the 
solutions   ε  q     =    ±   γ   0    sin( q π  / N ). Because of these singularities, optical transitions are 
resonantly enhanced at energies corresponding to 2  γ   0  sin( q π  / N ). 

 For metallic SWNTs, the development of the dispersion relations to fi rst order 
at the Fermi level yields a Fermi velocity  v F      ≈    10 6    m   s  − 1 , independent of chirality. 
Thus, in the absence of electron scattering, the intrinsic conductance of a metallic 
tube should be 2 G  0 , where  G  0    =   2 e  2 / h    =   (1/12.906)   k Ω   − 1  is the conductance quantum, 
because there are two open channels at the Fermi level, each with a conductance 
 G  0 . On the other hand, semiconducting SWNTs have a bandgap  E g      ≈    0.9/ d  t [eV]  2)  , 
with  d  t  the nanotube diameter in nanometers. The next section will review how 
these remarkable properties have resulted in experimental breakthrough sensor 
demonstrators.  

    Figure 5.1     Dispersion relations and density of states for the 
metallic (5,5) and semiconducting (10,0) nanotubes.  

 1)     The actual value of the   γ   0  parameter depends 
on the property to be analyzed; e.g. the value 
for STM is  ∼ 2.5   eV whereas that used in 
Raman spectroscopy  ∈ 2.9 – 3.1   eV. 

 2)     Here the gap refers to the quasi - particle gap, 
which is different from the optical gap 
relevant for Raman spectroscopy (see 

Reference  [47]  and references therein). Also the 
dispersion becomes nonlinear for large tubes, 
known as the trigonal wrapping effect (see 
Chapter  •  • ).   Although important for excitations, 
these effects do not affect too much the 
transport properties close to E F . 
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  5.3 
 Carbon Nanotube - Based Sensor Demonstrators: State - of - the - Art 

 Continuously expanding, the fi eld of CNT - based sensors includes an already 
impressive list of demonstrators, encompassing (bio)chemical, strain, stress, pres-
sure, mass, fl ow, thermal and optical sensors. The fi eld is too vast to be surveyed 
exhaustively here and is also not the focus of this chapter dealing with modeling 
CNT sensing devices  3)  . Rather, the goal of this concise state - ofthe - art is to present 
to the reader a survey of possible sensing mechanisms involved so far in CNT 
sensors. After this section, it should become clear what kind of modeling tools are 
necessary to investigate nanotube devices. In analogy with the classifi cation made 
in the previous section, we group sensing mechanisms in three categories, centered 
around the electronic and the mechanical properties, plus other mechanisms. 

  5.3.1 
 Modulation of Electronic Properties 

 In terms of number of publications, sensors involving the modulation of a CNT ’ s 
electronic properties lead the competition by far. This can be easily understood by 
a brief examination of the structure of a nanotube. A CNT is hollow, meaning that 
only  “ surface ”  electronic states are present, making a tube extremely sensitive to 
any perturbations. 

 It is precisely this observation that led Kong et al.  [7]  and Collins et al.  [8]  to 
propose CNTs as sensitive materials for  chemical sensors . Kong et al.  [7]  found 
the electrical conductance of a nanotube to increase when the tube was exposed 
to NO 2 , and to decrease when exposed to NH 3 . Electron charge transfer (doping) 
was proposed as the mechanism dictating the change in conductivity ( Δ  G ) by 
shifting the Fermi level of the channel. Collins et al. showned  [8]  that exposure to 
air or oxygen dramatically infl uences the nanotubes ’  electrical resistance, thermo-
electric power and local density of states, as determined by transport measure-
ments and scanning tunneling spectroscopy. These electronic parameters can be 
reversibly  “ tuned ”  by surprisingly small concentrations of adsorbed gases, and 
semiconducting nanotubes can apparently be converted into metallic tubes through 
such exposure. Since these initial two reports, the list of chemFET - like gas and 
biological sensors has increased considerably  4)  . Innovations have also been brought, 
such as nanotube functionalization, which has yielded highly sensitive and selec-
tive sensors  [12, 13] . Also, Goldsmith et al.  [14]  have recently demonstrated that it 
is possible to control the functionalization density by monitoring in real time the 
conductance of a nanotube in an electrochemical setup. 

 Carbon nanotube - based chemFETs deserve special attention. Although they 
were the fi rst type of sensors proposed, the understanding of their operation is 
still hindered by the multitude of potential effects stemming from the interaction 

 4)     See Table 1 in Reference  [10]  for a list of detected agents so far. 
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of chemical molecules with this system. Among these, molecules interacting with 
chemFETs can: (i) if charged and isolated from nanotube, gate the transistor (fi eld 
effect), (ii) if polar, modify the gate capacitance, (iii) regardless of charge, dope the 
nanotube or modify the work function of the contacting metal resulting in a 
Schottky barrier modulation, or (iv) increase carrier scattering. All these mecha-
nisms overlap, rendering it very diffi cult experimentally to tell which one is respon-
sible for the  I – V  characteristic. This motivates the development of modeling tools 
capable, in principle, of identifying the correct mechanism. 

 Another emergent sub - family of chemical sensors exploit subtle changes in the 
polarizability of nanotubes subject to gas exposure, which can result in either 
capacitance modulation  Δ  C , as shown by Snow et al.  [15] , or in a shift of the elec-
trical resonant frequency of a microwave circuit  Δ   f  0 , as demonstrated by Chopra 
et al.  [16] . As suggested by Snow et al.  [11] , future generation chemical SWNT 
sensors could exploit simultaneously  Δ  G  (charge transfer) and  Δ  C  (dipole moments 
and polarizability), increasing the information gathered from a single device with 
potential improvements in resolution, sensitivity and selectivity. 

 It is also worth mentioning that reading out the modulation of the electronic 
properties in chemical sensors needs not be confi ned to electrical measurements. 
For example, Sumanasekera et al.  [17]  have utilized thermopower measurements 
(see also Reference  [8] ) to evidence the sensitivity of CNTs to C 6 H 6 . An even more 
promising approach is using light to probe either the photo - absorption or the fl uo-
rescence spectra  [18, 19] . Cao et al.  [18]  have studied band - gap photo - absorption 
in SWNTs, previously exposed to air, in different organic solvents. The observed 
bleach and recovery of optical spectra are due to the charge transfer between 
nanotubes and adsorbates (e.g. H 2 O), in their process of (ad)/(de)sorption from 
the nanotube surface. Heller et al.  [19]  have shown that DNA - wrapped SWNTs can 
be placed inside living cells to detect trace amounts of harmful contaminants using 
near - infrared light. When the ensemble is exposed to certain ions (Hg 2+ , Co 2+ , Ca 2+ , 
Mg 2+ ) the wrapping DNA changes shape from the B form to Z form, reducing the 
surface area covered by the DNA, which further perturbs the electronic structure 
and shifts the nanotube ’ s natural, near - IR fl uorescence to a lower energy. These 
results open the door to new types of optical sensors and biomarkers inside living 
systems ( in vivo ). 

 The second best known family of CNT - based sensors is the one exploiting the 
huge  piezoresistive  gauge factors reported for nanotubes. We do not insist on this 
family, since Chapter  •  •     is dedicated entirely to this subject. We only mention that 
piezoresistive pressure, force (stress) and strain sensors utilize the band - gap mod-
ulation of nanotubes subject to torsional or tensile strain. The effect should be 
visible either via transport or via Raman spectra (see Chapter  •  • ).    

  5.3.2 
 Shifting of Mechanical Resonances 

 There are not many reports of sensors in this category, but we discuss resonant 
CNT devices, motivated by their potential in sensing applications. Due to the huge 

55
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stiffness and extremely low mass density  –  carbon is one of the lightest atoms, 
and SWNTs are one atom thick  –  nanotubes hold the promise of unequaled high 
resonating frequencies and mass sensitivities. 

 The fi rst to propose CNT as nanobalances were Poncharal et al.  [20] , demonstrat-
ing femtogram - resolution mass detection with large MWNT cantilevers. A trans-
mission electron microscope (TEM) was utilized in tracking the resonant frequency. 
Later, by moving the setup inside a scanning electron microscope (SEM), and 
analyzing secondary electron intensities, Nishio et al.  [21]  achieved zeptogram 
sensitivities. The measuring schemes in these references are obviously not suit-
able for large - scale integration. Nevertheless, recently, tunable CNT resonators 
have been reported  [22 – 24] , opening the way to integrated nanobalances for minute 
mass detection.  

  5.3.3 
 Other Transduction Mechanisms 

 The list of CNT - based sensors is far from being closed, with exotic, new sensor 
mechanisms frequently being proposed. Here we provide a brief selection of 
promising devices that do not necessarily conform to the previous two 
subsections. 

 Ghosh et al. reported  [25]  fl ow sensors in which the conductance of carbon 
nanotubes, disposed parallel to the fl ow lines, is clearly changed at different fl ow 
rates. The suggested mechanism for this nonlinear effect is forcing of the electrons 
in the nanotubes by the fl uctuating Coulombic fi eld of the liquid, or, briefl y, 
Coulomb drag. Another CNT fl ow meter demonstrated recently by Bourlon et al. 
 [26]  operates differently from the previous device. A CN - FET is placed within the 
electrical double layer of an SiO 2  channel (i.e. almost tangentially with one of the 
internal surface of the channel), being gated by the fl ow rate - dependent 
  ζ   - potential. 

 An ionization CNT sensor has been demonstrated by Modi et al.  [27] , based on 
the ionization fi ngerprint which is characteristic to each analyte gas. This device 
simply exploits the geometry of the nanotubes, since their sharp tips generate very 
high electric fi elds at relatively low voltages, lowering gas breakdown voltages. 
Another category of sensor demonstrators that make use of CNTs as electrodes 
are the amperometric biosensors utilizing nanotubes as electrode material in 
electrochemical setups. This type of sensor is exhaustively reviewed in Reference 
 [28] , and will not be analyzed here. 

 Still other CNT sensing devices could be mentioned here, such as low - tempera-
ture quantum electrometers  [29]  and superconducting quantum interference 
device (SQUID) magnetometers  [30] . Nevertheless, understanding the physics of 
these devices is beyond the scope of this chapter. We therefore end this section 
here, and reassert that CNT sensors are based on a huge variety of sensing mecha-
nisms. Although unifying principles exist, which have allowed us, for instance, to 
group the sensors in three major classes, the spectrum of phenomena is still too 
broad to be addressed by a single modeling methodology. The following section 
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will attempt to display the tool available for the modeling of nanotubes, trying at 
the same time to identify their context - dependent usefulness and limitations.   

  5.4 
 Modeling: Reviewing Methods and Tools 

 Because of their nanometric diameters, carbon nanotubes are quantum objects, 
and are therefore governed by the many - body Schr ö dinger equation. The 
Schr ö dinger equation is still unsolved for systems more complex than the hydro-
gen atom, forcing series of approximations followed by numerical simulation. The 
most frequent approximations utilized in solid - state physics and quantum chem-
istry include mean - fi eld (or effective) electronic structure theories (tight binding, 
Hartree - Fock, density functional theory), within the Born – Oppenheimer approxi-
mation that decouples the motion of atoms from the electronic structure problem. 
This is also the dominant workbench in nanotube science. 

 Even within the simplest framework, the large number of atoms involved in a 
typical CNT - based nanodevice is a major bottleneck. The recurrent problem in 
nanotube modeling is a certain square (Hamiltonian diagonalization or Green ’ s 
functions calculations) or cubic scaling (inter - atomic force calculation for molecu-
lar dynamics) in the number of atoms, which drives simulation into the intractable 
realm. Sometimes, when translational symmetry is lost, simulations might involve 
10 5  atoms or even more, particularly in the modeling of transport within chemi-
cally perturbed tubes or vibrational properties of long nanotube cantilevers (see 
Section  5.5 ). Storing a matrix with 10 5     ×    10 5    =   10 10  elements is costly but this is 
nothing compared with the time it would take to invert or diagonalize such a 
matrix, requiring around (10 5 ) 3  operations. 

 In the light of computational challenges engendered by modeling CNT - based 
devices, we start with a brief review of the different approaches and methods avail-
able for the task of modeling both properties and devices based on carbon 
nanotubes. 

  5.4.1 
 Electronic Structure Calculations 

 The strong similarity of the short - range chemical order of carbon nanotubes to 
that of graphite  [31, 32]  allows theoretical analyses based on empirical methodolo-
gies imported from graphite. The methodology spectrum is wide and ranges from 
the direct zone folding of the graphite results to the quantum - mechanical tight -
 binding Hamiltonians fi tted to graphite properties. The performance of the differ-
ent techniques varies, from the qualitative picture offered by zone folding, with 
intrinsic defi ciencies at low frequencies, to the almost quantitative results of tight -
 binding approaches. 

 Zone folding and tight binding are at the base of the very fi rst electronic struc-
ture predictions for carbon nanotubes, partly discussed in Section  5.2 . Electronic 

 5.4 Modeling: Reviewing Methods and Tools  189
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 190  5 Modeling the Properties of Carbon Nanotubes for Sensor-Based Devices

properties in the vicinity of the Fermi level have been successfully captured for 
single -  and multi - walled nanotubes, bundles and even topological defects  [3, 33, 
34] , with the simplest   π   - band nearest - neighbor tight - binding Hamiltonian  5)  

   

Ĥ = +0 0
∈

∑ ∑∑ε ν ν γ ν μ
ν μ νν nb( )     

(3)

  

where   ε   0  is the on - site energy (typical value 0, that shifts the Fermi level to  E F     =  
 0),   γ   0  the hopping integral (typical value  − 2.7   eV 2 ), | v  〉  and |  μ   〉  are p  z   orbitals located 
at different atomic positions and nb( v ) is a function giving the nearest topological 
neighbors of  |v  〉    6)  . The fi rst limitation of this model is revealed by systems involv-
ing charge transfer, such as charge redistribution at the interface between a CNT 
and a metallic contact in a solid - state device, or the interaction of a tube with a 
molecule. Although attempts in developing charge self - consistency to tight - binding 
calculations have been made  [35] , in a situation involving strong transfer (or re -
 hybridization) one has to be cautious in employing these schemes. The only solu-
tion to this is  ab initio  electronic structure methods. 

 First principles ( ab initio ) total energy calculations are one of the most accurate 
methods available to the study of nanotubes. These calculations provide the 
bonding, electronic structure and atomic arrangement, and are nowadays based 
on density functional theory (DFT)  [36] . For a general description of DFT and its 
applications, see Reference  [37] . This allows the calculation of the ground - state 
and dynamic properties of a many - electron system from a simple one - electron, 
effective Schr ö dinger equation (a mean - fi eld approximation). In this theory, the 
total energy, expressed as a functional of the total electron density   ρ  ( r ), is decom-
posed into three contributions. These are the well - known kinetic energy term of 
non - interacting particles, the Coulomb energy due to classical electrostatic interac-
tions and a part that takes care of the many - electron interactions, so - called 
exchange - correlation energy. The effective one - electron eigenfunctions and eigen-
values allow for a formulation of bonding and structure in terms of molecular 
orbitals and band structure of solids. The fact that the problem has been reformu-
lated in terms of independent electrons does not mean that correlations are 
ignored. This formulation is based on a self - consistent procedure in which the 
effective potential depends on the electron density that also depends on the one -
 electron eigenfunctions. The achievement of self - consistency is one of the main 
technical problems in fi rst - principles calculations  [38] , raising the complexity to 
 O ( N  3 ), with  N  the number of atoms. 

 When still more accurate results, or non - ground - state properties (e.g. electronic 
excitations) are required, many - body electronic correlations are explicitly included. 
Depending on the origin fi eld, correlations are added as in quantum chemistry via 

 5)     This Hamiltonian can only describe single 
tube properties. Intertube coupling terms are 
necessary to model multi - walled or tube 
bundles. Examples of such Hamiltonians 

 6)     Hereafter, the summation limit   μ      ∈    nb( v ) 
will be replaced by   μ      ≠     v . 

are given in Section  5.5.2.4  and Section 
 5.5.2.5 . 
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so - called post - Hartree – Fock methods such as confi guration interaction (CI), 
M ø ller – Plesset (MP) or coupled - cluster (CC)  [39] , or as in condensed - matter 
physics via perturbation theory supported by diagrammatic techniques  [40 – 42] . 
Regardless of the choice, the numerical complexity is boosted to at least  O ( N  6 ). 
An example of where these methods are required is the accurate calculation of 
optical spectra in carbon nanotubes, known to be modifi ed from the simple vHS 
as obtained via tight binding (see Section  5.2 ) by excitonic effects. The optics of 
nanotubes is of outmost importance as it offers one of the few reliable frameworks 
for CNT characterization (e.g. Raman spectroscopy, Chapter  •  • ).   The most widely 
used methods to include excitonic effects are time - dependent density functional 
theory (TDDFT)  [43]  and the GW scheme followed by the Bethe – Salpeter equation 
(BSE) solution  [44] . Also applied to carbon nanotubes  [45]  (TDDFT  [46] ; GW+BSE 
 [47] ), these many - body corrections have shown a major deviation from the simple 
tight - binding picture, with optical transitions modifi ed by as much as  ∼ 0.5   eV. We 
do not continue detailing many - body methods hereafter and refer the reader to 
the previous citations for thorough treatments. We do mention, however, that 
other electron - correlation effects might be present in CNTs, especially at low 
temperature, including Tomonaga – Luttinger liquid behavior, Coulomb blockade, 
the Kondo effect and superconducting contacts  [3] . Another important effect not 
treated in this chapter is the electron – phonon interaction that leads to a mean -
 free - path reduction, and therefore plays a major role in quantum transport in 
nanotubes.  

  5.4.2 
 Transport Formalisms 

 The electronic transport properties of nanostructures are governed by the quantum 
conductance scaling features, that range from ballistic to diffusive or localized 
regimes, depending on the strength of quantum interference effects and decoher-
ence phenomena. As device geometries are downsized to the ultimate limits of 
miniaturization, and become comparable to the elastic mean free path for the 
electrons, the transport enters the ballistic regime, which is characterized by van-
ishingly low intrinsic dissipation. 

 In Section  5.3.1  we gave a brief glimpse of a number of ways in which a mole-
cule, for instance, can interact with a chemFET device. This example is very 
appropriate since it allows us to assess the typical challenges encountered in mod-
eling CNT - based sensors. To determine to what extent the observed current –
 voltage ( I – V ) device characteristic can be attributed to the adsorption of analyte 
molecules, several tasks have to be tackled. First, the interaction between CNT and 
attached molecules, and resulting chemical binding energies, charge transfer and 
polarizability need to be precisely described from fi rst principles approaches. The 
role of topological defects along the SWNT sidewall should be analyzed owing to 
their particular chemical reactivity level, which might severely affect the sorption 
properties of other chemical vapors. The consequent impact of this functionaliza-
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tion on the resulting intrinsic charge transport properties need then to be assessed 
initially for quantum coherent regimes, but also for out - of equilibrium situations, 
in which electrostatics and intrinsic dissipation (e.g. electron – phonon interaction) 
might play a substantial role. Finally, the changes in the dipole properties at the 
metal/CNT interfaces must be investigated to explore the potential modulations 
of charge injection through the resulting modifi ed Schottky barrier. 

 Anantram and L é onard  [48]  reviewed the physics and modeling of carbon nano-
tubebased fi eld - effect transistors (CNFETs), focusing on issues related to electro-
statics and Schottky barriers. There is, however, no straightforward prescription 
on how to extend the presented methods to chemical sensors. 

 Tools developed for modeling molecular electronics devices can in principle also 
be applied to nanotubes. The main approach nowadays is a methodology combin-
ing non - equilibrium Green ’ s functions (NEGF) with density functional theory 
(DFT)  [49] . Several surveys and books are available for molecular transport  [50, 
51] . It is also noteworthy that NEGF can be combined with more advanced elec-
tronic properties schemes for a more accurate description of correlations, such as 
the NEGF - GW approach detailed in Reference  [52] . However, CNTs are far bigger 
than common molecular electronics devices. A  self - consistent , linearly scaling 
(order -  N ) transport method for nanotube device simulation is still missing  7)  . 
Therefore, both in the past and currently, one has to rely on assumptions about 
the CNT – metal contacts, electrostatics and charge transfer with chemical species. 
The utilized model Hamiltonian becomes the central object, crucially infl uencing 
the results obtained. Hamiltonian choices and/or parameterizations are a recur-
rent theme in Section  5.5.2 . 

 Once a Hamiltonian model has been obtained, investigating coherent quantum 
transport in a nanotube segment of length  L  with refl ectionless contacts to external 
reservoirs is achieved in practice mainly via two complementary transport formal-
isms  8)  . First, following linear response theory, the Kubo conductance is computed 
as  G ( E )   =   (2 e  2 / L ) lim  t  →  ∞   Tr [ D̂ ( t )  δ  ( E     −      Ĥ  )], where   Δ  ( E     −      Ĥ  ) is the spectral measure 
operator, whose trace gives the total density of states (DoS).  D̂ ( t ) is the diffusivity 
operator defi ned as  D̂ ( t )   =   ( X̂ ( t )    −     X̂ (0) 2 / t  with the help of  X̂ ( t ), the Heisenberg 
representation of the position operator  [53] . Much information about the propaga-
tion of electrons can be gained from the energy - dependent diffusion coeffi cient, 
the ensemble average of  D̂ ( t ):

   
D E t

X t X E H

t E H
( , )

[( ( ) ( )) ( )]

[ ( )]
=

− −
−

Tr

Tr

0 2δ
δ     

(4)
   

 In the presence of static disorder, the time - dependent diffusivity for a given 
wave packet always reaches a saturation regime, whose value will be related to the 

 7)     Self - consistency is highlighted because this 
affi rmation is valid only for this case. Once 
the charge transfer problem has been solved, 
with a self - consistent charge and potential 
distribution along the device, transmission 

 8)     Unless explicitly specifi ed, the temperature 
is assumed to be 0   K in all transport 
calculations. 

or diffusion coeffi cients can be calculated 
using order -  N  methods (see below). 
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elastic mean free path  ℓ  e ( E ) through  D ( E )    ∝     v ( E ) ℓ  e ( E ), with  v ( E ) the velocity of a 
wave packet of energy  E . Such an approach, implemented using order -  N  [ O ( N )] 
computational techniques, has been successfully compared to analytical results 
derived from the Fermi Golden Rule (FGR), but for uniform disorder  [53 – 55]  (see 
Section  5.5.2.1 ). It has also been extended to more realistic disorder models such 
as chemical substitutions (Section  5.5.2.2 ) and physisorbed molecules (Section 
 5.5.2.4 ). 

 In another approach, the Landauer – B ü ttiker conductance is evaluated from the 
transmission coeffi cient  G ( E )   =   (2 e  2 / h ) T ( E ). In a multi - terminal setup in which the 
leads are labeled by   λ  , the transmission coeffi cients between any two contacts  9)   is 
given by

   T E E G E E G Er a
λλ λ λ′ ′=( ) [ ( ) ( ) ( ) ( )]( ) ( )Tr Γ Γ

  
  (5)  

in terms of the retarded Green ’ s function   ˆ ( ) [ ˆ ˆ ˆ ( )] [ ˆ ( )( ) ( )G E EI H E G Er a= − − =−Σ Σλ λ
1

ˆ ( )]( )†G Er  and level broadening functions (escape rates)   ˆ ( )Γλ E  given by 
  i E E[ ( ) ( )]Σ Σλ λ− .   ˆ ( )Σλ E  stands for the self - energy accounting for the coupling with 
the lead -   λ    [50] . In general, order -  N  methods to evaluate these quantities are facili-
tated by the 1D character of CNTs. For instance,   ˆ ( )Σλ E  are typically obtained 
through the decimation technique  [56, 57] , while   Ĝ   ( r ) ( E ) can be obtained either by 
tube slicing and fast elimination methods  [57, 58] , or by two - sided Lanczos recur-
sion  [59] . At times, it is also useful to calculate the current through lead -   λ  , which 
is achieved by integrating in energy and summing over   λ  ′      ≠      λ  :

   
I

e

h
T E f E f E Eλ

λ λ
λλ λ λμ μ= 2 −

′≠
′ ′

−∞

∞

∑ ∫ ( )[ ( , ) ( , )]d
   

 (6)  

in which   f E e E k T( , ) /[ ]( )/μλ
μλ= + −1 1 B  is simply the Fermi – Dirac distribution 

of states in lead -   λ  , considered in thermal equilibrium and having the chemical 
potential   μ   λ   . 

 A connection between the Landauer and Kubo conductances is made possible 
through the ergodic assumption  [60] , i.e.  T̄     =    T    =    N   ⊥   ( E ) ℓ  e ( E )/ L , where  T̄   is the 
averaged transmission coeffi cient. To ensure convergence of  T̄  , averaging over a 
few hundred confi gurations of disorder is performed in practice.  

  5.4.3 
 Mechanical Models 

 The classical continuum beam theory, although questionable for nanometric 
objects, has produced the fi rst predictions of nanotube elastic properties, and is 
still employed nowadays with relatively good results  [2, 61] . This theory contains 

 9)     Assuming refl ectionless contacts, the terms leads, terminals and contacts can be used 
interchangeably (see Reference  [50]  for a thorough discussion). 
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a parameter, the Young ’ s modulus, which still proves to be extremely hard to 
measure experimentally. Therefore, simplifi ed analytical models with periodic 
boundary conditions were initially used for evaluating the Young ’ s modulus of 
nanotubes and graphene, utilizing for instance the Tersoff – Brenner potential  [62] . 
Later, molecular dynamics (MD) imposed itself as the common choice allowing 
the simulation of fi nite systems composed of nanotubes in a variety of 
confi gurations. 

 There is currently a large variety of force - fi elds to drive MD simulations. For 
carbon - based systems, analytic many - body force - fi elds such as Tersoff - Brenner 
and Stillinger – Weber have long been available  [62] . The Tersoff - Brenner potential 
works particularly well for crystalline, amorphous and molecular phases of carbon, 
such as diamond, graphite, fullerenes and nanotubes and has been thoroughly 
tested in a variety of settings. An important bonus for the Tersoff – Brenner poten-
tial is that it is reactive, i.e. chemical bonds can form and break during the simula-
tion. Consequently, the neighbor list of each atom is dynamic that slows the 
simulation to a certain extent. Therefore, for larger systems it is often convenient 
to turn to simpler, fi xed - topology force - fi elds such as CHARMM or Amber  [63] . 

 More realistic models including electronic effects are obtained through tight -
 binding methods  [64]  using a minimum sp - basis. The TB approximation captures 
part of the chemical strain through the geometry dependence of its electronic 
matrix elements. However, when still higher accuracy is desired,  ab initio  methods 
can be used. 

  Ab initio  molecular dynamics simulations based on DFT can be performed by 
minimizing the total energy with respect to the eigenfunctions for a given ionic 
confi guration, then computing the forces and moving the ions  [65] . A different 
and very elegant scheme was proposed by Carn and Parrinello  [66] . The idea is to 
introduce a fi ctitious electronic dynamics, which keeps, during the ionic motion, 
the electronic wavefunction adiabatically close to the instantaneous eigenstates of 
the quantum Hamiltonian. In this approach, both the ions and the eigenfunctions 
are treated as classical fi elds following the Newtonian dynamics, with the orbitals 
subject to the constraint of orthonormality. The trade - off in the simulations is 
between having smaller electronic masses, thus keeping the system close to the 
Born – Oppenheimer minimum, and the necessity of keeping the integration time 
step as large as possible, in order to simulate the dynamics for a time adequate 
for the atomic scales (typically from a fraction of a picosecond up to several pico-
seconds). This technique can be used both for molecular dynamics simulations 
and for energy minimization of the DFT functional. 

 Finally, we draw attention to a promising use of model potentials; hybrid model-
ing. In situations where a large system contains a site of specifi c interest, one may 
succeed by treating the region of interest quantum mechanically and the rest with 
a model potential, accelerating signifi cantly the computation time. The same 
technique can be generalized in replacing mildly bent nanotube segments by 
continuum beams (see Chapter  •  •     and references therein for details about hybrid 
modeling).   
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  5.5 
 Modeling Case Studies: Highlighting Physical Mechanisms 

 In the previous section we have briefl y reviewed some of the most utilized model-
ing methods for carbon nanotubes. This fi nal section will bring to attention a few 
modeling examples with the goal of illustrating the challenges but also the achieve-
ments of CNT - based systems simulation. 

 Some results coming from scanning tunneling microscopy simulations of nano-
tubes are fi rst presented in the following subsection. Spectra for pristine CNTs 
are compared with spectra for nanotube ropes, CNT on Au substrates and CNTs 
with topologic Stone – Wales defects. This comparison will give an indication of the 
infl uence of different coupling on the electronic properties of nanotubes, and suits 
as a preparation for the following subsection, that will deal in detail with the 
interactions of CNTs with different molecules from a transport perspective. Section 
 5.5.2  will therefore dive into the transport phenomena in CNT and the effect of 
functionalization, doping, adsorption and other types of chemical disorder on 
these properties. From modeling properties, we move to a fi nal example of a 
device - level modeling in Section  5.5.3 . Both the mechanical and transport proper-
ties of an electromechanical defl ection transducer are treated in this subsection 
with the goal of validating the device operation, and showing the usefulness of 
modeling tools in the design of future generation CNT - based devices. 

  5.5.1 
 Scanning Tunneling Microscopy of Nanotubes 

 Scanning tunneling microscopy (STM) and scanning tunneling spectroscopy 
(STS) are two extremely useful techniques in the study of the role of the local 
environment on the electronic properties of nanotubes. Therefore, this topic is 
relevant for sensors, in particular for those involving modulation of electronic 
properties (see Section  5.3.1 ). For a basic introduction into the simulation of STM 
images, see Reference  [34]  and references therein. Here we only discuss a selection 
of simulation results for CNTs in several confi gurations. 

 In the simplest approximation, STM topographic images can be obtained 
through the Tersoff – Hamann theory  [67] . In this model, the tip is not taken into 
account explicitly, therefore convolution effects due to the tip shape are neglected. 
The STM current, for an external applied bias voltage  V , is proportional to the local 
density of states (LDoS) integrated between the Fermi levels of the tip and 
sample:

   
I V E E E E E

E V

E

E V

E

i i

i

( , ) , ( )r r r= ( ) = ( − )
− −∫ ∫ ∑d d

F

F

F

F
ρ ψ δ2

    
(7)  

where {  y  i , E i  }  i   are electronic eigenfunctions and their corresponding eigenener-
gies. Formally, LDoS is nothing more than the diagonal matrix element of the 
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spectral measure operator in real - space representation,   ρ  ( r ,  E )   =    〈  r |  d  ( E     −      Ĥ  )| r  〉 . The 
summation over  i  can stand for summation over the band index  q  and integration 
over the  k  points of the fi rst Brillouin zone of the tube in the infi nite case (see 
Section  5.2 ), or a summation over the discrete energy level indices in the fi nite 
tube case. Both DFT Kohn – Sham or tight - binding (TB) Hamiltonian models can 
be used to obtain the electronic eigenfunctions and eigenenergies. Topographic 
images are subsequently approximated by iso - surfaces of  I ( r ,  V ). On the other 
hand, in STS experiments, the accessed quantity is the differential conductance 
d I /d V , which within the above assumptions can be shown to be proportional to 
the nanotube density of states (DoS). 

 The fi rst observation made from STM simulations is that the interaction with a 
substrate or with other tubes does not alter the STM patterns with respect to iso-
lated tubes  [68, 69] . Finite length nanotubes exhibit standing wave patterns. In the 
case of armchair CNTs, the standing waves can be completely characterized by a 
set of four different three - dimensional shapes as catalogued in Figure  5.2 . On a 
(111) gold substrate, even if the tubes are fairly strongly bond by charge transfer, 
the interaction with the substrate does not alter the main images of the isolated 
tubes (see Figure  5.3 ). The computed images are in very good agrement with the 
experiments in both wavelength of the standing wave (0.75   nm) and inner details 
(pairing). Surface states related to the boundary of the tubes are observed to appear 
within 1   eV above the Fermi level.     

 We now focus on the modifi cation of the scanning tunneling spectra by the 
tube - tube interactions. In Figure  5.4 , calculated STM/STS images obtained for an 
external voltage of +0.5   eV for a bundle made of three (8,8) nanotubes are com-
pared with the isolated (8,8) tube. Changing the polarity of the applied voltage does 
not introduce appreciable changes in the STM topographic image. However, the 
inter - tube interaction clearly modifi es the spectra seen in the DoS. A  “ pseudo - gap ”  
close to the Fermi level is opened, as predicted for random oriented nanotube 
ropes  [70]  (pseudo - gap    ≈    0.1   eV). The bundle remains metallic, however  10)  . Also, 
the electron – hole asymmetry in the DoS is accentuated and the spike structure of 
the van Hove singularities is smoothed out. The fact that the position in energy 
of the peaks is not strongly modifi ed explains the success of using isolated SWNT 
spectra to describe the experimental data  [71] . Nevertheless, the shape of the 
spectra (relative intensities) is strongly affected by tube – tube interactions, as is 
clearly seen in Figure  5.4 .   

 The role of topological defects, in particular the pentagon – heptagon pair 
and the Stone – Wales (SW) defect has also been investigated  [34] . Typical results 
on a (10,10) carbon nanotube for an applied bias potential of  ± 1.5   eV are presented 
in Figure  5.5 . It can be observed that the SW defect creates a very localized 
modifi cation of the image as compared with a perfect tube, although the decay 
length of the perturbation is very short ( ∼ 1.5   nm). The symmetry of the image 
corresponding to occupied/unoccupied states is completely different. Therefore, 

 10)     These conclusions have been confi rmed experimentally  [72]  for metallic tubes and ropes such 
as that shown here. 
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    Figure 5.2     Schematic tight - binding catalog of STS images for 
an armchair nanotube close to the Fermi level, corresponding 
to the bonding and antibonding solutions in a 1D 
confi nement box model (the wave - function values are 
indicated by the    ±    symbols). The same scheme holds for 
supported tubes on a Au(111) substrate.  Adapted from 
Reference  [68] .   

    Figure 5.3      Ab initio  calculation for a (5,5) carbon nanotube 
supported on Au(111). Left: STM - topographic image for an 
applied voltage of 2   eV. Right: standing wave pattern of the 
highest occupied molecular orbital (HOMO). The latter 
pattern fi ts one of the catalog of STS images in Figure 5.2. 
 Adapted from Reference  [69] .   

c05.indd   197c05.indd   197 11/30/2007   7:37:19 PM11/30/2007   7:37:19 PM



 198  5 Modeling the Properties of Carbon Nanotubes for Sensor-Based Devices

    Figure 5.4     STM (a) and DoS (b) for a small CNT rope 
containing three (8,8) SWNTs ( d  t    =   1.09   nm) close - packed 
with an inter - tube distance of 0.345   nm. The opening of a 
 “ pseudo - gap ”  of about 0.1   eV around the Fermi level is clearly 
visible, by comparing the results for the bundle with the DoS 
of an isolated (8,8) SWNT (dashed line).  Adapted from 
Reference  [69] .   

    Figure 5.5     Simulated constant current STM images for a 
(10,10) CNT with a single Stone - Wales (SW) defect for an 
applied external tip - sample bias of  ± 1.5   eV. The orientation of 
the centered bond joining the two pentagons of the SW defect 
is set to   π  /4 degrees to the tube axis.  

these calculations indicate that SW defects could be experimentally accessible via 
STM measurements. Later in this section we will show that topological defects 
play a major role in infl uencing the conductance and chemical sensitivity of a 
carbon nanotube channel, and have to be addressed explicitly in CNT - based 
sensors.    
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  5.5.2 
 Transport Phenomena in Carbon Nanotubes 

 The peculiar geometry of carbon nanotubes yields particularly strong quantum 
confi nement, low - dimensional physics, but also enhanced sensitivity to any dis-
ruption of the sp 2  network  [2, 3, 73] . As emphasized in Section  5.3.1 , this mecha-
nism has fueled many experimental breakthroughs  [7, 15, 74] . In this context, the 
development of effi cient and predictive computational transport methodologies is 
fundamental in enabling in - depth exploration of complex hybrid nanotubes, with 
random distribution of functionalizing entities that will alter or modify the under-
lying carbon - based conducting channel properties  [3] . 

 Functional groups can specifi cally be attached to the carbon nanotube surface 
either by physisorption or by covalent bonding. Conventional covalent functional-
ization has been experimentally demonstrated to perturb severely the atomic 
structure of the CNT and its corresponding electronic properties. In contrast, the 
physisorption of organic molecules on the nanotube sidewalls is an example of 
noncovalent functionalization involving   π   - stacking interactions and corresponding 
to a much weaker binding energy. The main interest in noncovalent functionaliza-
tion also stems from the negligible charge transfer involved within the   π   - stacking 
interactions. The induced scattering is thus mostly expected to be low and molecu-
lar dependent, in contrast to the electrochemical covalent functionalization. 

 In the remainder of this subsection we present a series of numerical studies on 
the infl uence of different disorder models on the transport properties of carbon 
nanotubes. Random uniform disorder is fi rst approached, allowing analytic deriva-
tion of the mean free path scaling with the disorder strength. Then, semi - empirical 
methods are employed in assessing mean free paths or conductance functions in 
variously functionalized CNT from simple doping to defects and molecular chemi -  
and physisorption. The fi nal paragraph is dedicated to the problem of selective 
detection of molecules in CNT chem - FETs. 

  5.5.2.1   Model Disorder: Basics of Elastic Mean - Free - Path Scaling 
 For a better understanding of disorder effects, including inter - band scattering in 
the presence of short - range disorder  [75] , the evaluation of the elastic mean free 
path  ℓ  e  is fundamental. For suffi ciently weak disorder, a perturbative treatment 
can be performed within the Fermi golden rule (FGR). The FGR gives access to 
the elastic mean free path  ℓ  e    =    v  F   τ  , with  v  F  the Fermi velocity and   τ   the mean free 
time. This was fi rst derived by White and Todorov  [54, 76]  by reducing the band 
structure to a two - band approximation, as an effective model of the two degenerate 
bands at the charge neutrality point (CNP) for armchair nanotubes. By further 
considering an on - site Anderson - type disorder (see below), an analytical formula 
for  ℓ  e  was derived;  ℓ  e  was found to scale linearly with diameter for a fi xed disorder 
strength  W , whereas at a fi xed diameter, the expected disorder scaling  ℓ  e     ∝    1/ W  2  
was shown. Considering the overall Hamiltonian as composed of the pristine CNT 
tight - binding Hamiltonian plus a small on - site perturbation   Ĥ     =     Ĥ   0    +     V̂  , the appli-
cation of the FGR yields
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with  N  c  and  N  R  number of pair atoms along the circumference and the total 
number of rings taken in the unit cell used for diagonalization, respectively. The 
eigenstates of   Ĥ   0  at the Fermi level can be written as  11)  
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 The disorder considered here is an uncorrelated white noise (Andersontype) 
distribution given by

   p mn V p m n mnz z mm nn
σ σ

σ σσε δ δ δ( ) ′ ′( ) =′
′ ′ ′

ˆ ( )
    (10)  

with  σ ,  σ  ′  { A, B }, where   ε   σ   ( mn ) are the on - site energies of electron at atoms  A  and 
 B  in position ( m ,  n )  12)  , having a random uniform distribution within the energy 
interval [ −  W /2,  W /2], and   p mnz

σ ( )  is a   π   - orbital centered on either  A  or  B  at ( m , 
 n ). By substituting Equation  (9)  in Equation  (8) , and using Equation  (10) , a straight-
forward calculation gives
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 Hence, if the disorder is described by random fl uctuations of on - site energies 
with uniform probability 1/ W  the mean free path can be fi nally analytically  [54, 
76]  derived as

   
�e = + +0

218
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2 2a
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n m nmccγ

   
 (12)  

with  a  cc    =   1.42    Å  the C − C bond length and   γ   0    =   2.7   V the typical TB hopping inte-
gral. For the armchair  m    =    n    =   5 nanotube, with disorder  W    =   0.2  γ   0 , applying 
Equation  (12)   13)  , one fi nds  ℓ  e     ≈    560   nm, which is much larger than the circumfer-

 11)     That the same eigenstates have been used 
to obtain the STS image catalog in Figure 
 5.2 . 

 12)     Here ( m ,  n ) refers to integer translations 
along graphene lattice vectors  a  1,2 .  A  and  B  

 13)     In Equation  (12) , ( m ,  n ) play again the role 
of the nanotube chiral index as opposed to 
Equation  (10) . 

are the labels of the two inequivalent atoms 
in the graphene unit cell. 

c05.indd   200c05.indd   200 11/30/2007   7:37:22 PM11/30/2007   7:37:22 PM



 5.5 Modeling Case Studies: Highlighting Physical Mechanisms  201

ence length. As shown in Figure  5.6 , numerical studies  [55]  confi rm the scaling 
law of the mean free path with the nanotube diameter close to the charge neutrality 
point. For semiconducting bands, the 1/ W  2  is still satisfi ed, but mean free paths 
are seen to be much smaller and do not scale with diameter. With this information 
in mind, we move below to realistic disorders as created by dopants and adsorbed 
chemical species.    

  5.5.2.2   Chemical Disorder or Doping: Conduction Mechanisms and 
Basic Length Scales 
 The possibility to incorporate chemical impurities as substitutions of carbon atoms 
has been demonstrated experimentally  [77]  and offers novel possibilities to inves-
tigate coherent charge transport, and magneto - resistance phenomena in chemi-
cally modifi ed carbon nanotubes. Substitutional doping by nitrogen or boron 
impurities has been a very intense research topic at the theoretical level during 
recent years  [78, 79] . Initial work was focused on the effect of a single isolated 
defect on electronic and transport properties, while further studies have addressed 
the issue of mesoscopic transport in micrometer - long nanotubes with random 
distributions of impurities. These transport methods are mainly based on Kubo 
or Landauer – B ü ttiker frameworks, and mostly employed  ab initio  calculations 
combined with semi - empirical   π   –   π   *  Hamiltonians  [80 – 82] . Such studies have 
allowed one to explore the fundamental elastic transport length scales [elastic 
mean free path  ℓ  e ( E )] and to investigate quantum interferences phenomena bring-
ing the system from the weak to the strong localization regime. 

 To elaborate an effective tight - binding model able to describe the physics around 
the Fermi level, it is suffi cient to describe properly the long - range scattering poten-

    Figure 5.6     Energy - dependent mean free path as a function of 
diameter for different armchair carbon nanotubes. Inset: 1/ W  2  
scaling in agreement with Fermi golden rule.  Adapted from 
Reference  [55] .   

c05.indd   201c05.indd   201 11/30/2007   7:37:23 PM11/30/2007   7:37:23 PM



 202  5 Modeling the Properties of Carbon Nanotubes for Sensor-Based Devices

tial due to the chemical impurities (assuming a low - density approximation, i.e. no 
possible interferences between tails of individual impurity potentials). The long -
 range variations of the on - site and hopping parameters around impurities can be 
directly derived from  ab initio  calculations performed using atomic - like bases  [81] . 
The tight - binding parameters obtained reproduce the position of the quasi - bound 
states in perfect agreement with the  ab initio  calculation  [78] . For illustration, in 
Figure  5.7  the dependence of the  ab initio  on - site Hamiltonian matrix elements 
associated with the p  z   orbitals as a function of the distance to the impurity in a 
doped (12    ×    12) graphene sheet is plotted  [81] . The potential well created by N in 
substitution is clearly much deeper that the one associated with the partially 
screened K +  ion. In particular, the ability of adsorbed K +  ions to trap electrons is 
signifi cantly reduced as compared with N impurities.   

 In Figure  5.8 , the Landauer conductance computed from the  ab initio  method 
(a) and the tight - binding model for a single nitrogen doped (10,10) armchair 
nanotube are shown [(b), inset].   At selected energies (inset: arrows), the conduc-
tance scaling properties are shown for a fi xed impurity density  n  doping    =   0.1% (main 
plot). The extraction of the elastic mean free path  ℓ  e  is achieved by adding the 
contribution of the ballistic term to the diffusive one, i.e.  R    =   1/ G    =    R  0 / N   ⊥     +    R  0 /
( N   ⊥   L / ℓ  e ), where  R  0    =    h /2 e  2  is the resistance quantum and  N   ⊥   the number of avail-
able transverse modes at a given energy. When  ℓ  e / L     >>    1, the statistical distribution 
of  T  is found to be narrowed and centered around  N   ⊥  , in agreement with a ballistic 
limit  G    =    G  0  N   ⊥  , with  G  0    =   1/ R  0  the conductance quantum. The other asymptotic 
case is found when  ℓ  e / L     <<    1, where the distribution of  T  becomes wider with a 
mean value downscaling with the tube length as   T

–
  ( E )   =    N   ⊥  ( E ) ℓ  e ( E )/ L . The conduc-

tance downscaling at a given energy exhibits a crossover from a ballistic to a dif-
fusive regime.   

99

    Figure 5.7     (a) Representation of a single adsorbed K atom on 
a CNT connected in between two metal contacts. (b) Long -
 range variations of the on - site and hopping parameters 
around K and N impurities derived from  ab initio  calculations. 
 Adapted from Reference  [81] .   
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 Figure  5.9  shows the full energy dependence of the elastic mean free path ( ℓ  e ), 
evaluated from the Kubo formula, for several values of the doping density. It is 
readily shown that over the whole spectral window,  ℓ  e     ∝    1/ n  doping , which is expected 
from the FGR. At the charge neutrality point, the scaling of  ℓ  e  shows a linear 
increase with the radius of the tube  d  t /2 as found in a simpler Anderson model 
of disorder (not shown here). The comparison between  ℓ  e  extracted from both the 

    Figure 5.8     (a)  Ab initio  calculation of the 
conductance for a single nitrogen impurity in 
substitution of one carbon atom in the (6,6) 
metallic nanotube  [81] . (b) Length 
dependence of the Landauer conductance for 
the disordered (10,10) N - doped nanotube at 
several energies (doping is fi xed at 0.1%). 

Inset: conductance versus energy for the 
perfect (dashed line) and single - impurity 
(solid line) cases for a single defect. Arrows 
show the considered energies for the scaling 
analysis (main frame).  Adapted from 
Reference  [82] .   

    Figure 5.9      ℓ  e  for several values of the doping density. Inset 
(top):   T

–
   at CNP, for an average over 200 confi gurations. The 

linear fi t (dashed) directly gives  ℓ  e . Inset (bottom):   lnT  at  E    =  
 0.69   eV, with linear fi t (dashed) giving access to   �ζ  Both 
insets correspond to  n  doping    =   0.1%.  Adapted from Reference 
 [82] .   
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Kubo and the Landauer formalisms are in very good agreement over the full spec-
trum at a quantitative level  [82] . For instance, the top inset in Figure  5.9 b shows 
the averaged transmission and the fi tting curve 2/[1   +    L / ℓ  e ( E )], that yields  ℓ  e ( E    =  
 0.00)   =   495.5    ±    17.4   nm, in excellent agreement with the Kubo calculation that 
gives  ∼ 460   nm. For an energy at the frontier of the fi rst sub - band below the CNP, 
i.e.  E    =    − 0.78   eV (Figure 1a),   the conductance slowly decays with length, and the 
regime remains quasi - ballistic. This is consistent with the calculated mean free 
path  ℓ  e ( E    =    − 0.78)   =   8371.6    ±    69.4   nm, which is much larger than the maximum 
length ( L    =   3000   nm) of the tube in between contact probes.   

 For energies close to the nitrogen quasi - bound states (Figure  5.8 ), the impuri-
tyinduced backscattering becomes very strong, yielding a very small mean free 
path (see also Figure  5.9 ). On the  “  s  wave ”  resonance, one actually fi nds that  ℓ  e ( E   
 =   0.69)   =   8.2    ±    0.8   nm. For lengths larger than the mean free path, the conductance 
becomes exponentially reduced with length (Figure  5.7 ,   curves c and d), defi ning 
a localized regime with   �ζ  the length scale that quantifi es the exponential decay 
of exp (  lnT )  [83] . Accordingly, one obtains   ln ( ) / ( )T E L E= − �ζ   [82] . The next para-
graph will go into more details concerning localization as expected in the presence 
of topological defects and covalent bonding of molecules on nanotubes.  

  5.5.2.3   Defects, Covalent Functionalization and Anderson Localization 
 The infl uence of defects is of fundamental relevance in the performance of elec-
tronic and sensing devices based on carbon nanotubes. Switching from a ballistic 
to either a weak or strong localization transport regime is possible above a certain 
density of defects. Moreover, as mentioned previously, defect sites augment the 
chemical reactivity of nanotube walls, rendering them sensitive to certain chemical 
species. Defects are most likely to be seen in nanotubes in different forms: topo-
logical defects, re - hybridization and incomplete bonding due to dislocations. Topo-
logical defects, distinguished by the presence of rings other than hexagons in the 
structure  14)   (e.g. the pentagon – heptagon pair or azulene structure), produces no 
net disclination but may slightly change the diameter and chirality of the tube, 
depending of its orientation relative to the tube axis. Knowing that a single sheet 
made of azulene as basic unit cell is metallic, as compared with the semi - metallic 
graphene, the introduction of pentagon – heptagon pair defects could close the 
band - gap of a nanotube and increase the metallic behavior  [84] . 

 Quantum transport theory  [51]  reveals that for a 1D conductor with defects, 
localization emerges whenever the  “ phase coherence length ”   ℓ    j    exceeds the local-
ization length   �ζ  For very long wires (  L � �ζ), the electron transport is a diffusive 
process controlled by localization, with the electrons hopping between neighbor-
ing localized states. However, if  L  is not too large (  L ≈ −3 10 �ζ) and the inelastic 
interaction is weak, the wire resistance is controlled by the phase - coherent electron 
propagation. This is the strong localization regime, in which the resistance 
increases exponentially with the length of the wire,   R L∝ exp( / )�ζ  Depending on 

1010

1111

 14)     Nanotube caps (closures) made of six pentagons according to Euler ’ s theorem are not 
considered defects. 

c05.indd   204c05.indd   204 11/30/2007   7:37:26 PM11/30/2007   7:37:26 PM



 5.5 Modeling Case Studies: Highlighting Physical Mechanisms  205

the defect density, in carbon nanotubes  ℓ    j    can become longer than   �ζ  driving the 
system into Anderson localization. 

 As an illustration, we show the extreme importance of defects (in particular di -
 vacancies) on the low - bias conducting properties of SWNTs irradiated with an Ar +  
ion beam  [85] . Only 0.03% of di - vacancies produce an increment of three orders 
of magnitude in the resistance of a 400 - nm long CNT segment. Theoretical  ab 
initio  calculations support this conclusion  [86] . Indeed, for a (10,10) carbon nano-
tube some of the fi ndings are as follows: (i) the transition between the ballistic 
and the localization regimes installs for a small number of di - vacancies (about 3 –
 5); (ii) for a higher number of defects the system shows localization, and the 
number of effective channels is reduced from two (ballistic) to one; (iii) at zero 
temperature, the nanotube conductance is strongly fl uctuating, whereas the effect 
of fi nite  T  is to wash out the fl uctuations. The exponential scaling behavior, cap-
tured in Figure  5.10 , is still preserved at room temperature. It is not clear whether 
electron correlation effects (e.g. Tomonaga – Luttinger liquid behavior) play a role 
and has to be resolved by future investigations.   

 We now focus on the covalent functionalization effects  [87 – 90] . Starting from 
the occupied Bloch wavefunctions as obtained by  ab initio  DFT calculations on 
reference periodic systems, Marzari and coworkers  [87, 88]  extracted maximally 
localized Wannier functions (MLWF) to serve as basis sets for subsequent elec-
tronic structure and transport studies  15)  . The MLWF representation results in 

    Figure 5.10     Calculated room temperature resistance for 
different average distances between di - vacancies ( d ) as a 
function of number of defects. Inset: localization length   �ζ , 
extracted from the fi tting   R R L= ×0 exp( / )�ζ  as a function of 
 d .  Adapted from Reference  [86] .   

 15)     Experience in parameterization of semi - empirical tight - bindinglike models reveals that  real -
 space localized  basis sets are transferable (portable) between systems of local atomic 
confi guration similarity. 

c05.indd   205c05.indd   205 11/30/2007   7:37:27 PM11/30/2007   7:37:27 PM



 206  5 Modeling the Properties of Carbon Nanotubes for Sensor-Based Devices

sparse Hamiltonians which permit effi cient implementations of the Landauer 
conductance calculation [see Equation  (5) ] and also the band dispersion every-
where in the Brillouin zone. The approach has been applied fi rst to the study of 
covalent functionalization with electronegative or electropositive ligands such as 
nitrophenyls or aminophenyls in metallic SWNTs  [87] . The band structure in the 
vicinity of the Fermi level is much less dependent on the chemical nature of the 
ligands (aminophenyl, nitrophenyl, phenyl and hydrogen), and seems rather 
affected by the sp 3  functionalization pattern disrupting the conjugated sp 2  network. 
Figure  5.11  displays several transport calculations. The ligands act as strong scat-
terers, reducing the conductance at the Fermi level by up to 42%. As for the dis-
persion relations, the dominant factor is rather topological with almost identical 
results for hydrogen (see Figure  5.11 a and b, red line] or the removal of p  z   MLWFs 
from the CNT sidewall (solid line).   

 On the other hand, cycloadditions of carbenes and nitrenes offer a radically dif-
ferent avenue towards chemical control of the ballistic channels. Employing the 
same MLWF procedure, cycloadditions have been studied  [88] . Figure  5.12 , which 
compares the quantum conductance of the two stable open and closed confi gura-
tions for the (10,10) SWNT functionalized with C(CN) 2 , captures one of the central 
fi ndings. The scattering induced by a single group is negligible (Figure  5.12 a). 

    Figure 5.11     Top: Infi nite metallic (5,5) CNT 
functionalized by an array of phenyl pairs. 
Left: quantum conductance of an infi nite (5,5) 
CNT with one isolated pair of ligands in 
different positions (a – d), or with a single 
ligand attached (e) (red line in a and b, 
hydrogen; solid line, model calculation; 

dashed line, pristine CNT). Right: random 
distributions of pairs of ligands of of single 
ligands for the case of 10 defects per 1000 
carbons (solid line) or 30/3000 (red line), 
averaged over fi ve random confi gurations. 
 Adapted from Reference  [87] .   
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However, as the number of functional groups is increased, the difference between 
the two confi guration increases considerably (Figure  5.12 b). Therefore, one addi-
tion confi guration (i.e. the O - open) allows for reversible cleaving of the sidewall 
bonds, and induces direct sp 2  rehybridization, restoring the metallic conduction 
manifold. This observation allows a functionalization path preserving the elec-
tronic properties of CNTs around the Fermi level. A second strategy for minimally 
intrusive functionalization is physisorption, and constitutes the subject of the fol-
lowing section.    

  5.5.2.4   Signatures of Physisorbed Molecules on Transport 
 The effect of physisorption of small six - membered ring molecules C 6 H 2 n   with  n    =  
 3, 4, 6, adsorbed on the CNTs has been investigated experimentally, through 
thermopower measurements. Sumanasekera et al.  [17]  reported on giant thermo-
power fl uctuations due to the sorption of benzene molecules and attributed this 
effect to a strong   π   –   π   overlap between orbitals. Such an approach addresses the 
intrinsic effect of molecular physisorption on quantum transport since the ther-
mopower  S  is related to the conductance modulations close to the Fermi level 
within the Mott equation. The validity of the Mott equation was further confi rmed 
by Small et al.  [91] , even in the case of a Schottky - like injection regime. 

 Few theoretical studies have addressed the issue of molecular physisorption on 
the electronic properties of CNTs  [92, 93] . To adjust the parameters of the semiem-
pirical Hamiltonian operators, and since the interaction between the CNT and 
each molecule is geometry dependent, an  ab initio  study of the adsorption needs 

    Figure 5.12     Quantum conductance for a (10,10) CNT 
functionalized with C(CN) 2 , in the O - open and O - closed 
confi gurations (see  [88]  for details) [dashed line: pristine 
(10,10) CNT]. (a) Single group. (b) 30 functional groups 
randomly positioned on the central 32 - nm segment of an 
infi nite tube (the conductance is averaged over 10 
confi gurations).  Adapted from Reference  [88] .   
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to be carried out prior to the TB analysis. Figure  5.13  shows the adsorption energy 
curves computed for a benzene molecule over a (9,0) CNT in the confi gurations 
depicted in Figure  5.13 a and b  [92] . The two kinds of inequivalent C − C bonds of 
the CNT lead to the two confi gurations named  “ bridge ”  and  “ bridge - bis ”  depend-
ing if the center of the benzene lies over the center of a bond parallel or not to the 
tube axis, respectively. In the  “ stack ”  confi guration, the center of the molecule is 
just over an atom of the CNT. The most favorable structure is the  “ bridge ”  one, 
with the benzene molecule over a C − C bond.   

 Electronic calculations have been performed on such a system using the DFT 
within its local density approximation (LDA) to predict the optimal geometry, and 
extract its electronic structure  [94] . Calculations have been done using the  aimpro  
code  [95] , with standard normconserving pseudo - potentials  [96]  and a 3    ×    3    ×    1  k  -
 points sampling for the Brillouin zone integrations  [92] . From the optimized 
geometries, the LDA band structures are plotted for the interactive system. The 
interaction acts as a mixing of the molecular single states with the underlying band 
structure, resulting in hybrid eigenstates, with low group velocity. However, due 
to the relatively large gaps of the isolated molecules (5.217 and 2.089   eV for 
benzene and azulene, respectively), no strong modifi cation is induced around the 
Fermi energy, and the linear band dispersion is maintained. 

    Figure 5.13     (a), (b) Different confi gurations considered for 
the adsorption of a benzene molecule on a (9,0) zigzag CNT 
(a) and on a (5,5) armchair. CNT (b). (c) Calculated 
interaction energy between a benzene molecule and a (9,0) 
zigzag CNT. Adsorption curves corresponding to the  “ bridge ”  
(squares),  “ bridge - bis ”  (circles), and  “ stack ”  (triangles) 
confi gurations.  Adapted from Reference  [92] .   
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 The electronic properties of CNTs are described by the zone folding model, 
whereas the   π   - conjugated molecules are treated by the usual H ü ckel model  [97] . 
The tight - binding Hamiltonian of the complete system, containing the interaction 
between CNT and  N  M  molecules, reads

   

ˆ ˆ [ ˆ ˆ ]H H H VC m Cm

m

NM

= + +
=

∑
1     

(13)
  

where   Ĥ  C   is the CNT zone - folding Hamiltonian, and   Ĥ  m   is the H ü ckel Hamilto-
nian of the  mth  molecule. The remaining  V̂   Cm   term corresponds to the coupling 
between the  mth  molecule and the CNT, and has the expression  [94] 
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δ
ν μνμ
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μν     
(14)

   

 The parameters of the coupling term were optimized to reproduce accurately 
the interaction between shells in multi - walled CNTs  [33] . In Equation  (14) ,  r v μ    
corresponds to the distance between sites and   j  v μ    is the angle between the axes 
of two | v  〉  and |  μ   〉    π   - orbitals  16)  . The parameters related to the interaction are  a gg     =  
 3.34    Å ,  δ    =   0.45    Å  and   β     =    − 0.36   eV. The tight - binding parameters (on - sites ener-
gies   ε   and hopping integrals   γ  ) are adjusted to reproduce the band structure of 
the graphene sheet and the energy levels of isolated benzene and azulene mole-
cules, calculated within LDA. A standard procedure has been used to set the 
parameters for the graphene or the CNT,   ε  C     =   0   eV and   γ  C     =    − 2.56   eV, and also 
for the benzene molecule,   ε   b    =   +0.411   eV and   γ   b    =    − 2.61   eV. Owing to an inho-
mogeneous charge distribution along the azulene molecule, the TB model should 
be refi ned by adding an electrostatic correction. New on - site energies for the 
azulene molecule, proportional to the net charge on each carbon atom (calculated 
with LDA), have been calculated. With this approach, the TB value of the azulene 
HOMO – LUMO gap is 2.198   eV. Finally, the band structure computed with this 
modifi ed TB model is compared with the previous  ab initio  results. As presented 
in Figure  5.14 , this re - parameterized semi - empirical model gives an excellent 
description of the electronic states for both benzene and azulene adsorption 
cases.   

 The next step is the implementation of these parameters into an  O ( N ) TB cal-
culation in order to study both the electronic structure [density of states (DoS)] 
and the transport (diffusion properties) in a CNT with a random coverage of non -
 covalently attached molecules. The computation of the quantum transport proper-
ties has been performed by computing the energy dependent diffusion coeffi cients 
of propagating electrons  D ( E ,  t ) {see defi nition in Equation  (4)   [53] }, whose time 
dependence determines the conduction mechanism and the elastic mean free path 
 ℓ  e . 

 The DoS of a (10,10) carbon nanotube with random coverage of adsorbed mol-
ecules are computed within this tight - binding framework. The density of grafted 

 16)     For brevity in notation, | v  〉  stand for | p z  ( mn ) 〉  atomic orbitals as defi ned in Section  5.5.2.1 . 
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molecules is chosen to be 16.3% for benzene and 11.5% for azulene  17)  . Since the 
coupling intensity is weak, the DoS plotted in Figure  5.15  show the reminiscent 
discrete molecular levels, slightly enlarged by the mixing with the underlying 
continuum of   π   –   π   *  bands. Peaks arising from molecular HOMO and LUMO levels 
are indicated. In the case of benzene adsorption, the DoS is weakly affected at 
charge neutrality point, and the computed diffusion coeffi cient does not depart 
from a linear scaling in time (ballistic regime). Elastic backscattering induced by 
benzene molecules is thus extremely weak at Fermi level (Figure  5.16 a), which 
means that  ℓ  e  is larger than several hundreds of microns (the considered limited 
tube lengths).     

    Figure 5.14     Right: The electronic structures of a graphene 
5    ×    5 supercell with one adsorbed   p   - conjugated molecule. 
Comparison between  ab initio  and TB model. Left: picture of 
an azulene molecule physisorbed on the graphene sheet. 
 Adapted from  [94] .   

    Figure 5.15     (a) DOS of the (10,10) CNT with a benzene 
density coverage of 16.3%. The HOMO molecular state is 
located by an arrow. (b) Same, but for an azulene density 
coverage of 11.5%. HOMO and LUMO levels are identifi ed by 
arrows.  Adapted from Reference  [94] .   

 17)     These densities correspond to the ratio of the mass of the adsorbed molecule and to the CNT 
mass. 
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 In contrast, in the case of azulene molecules, the HOMO level is located in the 
close vicinity of the last occupied Van Hove singularity of the CNT. Although the 
total DoS remains unchanged around the Fermi energy, the azulene adsorption 
impacts signifi cantly on the intrinsic electronic conduction. In Figure  5.16 b, the 
wave packet diffusivity at Fermi level is seen deviates more signifi cantly from 
the ballistic regime. The saturation of  D ( E ,  t ) at long times allows one to extract 
the elastic mean free path  ℓ  e , since  D ( E ,  t     ≥     τ )    ≈     v  F  ℓ  e  (with  v  F  the Fermi velocity and 
 τ  the elastic mean free time). 

 Figure  5.17  gives the elastic mean free path scaling as a function of the azulene 
coverage density;  ℓ  e  is roughly divided by a factor of 6 for a density increase of 
 ∼ 30%. One notes that in contrast to the substitutional chemical doping of carbon 
nanotubes, for which  ℓ  e  is inversely proportional to the impurity density  [80] ,  ℓ  e  
associated with the azulene physisorption shows a weaker dependence on the 
density of attached molecules. The origin of the obtained scaling law   �e mol∝ 1 ρ  
which deviates from the conventional Fermi golden rule remains unclear. These 
results have shown vanishing modulations of physisorption of aromatic molecules 
on the intrinsic conductance close to the Fermi level. The application of the Mott 
equation that gives the thermopower as   S k T eG E G E E≈ [ / ( )][ ( )/ ]B

2
F Fd d  has been 

demonstrated to be more general, however, including the effects of charge injec-
tion from external contacts  [91] . In consequence, the strong modulations of ther-
mopower in experiments  [17]  can hardly be attributed to physisorption effects 
provided that the Fermi level remains close to the undoped charge neutrality point. 
Possible modulations of the Schottky barrier at the metal/nanotube interface, or 
inter - tube coupling modulations, driven by benzene adsorption could be the pos-
sible origin of thermopower fl uctuations.   

 On the other hand, the physisorption of azulene molecules demonstrates that 
such a weak interaction may produce substantial backscattering in the nanotube, 

    Figure 5.16     (a) Time - dependent diffusion coeffi cient (at the 
Fermi level) for the benzene/CNT system, showing quasi -
 ballistic behavior (solid line). Ballistic conduction for pristine 
CNT case is also reported (dashed line). (b) Time - dependent 
diffusion coeffi cient for the azulene/CNT structure, showing 
saturation at large times (diffusive regime).  Adapted from 
Reference  [94] .   
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modifying its electronic mean free path and its conductance, which will downscale 
with the coverage density. Although the present study has been restricted to 
azulene molecules, other small gap   π   - conjugated hydrocarbon molecules such as 
fulvene should act in a similar way. Such a possibility of creating/removing a 
reversible elastic disorder by a simple adsorption/desorption of molecules cover-
ing the nanotube surface presents interesting perspectives for experimental studies 
and potential applications in nanotechnology.  

  5.5.2.5   Sensor Specifi city 
 All examples treated so far, from the beginning of Section  5.5 , show that carbon 
nanotubes are sensitive to many types of perturbations. In particular, several cal-
culations showed that various chemical species could greatly infl uence the con-
ductance of CNTs. With the huge advantage of sensitivity also comes the main 
challenge of CNT - based sensors, namely achieving selectivity, i.e. being able to 
distinguish the target in a sea of unwanted, perturbing signals. One possibility to 
improve selectivity is sensor functionalization such as with polymers  [12]  or single -
 stranded DNA  [13] . In this subsection we investigate a second selective sensing 
strategy based on spectroscopic gate sweeps in CNT chemFET - like sensors giving 
access to the resonant molecular levels. A short fi rst - principles discussion of zwit-
terion aromatic histidine (HIS), phenylalanine (PHE), tryptophan (TRP) and tyro-
sine (TYR) amino acids, bound through   π   - stacking on to a graphene sheet, is given 
below. 

 First, relaxation of the amino acids ’  atomic coordinates on graphene subject to 
weak   π   –   π   interactions is achieved. Mean fi eld theories such as Hartree – Fock (HF) 

    Figure 5.17     Mean - free - path of an azulene/CNT system versus 
the density of physisorbed molecules   ρ   mol . The dashed line 
shows   �e ∝ 1 ρmol   Adapted from  [94] .   
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and DFT are known to have diffi culties in predicting binding energies in the case 
of weak dispersion (London) forces. In fact,   π   - stacking is a benchmark for  ab initio  
electronic structure methods  [98 – 101] . Improvements can be obtained in this case 
either through wavefunction correlation methods such as M ø ller – Plesset or 
coupled cluster  [99, 101]  or through DFT plus van derWaals corrections  [102] . As 
mentioned in Section  5.4.1 , all these methods involve a signifi cant computational 
effort, further complicated by the basis set superposition error (BSSE)  [103]  issues, 
inherent in fi nite basis set calculations. Also,  ab initio  relaxation is costly for asym-
metric molecules such as amino acids because of the large number of degrees of 
freedom. In this light, a classical force - fi eld CHARMM as implemented in the 
code NAMD  [104]  along with MacKerell et al. ’ s  [105]  set of amino acid parameters 
is preferred. van derWaals parameters for graphitic carbon are borrowed from 
benzene. The geometries obtained after conjugate gradient minimization, are 
displayed in Figure  5.18 . Except for tryptophan, which relaxed into a  “ stack ”  con-
fi guration because of the two aromatic rings, the other three amino acids relaxed 
into a  “ bridge ”  confi guration. This together with a mean ring – graphene distance 

    Figure 5.18     Mulliken charge transfer from/to 2p  z   orbitals of 
graphene. The fi gure also shows the underlying graphene 
lattice as an indication of the stacking confi guration of the 
amino acids. Atomic charges are represented in real space by 
convolution with Gaussian kernels of 2.85    Å  effective cutoff 
centered at the atoms.  

c05.indd   213c05.indd   213 11/30/2007   7:37:37 PM11/30/2007   7:37:37 PM



 214  5 Modeling the Properties of Carbon Nanotubes for Sensor-Based Devices

of approximately 3.3    Å , confi rms the validity of the molecular mechanics relaxation 
method.   

 For each ad - system consisting of one aromatic amino acid on to a graphene 
layer,  ab initio  self - consistent calculations were performed with the DFT code 
SIESTA  [106] . Since the systems are slabs (2D), an 8    ×    8    ×    1 Monkhorst – Pack  k  -
 grid is chosen for sampling the rectangular fi rst Brillouin zone with 32  k  points. 
In Figure  5.18 , Mulliken charges as computed with SIESTA are displayed. It is 
well known that Mulliken charges are strongly dependent on the basis set. More-
over, since relaxation at the  ab initio  level and counterpoise correction have been 
ignored, the charge analysis might further suffer from BSSE. Nevertheless, the 
charge maps presented in Figure  5.18  can be accepted qualitatively as they corre-
late well with the expected amino acid charges. The magnitude of the transferred 
charges  18)   places the system in the physisorption regime. The charge is mostly 
transferred from/to the 2p  z   orbitals, whereas for the other orbitals the transfer is 
typically fi ve times lower. A Fermi level shift ( ∼ 150   meV up - shift or electron 
doping) together with the charge transfer from the 2p  z   orbitals and the localized 
states close to  E  F  are mechanisms that can result in important conductance 
changes. Therefore, we suggest that carbon nanotubes might be suitable for aro-
matic amino acid detection. 

 Total density of states (DoS) are displayed in Figure  5.19 . The presence of local-
ized amino acid - dependent states close to the Fermi level is evident. These states 

    Figure 5.19     (a) DFT band structures of a graphene 
rectangular super - cell, along the symmetry lines defi ned in the 
fi rst Brillouin zone sketched in the inset. (b) Total density of 
states for pristine graphene and the four adsystems 
emphasizing the amino aciddependent spectral peaks close to 
the Fermi level. van Hove singularities are apparent due to 
integration of DoS only along the symmetry lines.  

 18)     The peak charge transferred is about 2% electrons distributed over 3 – 4 carbon atoms (see 
Figure  5.18 ). 
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are found to populate the  α  - carboxyl group orbitals of the amino acids and not the 
aromatic ring orbitals. The latter are populated signifi cantly only by states found 
3   eV away from the Fermi level and cannot, at least in theory, infl uence the intrin-
sic conductance of a carbon nanotube (see also Section  5.5.2.4  for a discussion of 
C 6 H 6  physisorption on graphene). Hence it can be concluded that although respon-
sible for the binding mechanism, it is not the aromatic rings of the amino acids 
that could change a nanotube ’ s conductance but rather the carboxyl or amino ions. 
However, the most important feature is that the spectral position of the localized 
states is dependent on the amino acid type. These individualized signatures could 
prove extremely useful in the context of amino acid identifi cation by CNT chem-
FETs. In sweeping the gate voltage, whenever  E  F  would cross these localized state 
resonant energies, a peak in the low bias conductance could be detected. This 
spectroscopic information can be used to infer the analyte, alleviating one of the 
known weaknesses of carbon nanotube - based sensors.     

  5.5.3 
 An Electromechanical Displacement Transducer 

 In this fi nal case study, we present some modeling efforts aimed at validating the 
operation of a CNT - based electromechanical transducer. The analyses performed 
are different from the previous ones, in that device characteristics are targeted 
instead of intrinsic nanotube properties. This transducer, consisting of a CNT 
cross junction, has the principal function of measuring nanometric displace-
ments. Relying on this basic function, both weak forces (pN) and small mass 
(kDa  19)  ) detection can be implemented, based on measurement principles detailed 
below. 

 The transducer studied is sketched in Figure  5.20  and consists of two perpen-
dicular carbon nanotubes in a cross confi guration. One nanotube is a doubly 
clamped linear bearing and the second is a singly clamped cantilever beam. The 
bearing is placed underneath the cantilever to prevent its collapse and stiction to 
the substrate by van der Waals attraction. The three metallic contacts, to which 
the tubes are clamped, serve also to bias the device electrically. For this study, a 
simple DC biasing scheme has been adopted, with the two terminals of the bearing 
set to + V  (where  V  is some potential) and the single terminal of the cantilever set 
to  −  V . In the steady state, when no external force is applied on the cantilever, the 
currents fl owing through the two branches of the bearing should be approximately 
equal  20)  . Whenever the cantilever bends, the length and consequently the current 
ratio of the two branches change. It is this branch current imbalance which is 
 “ measured ”  in order to obtain the deformation of the cantilever. A note is, however, 
important here. As seen in Section  5.5.2 , for a ballistic tube the conductance does 
not scale with length so regardless of the cantilever ’ s defl ection no substantial 

 19)     1   kDa   =   1.65    ×    10  − 21    g. 
 20)     In practice there will always be an offset owing to unequal branch lengths or differences in the 

doping or structural imperfections of the branches. 
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branch current difference should be recorded. Therefore, some scattering should 
be present in the bearing to force length scaling, achievable in practice by doping 
or inducing structural defects (e.g. by ion bombardment; see Section  5.5.2.3 ).   

 Measuring forces with this transducer is straightforward. The cantilever ’ s defl ec-
tion  Δ  z  is transformed into a differential current  Δ  I    =    I  1     −     I  2 , which is captured 
by readout electronics. Both the magnitude and the sign of the external force  F  
can be obtained by multiplying the spring constant of the system with the previ-
ously determined defl ection  Δ  z , i.e.  F    =    k Δ z    =   (3 YI )/ L  3  Δ  z , where  Y  is Young ’ s 
modulus,  I  the moment of inertia and  L  the length of the cantilever tube. Regard-
ing the second application, i.e. minute mass weighting or molecular detection, the 
transduction of a molecular binding event into an electrical signal is based on the 
oscillating frequency difference between the fundamental mode of the free canti-
lever versus the cantilever with a body attached. Measuring this frequency shift 
yields information about the mass of the attached body, which could be a macro-

    Figure 5.20     Schematic representation of the operation 
principle of a carbon nanotube - based displacement 
transducer. Top view: the bearing is biased to + V  and the 
cantilever to  −  V . In blue lines the electrical part is plotted, 
whereas mechanics are plotted in black lines. Bottom view: 
cross - sectional side view along the dashed red line.  Adapted 
from Reference  [107] .   
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molecule, virus or any other small particle. This device confi guration is named 
hereafter nanobalance. In the following, we concentrate on the modeling approach 
taken in order to obtain the different device characteristics. The modeling tasks 
are split in two, one set being related to the mechanical response and the other to 
charge transport. 

  5.5.3.1   Mechanical Transducer Behavior 
 Section  5.4.3  reviews some of the available choices for modeling the mechanical 
properties of SWNTs. As an illustration, here we discuss the model choice made, 
in view of the particularities of the system studied. The continuum Euler – Ber-
noulli beam theory  [109]  has been validated in moderate strain regimes for nano-
tube - based AFM tips  [110, 111] , nanotweezers  [112] , electromechanical resonators 
 [20]  and nanoswitches  [113] . However, atomic - scale fl uctuations of the van der-
Waals potential coupled with the position - dependent shape of the cross junction 
yield pseudo - random friction forces. An atomistic description of the system in the 
framework of molecular dynamics (MD) is therefore imposed, which results in a 
new decision, namely choosing the appropriate force fi eld (FF). Carbon nanotubes 
were studied using various FFs ranging from  ab initio   [114] , tight - binding  [115] , 
Tersoff – Brenner  [116]  and even classical force fi elds such as CHARMM  [117]  (see 
Section  5.4.3 ). Nevertheless, only the last two FFs can deal with more than 10 6  
atoms for a few nanoseconds of simulations. Compared with the Brenner poten-
tial, successful in describing carbon – carbon interactions, the CHARMM FF is 
additionally parameterized for a large spectrum of organic molecules, notably 
amino acids and phospholipids  [105] . This advantage is exploited in the simulation 
the transducer in contact with a protein (streptavidin) later in this section. 
CHARMM is also considerably faster. 

 Since force fi elds in CHARMM ’ s class have been used mostly for modeling CNT 
hydrophobic – hydrophilic effects  [117] , a new set of carbon parameters are derived 
that reproduce mechanical properties within a reasonable strain. The parametriza-
tion procedure, detailed elsewhere  [107] , relies on DFT  ab initio  calculations as 
performed with SIESTA  [106] . Briefl y, from the relaxed atomic coordinates in the 
unit cell of a (5,5) armchair CNT, the equilibrium bond length, bond angle and 
second neighbor distance (or Urey – Bradley term), i.e.  r  0 ,   θ   0  and  r  0UB , respectively, 
are obtained. Subsequently, the unit cell has been subjected to tensile strains in 
the [ − 10, 10]% range with a 1% step, and the total energy was calculated with 
SIESTA after relaxation at each strain. The rest of the CHARMM force - fi eld param-
eters, namely the spring constants  k, k  θ  , k  UB  and the Lennard – Jones well - depth 
  ε   vdW , were fi tted by matching the total energy vs. strain curve as calculated with 
CHARMM against the  ab initio  one. Figure  5.21  shows the good agreement 
between the two curves with the fi nal, optimized CHARMM parameters  [107] . The 
Young ’ s modulus extracted from the DFT curve  21)   corresponds to 1.04   TPa, which 
is a realistic value for this type of nanotube.   

 21)     The Young ’ s modulus is defi ned as the second derivative of total energy with respect to tensile 
strain, divided by the volume of the unit cell,  Y    =   (1/ V )d E /d  ε  . 
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 With the parameterized CHARMM force fi eld, several MD simulations have 
been performed to assess the dynamic behavior of the transducer. In the fi rst MD 
simulation, a cantilever measuring 36   nm was pushed with a constant force of 
10   pN evenly distributed between its 10 terminal atoms while clamping the other 
end of the tube. Turning on the force at the initial simulation step is equivalent 
to applying a unit - step stimulus, that excites simultaneously all the modes of the 
cantilever. For instance, the continuous component of the spectrum gives the fi nal 
displacement as would be obtained in the presence of dissipation. Subsequently, 
three different positions of the (5,5) bearing tube, measuring 20   nm, were chosen 
to study the infl uence of the friction: at one - third half and two - thirds of the dis-
tance from either edge of the cantilever. The simulation step of the molecular 
dynamics was set to 1   fs and the total simulation time was limited to 0.5   ns (cor-
responding to 2   GHz). This time interval proved to be suffi cient for capturing at 
least one period of the cantilever ’ s fundamental mode (see Figure  5.22 ) in all four 
situations, but not long enough to allow the extraction of the superior modes via 
Fourier analysis, or the quality factor. The fundamental ’ s mode frequency of the 
free cantilever agrees well with the classical Euler cantilevered beam value of 
2.17   GHz. As opposed to the free cantilever case, the bearing adds friction. The 
mechanical work done to move the cantilever against friction, transforms to heat, 
as can be observed in Figure  5.22 a. Although the magnitude of the friction forces 
is diffi cult to obtain from these data, it is obvious that friction is well below 10   pN, 

    Figure 5.21     Energy - strain characteristics as obtained with DFT 
and the molecular dynamics CHARMM force fi eld. The inset 
details the error around origin. Curves have been shifted 
vertically by 50   kcal/mol  − 1  for better visualization.  Adapted 
from Reference  [107] .   
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    Figure 5.22     Different curves relevant to the mechanical 
response of the strain transducer. (a) Cantilever ’ s defl ection 
along the  z  - axis (the coordinate of one atom found on the 
tip). (b) Time derivative of the root mean square 
displacement (RMSD) of all atoms of the cantilever.  Adapted 
from Reference  [107] .   

and does not infl uence the dynamics of the cantilever too much. Therefore, the 
presence of the bearing can be ignored from a mechanical point of view, which 
simplifi es things considerably, and allows a simple Euler beam or other contin-
uum theory to be used for the transducer mechanics.   

 We now turn our attention to the nanobalance confi guration of the transducer. 
To demonstrate that this device is in principle capable of detecting minute masses, 
resonant frequency shifts are evidenced whenever an external body (typically a 
molecule) binds to the cantilever tube. The system under study is the biotin – strep-
tavidin complex. Biotin can be modifi ed to accommodate non - covalent binding on 
the surface of the nanotube. As before, MD is used for simulation to probe the 
frequency response of the system, with and without attached streptavidin. The 
bearing was placed at one - third of the distance from the cantilever ’ s tip, whereas 
one streptavidin molecule was attached to the tip. Figure  5.23  shows that the can-
tilever ’ s defl ection in the molecule - attached case is retarded with respect to the 
free cantilever. This proves that the transducer is sensitive enough to detect a 

    Figure 5.23     Normalized root mean square displacement (a) 
and its time derivative (b) for the free transducer and a single 
streptavidin molecule (1df8) attached at the tip of the 
cantilever.  Adapted from Reference  [108] .   
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single molecule of streptavidin, which weighs only a few kDa. The relative fre-
quency drop  Δ  f  / f  0  estimated from Figure  5.23  is approximately 35%, which is 
rather important. Already seen in the RMSD (a), but highlighted in the dRMSD 
(b), is the abundance of additional modes introduced by the protein appearing 
noise - like, reducing the quality factor of the system.    

  5.5.3.2   Transport Strain – Current Characteristic 
 The molecular mechanics simulations described in the previous section focused 
on the operation of the transducer from the mechanical point of view. Here we 
switch to the investigation of the transport characteristics of the transducer, which 
tries to demonstrate that a defl ection of the cantilever transforms into a branch 
current difference as explained in Figure  5.20 . 

 The physics of CNT cross junctions is rich. The tunneling current through the 
junction depends strongly on the inter - tube distance, which fl uctuates consider-
ably at room temperature. Since the tunneling current is relatively weak, electrons 
tend to accumulate on the cantilever where they dwell for a while before disap-
pearing into the bearing contacts. Charge shuttling and phonon - assisted tunneling 
may therefore be relevant, together with other potential many - body effects (e.g. 
correlated electron dynamics). Modeling transport through CNT cross junctions 
is rendered diffi cult  –  apart the complex physics  –  by the large number of atoms 
involved (a few thousand in this case). Achieving charge self - consistency is there-
fore too diffi cult, imposing a simplifi ed tight - binding description. Due to the short 
lengths of the nanotube segments  22)  , it is safe to assume that the intra - tube trans-
port is ballistic. At the junction, phonon - assisted tunneling is neglected. Finite 
temperature effects are, however, taken into account by averaging over the ensem-
ble of nuclear positions when computing branch currents from the transmission 
spectra. 

 The scheme used in transport calculations is similar to Reference  [58] , with 
some extensions, such as including multiple leads and taking into account the 
non - covalent tunnel junction. The Hamiltonian model is basically a   π   - only nearest -
 neighbor tight - binding model for intra - tube interactions plus a Slater – Koster - type 
cosine factor to account for the anisotropic inter - tube coupling (see also the model 
in Section  5.5.2.1 ):
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 The fi rst term is a sum over the on - site energies   ε   0 v     =     ε   0     −    | e|V ( v ) of all atoms in 
the tubes T 1,2 . Electrostatics is included via | e | V ( v ), the fi eld created by the leads. 

 22)     The longest nanotube segment measures 36   nm. 
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Both nanotubes are assumed to be in equilibrium with their metallic contacts, and 
therefore  V (  ν  ) is set constant along each tube. The second term contains a uniform 
disorder of on - site atom energies   d  ε   0  ν   , sampled from the interval [ − 1, 1] eV, and 
applies only to the bearing atoms (T 2 ). This disorder is added to induce conduc-
tance length scaling in the bearing by localization. Strain in the cantilever is taken 
into account via the exponential modulation with a  d    =   2    Å  decay length, where  r  ν  μ    
represents the distance between atoms   μ   and   ν   and  a CC   is the equilibrium C − C 
bond length (1.42    Å ). The last sum describes inter - tube coupling, and includes the 
effect of non - parallel   π   - orbital axes via the cosine term, and fi nite interaction range 
via the second exponential factor with   d   decay length  23)  . 

 Contact currents have been calculated from Green ’ s functions with the multi -
 terminal Landauer – B ü ttiker equation. The methodology utilized is explained else-
where  [107] . To avoid a direct inversion of the system ’ s Hamiltonian, nanotube 
segments outside the junction region have been cut into thin rings, resulting in 
a block – chain matrix, for which fast, order -  N  elimination techniques work well 
 [57] . The only matrix inversion remaining is the calculation of the junction - region 
Green ’ s function, which is small enough not to penalize the simulation time. In 
order to take into account the atomic fl uctuations at room temperature, 25 closely 
located junction confi gurations were sampled from the molecular mechanics 

    Figure 5.24     Overall current - defl ection characteristic of the 
sensor showing a monotonic trend. Each point is obtained by 
averaging over thermally randomized confi gurations (error 
bars displayed). Inset: atomistic structure of the sensor and 
real - space partition used for quantum transport calculations. 
 Adapted from Reference  [107] .   

 23)     The values of the different parameters are the same as, and the Hamiltonian model is almost 
identical with, the model described by Equation  (14) . 
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simulation. The length of the distribution interval was of  ∼ 2    Å , consistent with 
thermal displacement fl uctuation amplitudes as given by the equipartition theorem 
applied to the modes of a classical cantilever. The currents computed for each 
confi guration were subsequently averaged and yielded Figure  5.24 . An overall 
monotonic increase is clearly visible in Figure  5.24 , which plots the current dif-
ference between the two branches of the bearing at different cantilever defl ections. 
Although this characteristic can be used in validating the operation principle of 
the transducer, the model described thus far should not be interpreted quantita-
tively but rather qualitatively.      

  5.6 
 Conclusions and Perspectives 

 There is a great variety of applications for which nanotubes represent a disruptive 
potential, ranging from energy storage, composites, nanoelectronics and other 
solid - state devices, to sensors and actuators. This chapter has attempted to 
highlight the importance of bringing together theoretical modeling and experi-
mental studies in the highly dynamic and complex fi eld of CNTbased sensors. 
In the bio and medical fi elds, where target drug delivery and monitoring of 
specifi c enzymatic reactions are very important, the advantages of CNTs over 
traditional technologies could lead to genuine scientifi c and technological 
breakthroughs. 

 Under a brief examination, nanotube transducers have revealed a wide palette 
of sensing mechanisms, exploiting the exceptional structural, electronic and 
mechanical properties of CNTs. To be able to cope with the different timescales, 
feature sizes and phenomena present in nanotube systems, theory has often to 
rely on hybrid or multi - scale modeling. By producing reliable multiscale models, 
with real predictive value for device design, theory could assist decisively the tech-
nological efforts to overcome the remaining challenges, and promote carbon nano-
tubes as the material of the future in industrial applications.  
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  5.8 
 List of Symbols 

   D ( E ,  t )    Energy - dependent diffusion coeffi cient  
    D̂ (t)     Diffusivity operator  
   d  t     Carbon nanotube diameter  
   E  F     Fermi energy, Fermi level  
   E g      Semiconductor band gap  
   E q  ( k )    Energy dispersion relation, band or subband  
   f ( E )    Fermi – Dirac distribution  
   G  0     Conductance quantum  
    Ĝ (E)     Green ’ s function operator  
   G  (E)     Energy - dependent conductance  
    Ĥ      Hamiltonian operator  
   I     Moment of inertia/electric current (context dependent)  
   k     Bending stiffness, spring constant/wavevector, wavenumber (context 

dependent)  
   L     Carbon nanotube length  
   ℓ  e ( E )    Energy - dependent elastic mean free path  
   ℓ    j       Phase coherence length  
  ( n ,  m )    Carbon nanotube chiral indices  
   S     Thermopower  
   T ( E )    Transmission coeffi cient  
     V̂     Coupling Hamiltonian operator  
   v  F     Electronic Fermi velocity  
    X̂ (t)     Position operator in Heisenberg representation  
   Y     Young ’ s modulus  

    ̂ ( )Σλ E     Self - energy operator for a contact  

    ε   0     Tight binding on - site energy parameter  

    ˆ ( )Γλ E     Level broadening function, escape rate into a contact  

    γ   0     Tight binding hopping integral parameter  
    ρ  ( E )    Density of states  
    ρ  ( r )     Electron charge density 
    ρ  ( r ,  E )    Spectral measure operator in real - space representation  
    σ ,  π      Atomic orbital hybrids or bonds  
  τ    Mean free time  

          
�ζ   

  Localization length  
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