v

View metadata, citation and similar papers at core.ac.uk brought to you by i CORE

provided by Digital.CSIC

Offset-Compensated Comparator with Full-Input
Range in 150nm FDSOI CMOS-3D Technology

M. Suéarez and V.M. Brea Carlos Dominguez Matas*, Ricardo Carmona**
Dept. of Electronics and Computer Science Gustavo Linan** andAngeI Rodriguez-Vazquez**
University of Santiago de Compostela *AnaFocus
Santiago de Compostela **|nstituto de Microelectronica de Sevilla (IMSE-CNM)
E-15706, Spain Sevilla, Spain

Email: manuel.suarez.cambre@usc.es

Abstract— This paper addresses an offset-compensated com-applications can be solved using only a small number of
parator with full-input range in the 150nm FDSOI CMOS- image processing algorithms that can be learned quickly and
3D technology from MIT- Lincoln Laboratory. The comparator used very effectively. During the last few years authorsehav

discussed here makes part of a vision system. Its architeat is . - .
that of a self-biased inverter with dynamic offset correcton. At worked on mapping these simple algorithms (thresholds) blo

simulation level, the comparator can reach a resolution of Amy ~ analysis, edge detection, average intensity, binary opesa
in an area of approximately 22Qum? with a time response of less ) onto dedicated computer hardware architectures composed

than 40ns and a static power dissipation of 1.128\. of simple processors with mostly local interactions. Difet
system-on-chip solutions have been devised and realized on
conventional single-wafer CMOS technologies [6], [7], .[8]
Imagers and Vision systems are among the most difficdlhese chips consist of 2-D arrays of multi-functional psxel
challenges for mixed-signal design. The design of imaginghich perform full parallel-processing of the incoming igea
systems (sensors + readout + data conversion + controflexv to allow very high operation speed. However, a drawback
+ drivers) on CMOS chips has been making good progreskthis architectural solution is that the fill factor decsea
during the last decade [1], [2], [3], [4]. The main desigrgitr hence impacting the spatial resolution and the opticalisens
for CMOS imaging chips is reproducing images with givetivity.
accuracy and speed. The target of a vision system is differen This drawback can be precluded by resorting to the use of
Similar to imagers, they have 2-D light intensity maps a8D integration technologies and splitting the multi-fuooal
inputs. However, their outputs are not images, but reactiégature of the pixels among several layers: for sensors, for
commands. Vision applications require to complete the fulhalog read-out and mixed-signal pre-processing; for nmgmo
“sense — process— analyze — make decision” cycle. It and for digital processing. In such an architecture, theiner
involves large amount of data, especially in applicatiohem® reported comparator plays the significant role of making the
high-resolution or high frame-rate are essential. Making teansition between images and digital codes and hence betwe
real-time decision, e.g. for controlling an autonomous imgv the layers located near to the sensors and those located near
device, also requires low latency from the system, whiab the digital processor.
makes the analysis of the large input data set even moreThis paper introduces an offset-compensated comparator
demanding. with full-input range in the 150nm FDSOI CMOS-3D tech-
The industrial state-of-the-art considers vision syst@®s nology from MIT-Lincoln Laboratory. Section Il outlines
seeing computers or computers that see. This is reflectdteonthe challenges in the design of the vision architecture and
architecture typically used for them, namely: an imagea@® the comparator. Section |ll addresses the comparatof.itsel
sensor) to acquire and digitize the sensory data and a hpgfally, the main conclusions from the work are drawn.
processor to handle this huge amount of raw data. Such brute-
force approach does completely ignore the specifics of thg| gygteMm ARCHITECTURE PIXEL AND COMPARATOR
data, the ways how interesting pieces of information emerge CHALLENGES
from the data, and hence results in highly inefficient system
Not only conventional computer architectures are inadequa Fig. 1 shows a schematic representation of a generic 3D
Conventional algorithmic solutions used in these archites architecture for vision. In our case, we have four layers,
are also inadequate. This fact has been highlighted in a vexymely: one sensor layer which is bump bounded to a three-
recent paper published in Vision System Design [5]. It statéier structure composed of a mixed-signal layer (Tier 3), a
that brute force pattern matching, the conventional apgroamemory buffer (Tier 2) and a digital processing layer. The
adopted by many system developers, is not the right tdabt three layers are interconnected via Through-Sil¢@s
in many applications. Instead, a majority of smart camewath 3um x 3um pitch. Fig. 2 shows a block diagram of

I. INTRODUCTION
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Fig. 1. A generic 3D architecture for a vision system.
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Fig. 2. Block diagram of a cell in the mixed-signal layer of tision system
where the herein reported comparator is allocated.

Focussing on the comparator shown in Fig. 2, the vision

system imposes a set of constraints:

o The cell should be as small as possible in order to attain
a high resolution in a compact area. In our design, the
targeted area for a cell is b x 50um. The comparator
cannot occupy more than A x 15um.

« In terms of input range, the larger the better, as it makes
it easier the design of its driving blocks (the trans-
impedance amplifier, or LAM memories in Fig.2).

o In terms of resolution, 8 bits are needed. The trans-
impedance amplifer determines that those 8 bits have to
be reached within 800mV, what forces a resolution of
3mV in the comparator.

o The comparison time is given by the rate at which
the trans-impedance amplifier provides the signal to be
converted. Such a time is around 400ns.

« In the search for a battery-operated vision system, the
power dissipation has to be minimized too.

IIl. COMPARATORDESIGN
A. Architecture

A first taxonomy of comparators sorts them out in discrete-
and continuous-time comparators [9]. The comparator intro
duced here belongs to the former type.

Many architectures are possible to realize a continuous-
time comparator. Architectures with input differentialinga
combined with output current mirrors are posed as the most
straightforward approach. Many topologies are possibte.he
Nevertheless, in order to reach a wide input range, a comple-
mentary input differential pair, i.e. a PMOS and an NMOS
differential pair, are needed. Also, in order to have enough
resolution, (in our case below 3mV), cascode topologies as
output current mirrors in conjunction with offset cancétia
techniques are a must. All the above leads to cumbersome
circuits, making it difficult to comply with the area constra
on the comparator (less than s x 15um).

Another family of comparators utilize the inverter as the
fundamental building block. A particular realization iseth

each cell in the mixed-signal layer whose functions are ti§-called self-biased inverter. Fig. 3 displays its schema

following:

view. The circuit implements voltage comparison with offse
compensation through dynamic biasing. The circuit needs tw

« Interfacing a photodiode through a trans-impedance arr‘ﬁ]én-overlapped clock signals. During the first phase, when t

plifier.

« Analog storage of different samples of the input sign%

as needed to perform multi-scale image processing.

« \oltage-to-time transformation by comparing pixel th
input voltage provided by the trans-impedance amplifi

to a digitally-codified ramp.

« Spatial filtering of the input image to obtain the informav

tion needed to extract multiple scales.
The target is an architecture suitable for vision applarsi

switch controled byphiR is on and the one driven byhiC
off, the valueV;,,; — Vp is stored between the capacitor

oint of the inverter. This is the value reached when thetinpu
nd the output are shorted together. During the second phase
when phiR is off and phiC is on, the comparison between
1 and V;,o occurs. The sampling ofpp guarantees that
the comparison is performed regardless its exact valuet wha
ideally makes the comparator insensitive to mismatch. The

gates.VQp means the quiescent (also known as switching)

The pixel-level parallelism with pixel per cell assignmensign ofV;,,; — V;,2 determines if the output of the comparison
is key to achieve this goal, leading to a more compaatjll be at the right or at the left of the quiescent point
less power-hungry and faster system than solutions basedobrthe inverter. The comparator resolution, i.e. the mimmu
conventional computers. Nevertheless, the challengebén tetectable differential signal at its input, is also enteghwith
design flow abound. several gain stages in cascade. This is formulated in Eqg. (1)
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Fig. 4. Three transistor-level realizations for the ingerdf Fig. 3. Left to
right: the dual-cascode, the diode-connected and theicdhgs/o-transistor

Ay = |Voff|7'es + VDD/ Hk;si (1) inverter.
7
The parametek,; is the gain of every stage, expressed as o e e st
the product of its transconductance and its output impestanc o

ksi = gmi-Toi- The offset is kept at a residual value.

On the other hand, the high substrate resistivity of the SOI
technology keeps substrate coupling and latch-up effects a
negligible levels. Thus in the SOI technology, the variasio
caused by the digital circuits in the sensitive analog nodes
in a mixed-signal design are very low when compared to
the conventional bulk CMOS technology without any special
technique like guard rings or differential topologies.

Y=Y

B. Transistor Realization in 150nm FDSOI CMOS Technology

The 150nm FDSOI CMOS-3D technology from MIT- T TR T TR N s
Lincoln Laboratories offers resistors and capacitors @®ipr Y w
tives of design. Besides, two types of transistors are @@l Fig 5. sSimulation results on the three different alteweati displayed on
transistors with low threshold voltagév() and with medium Fig. 4 for the inverter of Fig. 3.
threshold voltagerut).

Fig. 4 depicts three possible transistor realizations ef th
inverter of Fig. 3. Fig. 5 shows simulations run on the thregproved with stacked transistors in the diode-connectetl a
circuits. The left hand-side figure displays the dc resparisethe dual-cascode inverters. The latter does not only yiedd t
the three implementations. The right hand-side figure shoWghest gain (around.8 x 10%), but it also produces outputs
the gain around the quiescent point of every inverter. THeuch closer to the logic levels, making it the choice for the
transistor dimensions are those labeled on Fig. 4. Suck,siZeverter realization of Fig. 3.
given in microns, have been set to achieve high gain. Our comparator makes part of an 8-bit single slope A/D

The gain of an SOI conventional CMOS inverter is lowegonverter. Its function is to compare the signal to be caeder
than that obtained on bulk CMOS. The reason is found in tf&ref) with a ramp {/ramp). Fig. 6 sketches the concrete re-
floating-body effects of the SOI technology [10]. The higllization of our comparator. It works with the bottom-saimng!
electric fields near the drain generated with high voltages technique, reducing the errors caused by clock feedthrough
produce impact ionization. For an NMOS, the new generat@dd charge injection. In so doing, the feedback NMOS switch
electrons are collected at the drain terminal. The new geéedr controled byphiRR goes from HI to LO slightly before the
holes are accumulated in the floating-body of the SOI. THeansmission gate driven yxi RD. Subsequently, when both
lack of a body terminal prevents the holes from flowing oythiRR andphiRD are LO,phiC goes Hl, and the comparison
of the body. When the number of holes is sufficiently high, th@kes place. With this technique the charge injection and
potential body increases as much as to make the holes fli@@dthrough errors present in the circuit come only from the
into the source terminal. As a consequence, there appeafeedback switches.
sharp increase iy, decreasing the output impedanag)( The two NAND gates are used as additional gain stages.
and thus the gain factat, = g,,.7,. The sharp increase of They are implemented in complementary logic. Besides, the
I4s, known as the kink effect, occurs whéf;, is sufficiently two NAND gates allow for external control over the end
high. This is the case of conventional CMOS inverters, wheoé comparison (end of A/D conversion) with the switching
values above th&}, needed for the kink effect to happen ar®f FOC. During the reset, whemphiC is set to LO, the
reached. Stacked transistors (e.g. cascode topologie®ate output from the first NAND goes HI regardless the output
the Vs voltage swings in the transistors, avoiding the kinkom the first gain stage, leading to a negligible dc power
effect and enhancing the output impedance, hence the gdissipation. Likewise, with the sign#nd — Ramp set to LO,
factork, = g.,.r,. The simulations shown in Fig. 5 show thathe static power dissipation in the second NAND gate and the
the parametek, = g,,.r, is very low in the 150nm FDSOI subsequent inverter comes from leakage currents only.
technology for a conventional CMOS inverter. The gain is The transmission gates allow for full-input range, from
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gnd to Vpp (1.5V). The feedback switches are realized with *ns]
NMOS transistors. The reason is that the quiescent point is
500mV (see Fig.4), thus an NMOS switch suffices to transmit Fig. 7. Resolution-speed trade-off for the comparator W@t 50fF.

such a voltage. The two NMOS switches of the self-biased

inverter are to balance the trade-off between charge injec- ) ) . .
tion/feedthrough and leakage currents. They are sizeddp keThe static power in the NAND gates a”‘?' the fln_al_ inverter
a good enough trade-off between charge injection/fee@houcomes only from the leakage currents, being negligible.
errors (need for low area) and low leakage (need for a low IV. CONCLUSION

WI/L rat_io).. The use of mvt transistors in all the switgh_es and s paper has addressed the design of an offset-
transmission gates keeps leakage currents at a negligié |

compensated comparator with full-input range in the 150nm
FDSOI CMOS-3D technology from the MIT-Lincoln Labora-
tory. The comparator makes part of an 8-bit single-slope A/D
The parameter C is key to achieve a high performancenverter on a vision chip. Such a chip has been submitted to
comparator. Larger C values make charge injection afabrication in October 2009. The comparator is implemented
feedthrough errors be low. Thus, it is possible to have bettwith a self-biased inverter using dynamic biasing to enkanc
resolution with larger C values. Nevertheless, larger Qesl resolution as the first stage. Two more gain stages realized
give larger areas and longer reset cycles. The designetdshawnith NAND gates are added in order to enhance resolution,
choose the minimum possible C value. In our comparatéo, shorten the comparison time, and to control the end of
C=150fF is the minimum value capable of reaching 8 bitsomparison. The inverter of the first stage is realized with a
of resolution in the single-slope A/D converter, (3 mV in thelual-cascode topology due to the low value of the parameter
comparator within a range of 800mV). The value of C=150fk; = g.,,.r, in the targeted technology. In order to keep the

C. Performance Data

leads to an area of less than 2267 residual offset at a low value, the bottom-sampling techaiq
The response time gives rise to another challenge througlhng with mut transistors for implementing switches have
the resolution-speed trade-off given by Eq. (2). been employed. At simulation level, the resolution of our
comparator reaches 0.1mV for full-input rangel8p] in an
Voo = Ag.ka(Ts) (2) area of approximately 220n?> with a time response of less

than 40ns and a static power of 1.128.
Ay is the dynamic resolutiork, the dynamic gain, and;
the comparison time. Eq. (2) states that for a comparator to

. . . . [1] 2007 International  Technology Roadmap for  Semiconduc-
reach a higher resolution, (smallay values), higher dynamic = | .- (ITRS 2007 Edition Emerging Research  Devices,

gains {4) are needed. The comparator needs a certain time (http:/Avww.itrs.net/Links/2007ITRS/Home2007.htm).
T, to attain such gains. [2] ENIAC working group, Srategic Research Agenda (2nd edition). Euro-

. . _ pean Technology Platform Initiative, November 2007.
Fig. 7 shows the speed-resolution trade-off for C=150fF. ’%§] A. El Gamal and H. EltoukhyCMOS Image Sensors. IEEE Circuits and

expected, better resolutions lead to lon@gs. At simulation Devices Magazine, Vol. 21, No. 3, pp. 6-20, June 2005.

level, our comparator reaches a resolutiondafmV in less [4] Cognex Ltd, http://www.cognex.com/ProductsServilrespectionSensors
’ . . . 5] G. Devaraj et al. Applying Algorithms. Vision System Design, Vol. 13,
than 40nsT. is measured as the time it takes the comparatoft \, 11 pn 17-20 and 85-87, November 2008.

to restore a logic level starting from the biasing point gb] A. Rodriguez-Vazquez et alACE16k: The Third Generation of Mixed-

the self-biased inverter. The reset time, i.e. the tramsiti  Sgnal SMD-CNN ACE Chips Toward VSoCs. IEEE Transactions on
f logic | | back to the biasi int. tak Circuits and Systems-I, Vol. 51, No. 5, pp. 851-863, May 2004
rom a logic level back to the biasing point, takes around) ¢ ‘iian et al., A 1000FPS@128x128 Mision Processor with 8-Bit

130ns. Usually, a new comparison occurs after a new reset Digitized 1/0. IEEE Journal of Solid-State Circuits, Vol. 39, No. 7, pp.
cycle. Nevertheless, in the A/D converter it is also posstbl 1044-1055, July 2004.

. . 8] R. Carmona et al.A Bio-Inspired 2-Layer Mixed-Sgnal Flexible Pro-
perform 256 comparisons with Only one reset CyCIe' The fa[& grammable Chip for Early Vision. IEEE Transactions on Neural Net-

that one of the inputs (the ramp) to the comparator be varying works, Vol. 14, No. 5, pp. 1313-1336, Sept. 2003.
leads to an increase ifi.. This time is also the width of every [9] A. Rodriguez-Vazquez et alTrade-offs in the Design of CMOS Com-

It t fth hich f d to be 150 parators. Trade-Offs in Analog Circuit Design, Edited by C. Toumazou
voltage step of the ramp, which was found to be 150ns. G. Moschytz and B. Gilbert, Kluwer Academic Publisher 2002.

The static power in the comparator comes mainly from th&0] T. Sakurai et al.Fully-Depleted SOI CMOS Circuits and Technology

dual-cascode inverter, consuming Q.25 hence 1.12pW. for Ultralow-Power Applications. Springer, 2006.

REFERENCES



