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Theory  purports that  animal  foraging choices  evolve  to maximize returns, 
such  as  net  energy   intake.   Empirical   research   in  both  human and  non- 
human animals reveals  that  individuals often attend to the foraging choices 
of their competitors while making their own  foraging choices. Owing  to the 
complications of gathering field data  or constructing experiments, however, 
broad  facts relating  theoretically optimal and  empirically realized foraging 
choices  are  only  now  emerging. Here,  we  analyse   foraging choices  of  a 
cohort  of professional day  traders who  must  choose  between trading the 
same  stock  multiple times  in  a  row—patch exploitation—or switching to 
a   different    stock—patch  exploration—with  potentially   higher    returns. 
We measure the difference  between a trader’s  resource  intake  and  the 
competitors’ expected intake  within   a  short  period of  time—a  difference 
we  call short-term comparative returns. We find  that  traders’  choices  can 
be   explained  by   foraging  heuristics  that   maximize  their   daily   short- 
term   comparative  returns.  However,  we   find   no   one-best   relationship 
between  different   trading choices  and   net  income   intake.   This  suggests 
that  traders’   choices  can  be  short-term win  oriented and,  paradoxically, 
maybe  maladaptive for absolute market returns. 

 
 
 

1. Introduction 
Animals face a recurring alternative between continuing to forage in a patch  or 
gambling on switching to a different  patch  with  possibly  better  returns [1 – 3]. 
Optimal  foraging  theory   purports that   animal   foraging  choices  have   been 
shaped by natural selection  and  should maximize absolute fitness  [4 – 7]. Simi- 
larly,  optimal  foraging theory   considers that  both  human and   non-human 
animals can take  into  account  the  foraging choices  of their  competitors while 
making their  own  choices  [8 – 18]. Thus,  interactions among  competitors are 
increasingly important  to  understanding how  real  foraging choices  can  be 
shaped as  animals compete for  resources [19 – 26]. Competitive interactions 
are typically of two types: exploitative competition, when different  animals con- 
sume  common limited  resources (e.g. two  predators hunting the  same  prey) 
[19 – 21]; and interference competition, when direct interactions such as territori- 
ality negatively affect the foraging of other animals [2 – 22]. Yet, broad  empirical 
facts on the link between optimal and real foraging choices are scarce due to the 
complication of gathering field data  or constructing experiments [27]. 

Importantly, biological and socio-economic systems  share many  common 
features  in terms  of distributed resources and  competition, and  thus  financial 
systems  have  provided a fruitful  and  intriguing setting  to test  biological  the- 
ories of behaviour because  of their high-quality quantifiable and  dynamic 
behavioural data  [20,28 – 32]. As  far  as  we  know,  however, financial  traders 
have  not  been  examined from  the  perspective of foraging. Day  traders face 
the  classical  foraging trade-off  of trading the  same  stock  multiple times  in a 
row—patch exploitation—or switching to a different  stock—patch exploration. 
For instance,  each trader can trade  multiple stocks  within  a class of stocks  she 
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Figure 1. Foraging  choices. The figure shows an illustrative  example of a trading activity  from  a single trader.  Grey boxes correspond to the different trading patches 
(Roman numerals) of sequential transactions of the same stock. Note that patches are separated when two  consecutive transactions belong to a different  stock. Arabic 
numerals represent the exploitation  index of each transaction within  its trading  patch. The upper grey region is a zoom to transaction three within trading patch II. This 
transaction took place at 12.37.23 h, where the trader bought GOOG stock  at 317.05  USD. The stock’s market price during the 5-min window  between 12.35 and 12.40 h 
was k316.14l + 0.105 (s.d.). Therefore, the short-term  comparative return (see text) of this transaction can be calculated  as zijt  ¼ ð—1Þ317:05—316:14 ¼ —10:38. This 
suggests that this was a negative short-term  comparative return for that time and choice in specific. (Online version in colour.) 

 
 

has expertise  in (e.g. technology stocks, banks  stocks, 
transportation stocks,  etc.),  and  is  faced  with  the  foraging 
choice  of buying and  selling  the  same  stock  multiple times 
in  a  row  (e.g.  buy  a  stock  at  a  low  price  and  vice  versa 
for  selling)  or  switching their  trading to  a  different   stock 
where  returns are  potentially higher  ( figure  1). By analogy 
to  foraging  in  a  physical   habitat  where   energy   is  inves- 
ted   in  travelling  and   hunting,  traders  either   exploit   the 
returns related  to one stock (i.e. a patch)  or explore  a different 
patch while potentially experiencing cognitive costs for switch- 
ing  between patches  [33 – 36]. Moreover, the  returns in each 
patch  are shaped by exploitative competition, where  the fora- 
ging  choices  of other  traders, even  within  a short  period of 
time, can increase or decrease the quality and availability of 
resources as they choose to buy or sell their stocks [37]. Thus, 
if a trader is willing  to buy  and  the  majority  of traders are 
also buying then the stock price increases,  in turn,  the trader’s 
return will be reduced. In this paper we investigated the extent 
to which professional traders’ exploration and exploitation 
choices can be explained by foraging  heuristics that  respond 
to  short-term competition with  other  traders. Additionally, 
we  analysed whether traders’  trading choices  are  associated 
with   their   net   income   intake.   A   significant  relationship 
would mean  a real  correspondence between trading choices 
and absolute returns; whereas a lack of relationship would 
suggest a maladaptive behaviour for absolute market returns. 

 
 
 

2. Material and methods 
We studied the second-by-second trading decisions  of day traders 
at a typical  small-to-medium-sized trading firm  from  1 January 
2007 to 31 December 2008. We recorded when  a trader begins  to 
trade  a stock, how  much  he subsequently traded the same stock, 
and  when  he switched to explore  a different  stock. In our  data, 

traders typically  (greater  than  90% of the time) made  more  than 
10 transactions, and  more  than  3 switches,  per  day  ( figure  2). 
These novel data cover more than 300 000 trades made on approxi- 
mately  3000 different  stocks  across  a very  wide  range  of sectors 
and  on various exchanges, mostly  from NYSE, the ‘blue chip’ 
exchange,  and  NASDAQ,  the exchange  known for high tech and 
volatile  stocks.  In particular, the stocks  include  high  technology 
firms, diversified financials, shipping, natural resources, construc- 
tion, chemicals,  insurance, steel, etc. The top five stocks traded at 
the firm over our  time  period in terms  of number of trades  and 
volume were  JP Morgan Chase  & Co., Mechel Steel Group Oao, 
Goldman Sachs Group, Apple Inc. and Potash Corporation of Sas- 
katchewan Inc. 

A  typical   small-to-medium  day   trading  firm   invests   the 
money  of the  owners of the  firm  in stocks  and  hires  traders to 
make  the  firm’s  investments. Day  traders make  only  intraday 
trades;  they  typically  do  not  hold  inventories of stocks  beyond 
a  single  day.  Rather,   they  enter  and   exit  positions each  day 
during  normal  trading  hours   of  9.30  and   16.00  (EST).  Our 
day  traders are  ‘point-and-clickers’. They  make  trades   in  real 
time 98 per cent of the time (the 1.2% of the trades  done algorith- 
mically were omitted and did not affect the results).  Though they 
sit in the  same  firm, day  traders typically  trade  different  stocks 
from each other  and  trade  independently of each other.  Trading 
different  stocks  diversifies the  firm’s holdings, exploits  special- 
ized    trading   knowledge,   and    avoids    accidentally   trading 
against  each other’s positions. These dynamics mean  that traders 
have little incentive to mimic each other’s trades, information 
gathering behaviour, or trading decisions.  The firm was  located 
in the USA. 

Our  sample  of day  traders under study was 30. This sample 
of 30 traders was the full number of traders for which  there was 
complete  data  on  all  decisions  and  behaviours measured over 
our  observation period.  By  contrast,  the  other   traders  at  the 
firm (n ¼ 36) all worked for truncated interludes or worked erra- 
tically,  which   made   their  measurement unbalanced and 
unsystematic,  and   vulnerable  to  selection   and   small   sample 
size biases  [38]. All traders at the  firm were  men  of an average 
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Figure  2. Individual  trading  activity. (a,b) The cumulative distribution  of the number of total  transactions and number of patches visited each day by each trader. 
In our data, most of the traders typically  (greater than 90% of the time)  made more than 10 transactions and made more than three switches per day. (Online 
version in colour.) 

 
 

age of 35 years  old and  a range  between 22 and  50 years  of age. 
They used  the same technology to trade,  had  access to the same 
public information sources, and were subject to an equivalent 
incentive  scheme.  Traders  were  paid  a base salary  plus  commis- 
sions on trades.  The firm did not share with us their commission 
formula. They  did  indicate  that  like typical  firms,  the  commis- 
sion  was  based   on  end  of  the  day  earnings over  a  range   of 
time to remove  as possible  chance  fluctuations. 

At  the  time  of  observation, our  sample   of  traders traded 
about  half of the stocks available on these exchanges on average. 
It is likely that  the specific company stocks that  were  not traded 
were  ones  that  lent  themselves to  holding long-term positions 

The  short-term comparative return associated with  each 
transaction was calculated as the difference  between actual 
traded prices  decided on  by  each  trader and   the  average 
prices in the market within  a relevant time window. Since the 
anticipation of and  response to the actions  of competitors can 
be manifested by acting before them  or by waiting and  acting 
after  them  [39 – 42], we  followed  theory  and  defined context 
limits according to the smallest  time window (5 min) where  it 
has  been  shown that  individual transactions can impact  the 
returns of others  in  the  market [37]. For  each  trader i and 
each of his transactions j on day  t, we defined the short-term 

* * 
rather  than  trading on intraday shifts  in price.  All trading rela- comparative return as  zijt ¼ (g)(Tijt 2 kTstl)/skTstl,  where  Tijt 

* l and  s *   are the average and  stan-
 

ted   data   were   automatically captured  by  the  firm’s  trading is the traded price and  kTst T st 
system,  which  is specially  designed for  accuracy  in  recording, 
and used by most other firms in the industry. This automated and 
electronic  capture system  works  unobtrusively to avoid  interfer- 

dard  deviation of  stock  s’s  price  on  day  t  within   a  five- 
minute interval, and g ¼ 1 (g ¼2 1) for selling (buying)  trans- 
actions  (figure  1). The stock’s average price kTs*tl and  standard 

ence with  trading. The capture system  fulfills US Securities  and 
Exchange  Commission requirements that  all trades  be recorded deviation sT* are a mirror of the foraging choices of competitors, 

and  archived for up to 7 years.  The net income  data  were  calcu- 
lated  by the firm using  standard industry metrics.  In our  study, 
we analysed all the trades  of all the stocks of all the traders in our 
sample.  The study conforms to Institutional Review  Board  cri- 
teria.  There  was  no  subject  interaction, all  data  were  100 per 
cent archival, and the firm and the subjects were anonymized. 
Legally,  all data  used  in the  study are owned by the  company. 
All traders at  the  firm  know  the  firm  owns  the  data  and  that 
their   communications  and   trading  behaviour  is  recorded  by 
law.  We received  written permission from  the firm to use these 

since  prices  move  according  to  the  stock’s  consumption  or 
demand [28,37]. These price  statistics  are computed using  the 
WRDS database (http://wrds-web.wharton.upenn.edu/wrds/ 
), which  has  all  the  recorded transactions made  around the 
world for each stock. Thus, zijt . 0 and  zijt , 0 always  indicate, 
respectively, a  positive   and  negative short-term comparative 
return relative  to the actions of competitors at that time. 

To test how  well the time window captures the changing 
foraging choices and  depletion of resources over a period of 
time, we calculated lagged  and  leading  short-term compara- 

data  for research  purposes and  publishing contingent on identi- 
fying   characteristics  of  the   firm   and   its   traders  remaining tive  returns z  ijt (D) using   the  stock’s  average price  kTs*t (D)l 

2 

confidential and  anonymous. and  s.d.  sT*(D)  within  5 min  intervals 5 min  before  D and, 
 
 
 
3. Results 
(a) Short-term comparative returns 
To  measure  the  extent   to  which   traders’   exploration and 
exploitation choices  can  be  shaped by  the  foraging choices 
of their competitors, we introduced a novel measure that cap- 
tures the difference  between a trader’s  resource  intake and 
competitors’ expected intake  over  a short  period of time— 
what  we called short-term comparative return—and tested 
whether foraging choices can be explained by traders trying 
to maximize their  daily  short-term comparative returns. 

respectively, 5 min  after  Dþ  the  observed 5 min  interval  of 
each transaction. Again, we used  the WRDS database 
(http://wrds-web.wharton.upenn.edu/wrds/) to calculate 
these values.  If the distribution of lagged  short-term com- 
parative  returns  is  similar   to   the   actual   distribution   of 
short-term comparative returns then  it  would suggest that 
the  prices  within  the  actual  time window are, in fact, repre- 
sentative of the  actions  of others  over  a recent  short  period 
of time and  not simply  artefacts  of the 5 min  interval.  Using 
Wilcoxon   signed-rank  test   for   testing   paired  and   non- 
normally distributed distributions, we  found  that  in 28 out 
of 30 traders the  actual  and  lagged  short-term comparative 
returns were  significantly similar  (table  1), which  confirms 
that  the  actual  time  window is a reasonable context  to use. 

http://wrds-web.wharton.upenn.edu/wrds/
http://wrds-web.wharton.upenn.edu/wrds/


 
  
  
  
  
  
  
  
  
  
  
 

 
 

 
 
 
 
 

 
 

 
 

 
 
 
 
 

 

 
 

 
  

12 7478 74.2 0.68 5.046 20.281(0.0281)*** 20.001(0.0004)*** 20.004(0.0012)** 0.524*** 
13 18 835 60.9 0.12 214.345 20.171 (0.016)*** 20.003(0.0009)*** 20.022(0.001)* 0.418*** 
14 9690 64.2 22.21 28.549 20.21(0.0214)*** 20.005(0.0005)** 20.003(0.0018)* 0.414*** 
15 8845 56.1 20.44 23.408 20.115(0.0205)*** 20.002(0.0006)*** 20.018(0.0026)*** 0.49*** 
16 22 289 95.5 21.79 28.786 0.49 (0.034)*** 20.013(0.0032)*** 20.098(0.0004)*** 0.318*** 
17 19 712 66.1 20.79 29.125 0.038 (0.0026)* 20.004(0.0019)** 20.007(0.0014)*** 0.669*** 
18 4938 47.8 1.11 13.419 20.222(0.0282)*** 20.002(0.0008)*** 20.019(0.004)*** 0.748*** 
19 20 661 66.3 21.87 14.218 0.006 (0.021) 20.002 (0.0006)*** 20.076(0.0055)*** 0.233*** 
20 2923 38.1 21.52 24.528 20.243(0.1078)** 20.003(0.0019)* 20.006(0.0028)* 0.456*** 
21 11 714 44.2 2.99 29.342 20.237 (0.0177)** 20.005(0.0008)* 20.04(0.019)* 0.078 
22 6123 51.3 20.66 26.695 20.209(0.0285)*** 20.001(0.0006)* 20.023(0.0061)** 0.655*** 
23 10 924 30.8 20.80 11.989 0.032 (0.0137)* 20.003(0.0013)** 20.015(0.0059)** 0.465*** 
24 2432 9.3 1.42 28.487 0.377(0.0885)** 20.001(0.0003)** 20.034(0.013)*** 0.713*** 
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Table  1.  Traders’ detailed  information.  For each trader, the table shows the total  number transactions made n and the mean number of daily transactions kNitl over the  observation  period.  The Wilcoxon  signed-rank  tests z5 min and z1 h for 
lags  of  5 mins  and  1 h,  respectively.  Note  that  values of z .j2j are  considered  statistically significant.  The coefficients  B0,  B1   and  B2   taken  from  the  multivariate   regression model that  takes the form  zijt ¼ b0 þ b1bijt  þ b2qijt 
þ e .  ð·Þ  corresponds to  s.e. The correlation  values  rrel  and  rabs  correspond,  respectively,  to  the association of  daily  short-term  comparative  returns  Rit  with  actual relative  returns Ait  and  net  income intake  Iit   (see  text). 
Calculations are performed  with  software STATA. 
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dditionally, we  repeated the  same  analysis  but  with  lags       5 
(D2   and  Dþ)  greater  than  1 h  and  found  in  all  traders the 
actual    and    lagged    returns   were    significantly   different 
(table  1), meaning that  these  prices  are representative of the 
actions  of others  only in the short-term. 

To know  whether traders’  short-term comparative returns 
are  associated with  their  foraging choices,  we  divided the 
total  number Nit   of  transactions j of  each  trader i in  day 
t according to  their  exploration index  bijt, or  trading patch, 
and   their   exploitation  index   qijt,  or   position  within   the 
patch.  Figure 1 presents an illustrative example  of how we 
divided  the  number of  transactions.  This  example   shows 
that   a  trader  i  in  a  day   t  had   a  total  of  14  transactions 
(green bars) allocated in four different  patches  (grey regions). 
Regarding the  exploration index,  the  first  two  transactions 
were   characterized  by  bijt ¼ 1  for  j ¼ f1,2g,  the  next  four 
transactions by  bijt ¼ 2 for  j ¼ f3,4,5,6g,  the  next  six  trans- 
actions  by  bijt ¼ 3 for  j ¼ f7,8,9,10,11,12g  and  the  last  two 
transactions  by  bijt ¼ 4  for  j ¼ f13,14g.  Additionally,  these 
transactions were  characterized by their  exploitation indices 
qi1t ¼ 1,  qi2t ¼ 2,  qi3t ¼ 1,  qi4t ¼ 2,  qi5t ¼ 3,  qi6t ¼ 4,  qi7t ¼ 1, 
qi8t ¼ 2,  qi9t ¼ 3,  qi10t ¼ 4,  qi11t ¼ 5,  qi12t ¼ 6,  qi1t ¼ 1  and 
qi14t ¼ 2. Note  that  each  time  the  trader visits  a new  patch, 
the exploitation index  is reset to 1. 

For  each  trader,  we  modelled  short-term  comparative 
returns as  a  function   of  the  importance of  exploration b1 

and  exploitation b2   using  a  multivariate regression model 
that   takes  the  form  zijt  ¼ b0   þ b1bijt   þ b2qijt   þ e .  Table  1 
indicates that  both  exploration  and   exploitation  are  nega- 
tively   associated  with   short-term  comparative  returns.  In 
line with  optimal foraging theory,  these results  reveal  dimin- 
ishing  payoffs  per  resource,   i.e.  daily  comparative returns 

j¼1     zijt  can decrease  in proportion of the number  of 
stocks  exploited or explored. 

To   illustrate  this   point,   we   used   b1  ¼ 2 0.002   and 
b2  ¼ 2 0.02   of   one   single    trader,   and    assuming   that 
in  one   particular  day   that   trader  made   65  transactions 
exploring  65   different    patches,    the   trader  would  have 

j¼1    ẑijt  ¼ —5:59,  where  ẑijt   are  the  predicted  short- 
term comparative returns from the regression model  without 
considering b0, i.e. this decline is relative  to the trader’s  aver- 
age  returns over  the  same  transactions.  In  contrast, if the 
trader would have explored one single patch, the total returns 
would have  changed to  R̂ 

it  ¼ —43:03.  If one  multiplies R̂ 
it 

by say the average difference  between traded price and  aver- 
age price  in the  market ($0.13) times  the average volume of 
stocks  per  transaction (300) in our  data,  R̂ 

it  translates into  a 
relative loss compared with  the trader’s  average performance 
over  the  same  transactions  of  $ 2 218.01  and   $ 2 1678.17, 
respectively.  Note   that   this   negative  return  is  a  relative 
measure of performance and  should not  be  interpreted as 
the actual payoff. Instead, it reflects the possibility of different 
expected outcomes [43]. 

This  resulting relative  loss  indicates that  when  foraging 
is compounded over many choices of exploitation and explora- 
tion, different  activity patterns can impact the daily short-term 
comparative returns of traders. Similarly,  the relative  loss can 
also be examined by quantifying the decline  in R̂ 

it  generated 
by exploitation and  exploration patterns separately when 
considering a constant number of transactions per  patch  Qit. 
Figure   3  shows   that   when   considering  exploration  only, 
the  lower   the  value   of  Qit    the  higher   the  decline   of R̂ it 
(dashed line); and  the  opposite behaviour is observed when 
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Figure   3.  Importance  of  foraging  choices over  daily  short-term  returns. 
The  figure   shows  an  illustrative   example   of   the   relationship   between 

Figure   4.  Optimal  versus real foraging  choices. For each trader, the figure 
shows the  NMEs between  the  optimal  number  of  transactions per  patch 

* and the distribution  of actual values of Q . Here, the NME was computed
 

daily  or  daily  short-term  comparative returns R̂it  and  different  exploration Qij ij 
* and the observed median value of Q

  
divided by

 
and  exploitation   choices  as  given  by  a  constant  number   of  transactions as the difference  between  Qij ij 

the difference between the observed median value and the observed value of per  patch  Qit.  In  the  example,  we  considered  a  trader  with  Nit ¼ 65, 
b1 ¼ 0.002 and b2 ¼ 0.02. R̂it  ¼ 

P j¼65 ẑijt , where ẑijt  are the predicted Qij at the 2.5 or 97.5% quantiles, depending on whether the optimal  value is 
j¼1 

short-term  comparative returns from  the regression model  (see text).  When 
considering exploration only, the lower the value of Qit the higher the decline 
of R̂it  (dashed line); and the opposite behaviour is observed when considering 
exploitation  only (solid line). Importantly,  this reveals that an optimal pattern 
for jointly maximizing traders’ R̂it  exists, i.e. the intersection between the two 
curves. (Online version in  colour.) 

 
 
 

considering exploitation only (solid line). Importantly, the 
relationship between exploitation and exploration patterns 
reveals that an optimal pattern for jointly maximizing traders’ 
R̂ 

it  exists, i.e. the intersection between the two curves. 
 
 

(b) Optimal short-term comparative returns 
To test whether traders’  foraging choices respond to maximize 
their daily short-term comparative returns, we measured the 
extent  to which  the observed number of transactions per patch 
Qit  agreed  with  the optimal transactions per patch  Q* . To find 
Q* , we  used  the  equality of returns from  the  exploration and 
exploitation curves   to  describe   the  intersection  point   of  the 
curves  in order  to then  estimate the expected  optimal number 
of transactions. Mathematically, we  calculated the  value  that 

lower or larger than  the observed median  value. The NME makes no particu- 
lar assumption about the distribution  of observed values. NME values 
between (21,1) can be taken  as cases where  the  optimal   value  is signifi- 
cantly  similar  to  the  observed  values  [44].   We  found  only  three  cases 
with   NME values greater  than  1  ( figure  4).  Importantly,  this  number of 
cases  falls within  the  number of  rejections [0,4]  that  one would  expect 
with  95% confidence from a Binomial model B(30,0.05) [45].  Thus, one 
cannot  reject  the  hypothesis that this model is a good approximation to 
the  observed exploration  and exploitation  choices of traders. (Online version 
in colour.) 
 
 
 
the   optimal  value   is  lower   or  larger   than   the   observed 
median value.  The  NME  makes  no  particular assumption 
about   the   distribution  of  observed  values.   NME   values 
between  (21,1)  can  be  taken   as  cases  where   the  optimal 
value   is  significantly similar   to  the  observed values   [44]. 
We found  only  three  cases with  NME values  greater  than  1 
( figure  4). Importantly, this number of cases falls within  the 
number of rejections [0,4] that one would expect with 95% con- 
fidence   from  a  Binomial   model   B(30,0.05) [45].  Thus,  one 
cannot  reject the hypothesis that this model  is a good approxi- 
mation to the observed exploration and exploitation choices of 
traders. Broadly,  our  findings reveal  that  traders’ choices can 

maximizes R̂ 
it    given   by  (Qit/2)(Qit þ 1)(kNitlb2/Qit) ¼ (kNitl/ be explained by foraging heuristics that  maximize their  daily 

* * * 
 

* * * 
2Qit)(kNitl/Qit þ 1) (Qitb1),  where  kNitl  is the  mean  number of 
total transaction of trader i, and  b1  and  b2  are, respectively, the 
importance   of   exploration   and    exploitation   taken    from 
the  multivariate  regression model  for  each  trader separately 
(table 1). Thus, the expected  optimal number of transaction per 

short-term comparative returns. 
Finally,  to  test  whether traders’   choices  are  associated 

with  their  net  income  intake,  we  introduced two  additional 
return metrics.  The first metric,  which  we called  actual  rela- 
tive  return Ait,  provides information about   the  amount  of 

*  2  * 
patch is the positive  root of (Qit)  þ Qit  (1 2 b1/b2) 2 kNitlb1/b2. 

Interestingly, we found  that  exploration and  exploitation 
choices  can, in fact, be explained by traders trying  to maxi- 
mize    their    daily    short-term   comparative   returns.   We 
measured the deviation between the optimal Q*  and  the dis- 
tribution of actual  values  of Qij  using  the normalized model 
error  (NME)  for  each  individual case  [44]. Here,  the  NME 
was computed as the difference  between Q*  and the observed 
median value  of Qij   divided by  the  difference  between the 
observed median  value   and   the  observed value   of  Qij   at 
the  2.5  or  97.5  per  cent  quantiles, depending  on  whether 

money   made   by  traders  relative   to  the  expected amount 
made  by  competitors. It  is calculated similar  to  the  short- 
term  comparative returns measure except  that  it  does  not 
take into account  the standard deviation; and  instead, it mul- 
tiplies  returns by the  number of stocks  sold  or bought. The 
second   metric,   which   we  called  net  income   intake,   Iit,  is 
simply  the  amount made  by traders; it is does  not  compare 
it with  competitors. Figure  5a shows  a significant  and  posi- 
tive   association  between  short-term  comparative  returns 
and  actual  relative  returns, confirming that  traders’  choices 
respond  to   short-term   competition  with    other    traders. 
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Figure   5.  Association of daily  short-term  comparative  returns with  actual relative  returns and net  income intake.  For illustrative  purposes, (a) The positive and 
significant association between  daily  short-term  comparative returns and actual relative returns for  one single trader and (b)  the  association between  daily 
short-term  comparative returns and net income intake for the same trader. Correlation values for all traders are reported in table 1. Daily short-term  comparative 
returns are given by Rit  ¼ 

P j¼Nit  zijt . Actual relative returns Ait are calculated similar to the short-term  comparative returns measure except that they do not take 
into account the standard deviation;  and instead they  multiply   returns by the  number  of stocks sold or bought.  Net income intake, Iit, is simply the amount of 
money made by traders; it does not  compare it with  competitors. Each  symbol corresponds to one trading  day. (Online version in colour.) 

 
 
 

By contrast, figure 5b shows  no association between compara- 
tive returns and net income intake,  revealing a significant 
deviation between traders’  short-term returns and  their 
absolute returns. This  suggest that  traders’   potential  focus 
on short-term competition may  come  at the  cost of missing 
net income  optimizing opportunities. 

 
 
 

4. Discussion 
Optimal foraging theory  has proved useful for understanding 
how  the fitness  and  survivability of animals depends on the 
trade-off  between effort expended and  absolute resources 
gained.   It  has  further   been  shown  that   human and   non- 
human animals rarely  make  the core foraging trade-off 
independently: their foraging choices are influenced by the 
choices  their  competitors make.  Nonetheless, the  study  of 
the relationship between optimal and  real foraging choices 
remains nascent.  Here,  we investigated whether the explora- 
tion and  exploitation choices of day  traders can be explained 
by short-term exploitative competition. Traders’  foraging 
choices  may   be  more   abstract,  stochastic   and   rapid   than 
foraging choices in physical  environments, yet the same 
mechanisms may  underpin the  allocation   of  vast  financial 
and  material resources under competition [32,46 – 49]. 

Our   study  analysed the  investing  choices  made   by  a 
cohort  of 30 day  traders at one firm. By analogy to foraging 
in the physical  world, these  traders sought to find  the most 
beneficial compromise between the costs and  benefits  of con- 
tinued foraging within  a patch  (i.e. consecutively buying and 
selling  of the  same  stock)  or  switching to  forage  in  a new 
patch  (i.e.  trading a  different   stock),  where   the  returns to 
trading are affected  by the foraging choices made  by compe- 
titors.  We measured traders’  short-term comparative returns 
as  the  marginal difference   between their  actual  returns to 
trading a stock  and  the  mean  returns possible  based  on the 
competitors’ foraging choices in the market within  a relevant 
period of time.  We found  that  traders’  short-term compara- 
tive returns are subject to an important trade-off  between 
exploration   and    exploitation.   We   could    not    reject   the 

hypothesis that  traders’  exploration and  exploitation choices 
can be explained by traders following short-term choices that 
focus   on   maximizing  their   daily   short-term  comparative 
returns.  While  a  complete   determination  of  the  drivers  of 
these  choices  is  beyond our  analysis,   one  possible   account 
for the observed behaviour is that  traders first visit the patch 
in which  they do best, then next best and  so on. Thus, traders 
may  choose  patches  that  descend in worth, assuring at least 
early  success,  while  limiting  exposure to unpredictable shifts 
in  competition in  a  patch   that  might   create  losses  for  the 
trader [43]. Such  trading choices,  however, may  be different 
under new  algorithmic trading where  price  transactions are 
previously fixed [37]. 

Foraging animals appear to optimally decide  what  patch 
of resources will offer the best returns to their efforts and how 
long  to  stay  in  a  patch  before  moving onto  the  next  best 
patch.  Remarkably, our  findings  revealed that  stock  traders’ 
trading choices can be explained by similar  foraging heuris- 
tics   that   respond  to   short-term  competition  with   other 
traders. However, there  were  important differences  too.  We 
found   no   one-best   relationship  between  different   trading 
choices and net income intake,  suggesting that traders’ choices 
can be short-term win oriented and, paradoxically, maybe 
maladaptive for absolute market returns [50,51]. This implies 
that traders’ net income  intake  might  be more strongly associ- 
ated  with  global  outcomes, social  contagion or  sporadic big 
losses  and  wins  [28,29,32]. While  the  same  problem is  not 
true  of animal  foraging since the resources gained  from  each 
patch  are also the net payoffs,  it would be interesting to inves- 
tigate   whether  maladaptive  foraging  behaviour  can   arise 
under rapid  changing environments. In financial settings,  it 
remains to  see  the  extent  to  which   this  deviation between 
short-term choices and net income intake  can influence  the 
instability of markets. 
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