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ABSTRACT  

Modern Internet-based technologies pose a threat to privacy, as they possess multiple sensors or features 

that collect data about users. There is a need to determine the privacy risks that affect users in South 

Africa as there are a few studies on the subject. A qualitative study was done which involved 

interviewing seven experts and a survey consisting of 101 respondents. The results show that regulators 

view emerging technologies as potentially risky and are motivated by public interest to develop 

protective laws. It therefore is necessary that regulators develop robust laws to help prevent privacy 

violations. Furthermore, this paper proposes a conceptual framework that conceptualizes how emerging 

technologies affect users to inform policymaking. 

Keywords  

Conceptual Framework, Data Protection, Emerging Technologies, Privacy, Privacy Calculus, 

Regulation, Technological Risk. 

INTRODUCTION 

Emerging technologies are defined as new technologies that are coming into prominence and changing 

the way things currently are being done (Narayanan & O’Connor, 2015). One of the characteristics that 

distinguishes them from other technologies is their converging technology. This means that they have 

overlapping elements—they are embedded and connected (Herkert, 2011). For example, Internet of 

Things (IoT) devices rely on having both sensor and wireless networking technology. Smart devices are 

being used in healthcare, surveillance, and household electronics (Klitou, 2014).  
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One question raised by researchers is about the social impact of these new technologies (Lucivero, 2016; 

Aydos, Vural, & Tekerek, 2019). Recent international studies have highlighted the impact of these new 

technologies (Leenes, 2019; Urquhart, 2018; Bowman et al., 2017; Wright & de Hert, 2016). They show 

that personal data shared with other devices over the Internet has an impact on users’ privacy (Johnson, 

2019; Urquhart, 2018). This personal data makes them valuable to interested parties like hackers 

(Johnson, 2019; Peppet, 2014). The area of data protection in South Africa is, however, relatively 

understudied. Some of these studies are conceptual in nature, meaning no evidence has been obtained 

directly from regulators on the technological risks users face. This has left a gap regarding the factors 

that contribute to the loss of user privacy. 

Privacy issues have become a major concern for users, prompting organizations to make note of them. 

Businesses that collect consumers’ data for its commercial value have to be held accountable for their 

actions in storing and using this data (Corones & Davis, 2017; Conger et al., 2013). An example is when 

Facebook purchased Instagram and WhatsApp, thereby expanding their data collection capabilities. The 

integration of these platforms allows for cross-messaging across different platforms, which may be a 

challenge, as only WhatsApp has end-to-end encryption (Winder, 2019). This potentially could lead to 

the interception of messages by hackers (Winder, 2019).  

Regulators face challenges when it comes to developing legislation that adequately covers innovations 

which process and store personal data. One of these challenges is the failure of the law to keep up with 

innovation (also known as the pacing problem) which leads to the creation of ineffective legislation for 

new technologies (Eggers et al., 2018; Butenko & Larouche, 2015). This is caused often by the rate at 

which technology keeps changing as well as regulators not understanding fully how these innovations 

operate; for example, Internet-of-Things (IoT) devices (Peppet, 2014). It therefore is necessary to 

understand data protection from a public policy perspective, as it helps to establish the importance of 

privacy in the law and how it can be protected moving forward. Regulating these technologies can help 

to mitigate the risks associated with using them (Ludlow et al., 2015).  

Therefore, the purpose of our research was to determine if emerging technologies pose a threat to 

personal data and to highlight the privacy risks users face. This led to the development of an integrated 

framework for the regulation of privacy in emerging technologies. This required capturing the 

perspectives of experts regarding privacy regulation. The findings of the study will inform the decision-

making of policymakers. Businesses and users will benefit also as privacy laws are improved, resulting 

in better data protection. 

The rest of the paper is structured as follows: the next Section discusses the technological risks new 

technologies pose to users as well as the South African regulatory context in relation to privacy. This is 

followed by the research methodology, which is then followed by the results Section. Our conceptual 

framework, which was developed based on the results, is presented along with a general discussion of 

the main results. The paper concludes with some recommendations and guidelines for future research. 

LITERATURE REVIEW 

Regulation 

Regulation is defined as the intervention of a government in markets to deal with suspected market 

failures (Moosa, 2015; Ogus, 2004). A concept related to regulation is data protection, which is a set of 

rules regarding the collection, processing, and storage of personal data (Zeegers, 2018). Regulation 

addresses market failures by solving systemic problems and deciding how funds are allocated in the 

manufacturing process and in distributing the multiple products (Morgan & Yeung, 2007). Regulation is 
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viewed as inevitable in managing different risks, whether they are diseases, inadequate safety 

precautions, or theft of taxpayer money by investment firms (Baldwin et al., 2012). Regulation is aimed 

mainly at gathering information, setting standards, and changing the actions of markets (Baldwin et al., 

2012). 

Regulation is necessary to incentivize service providers to respect users’ privacy (Morgan & Yeung, 

2007). This is done to avoid situations where new technologies are misused to violate users’ privacy 

(Conger et al., 2013). This should be prevented as users have sensitive data, such as financial 

information, children’s data, and health records (Vincent, 2016). Emerging technologies are appealing to 

new businesses as they can offer them ways to enter the market and compete with established companies 

(Narayanan & O’Connor, 2015). An example of this is mobile applications which have a low barrier of 

entry for new developers who potentially may develop popular applications. 

South African Regulatory Context 

South Africa has in its constitution a common law—a right to privacy (Ntsaluba, 2018; Roos, 2016). 

This is similar to the European Union which also sees privacy as a right and dedicates significant 

financial resources to regulatory bodies, something which can be done elsewhere, including in South 

Africa (Hijmans, 2016). A number of different frameworks have been proposed to solve this issue. The 

main one is the National Cybersecurity Policy Framework (NCPF) of 2015, Cybersecurity and 

Cybercrime’s Bill (CCB) and Protection of Personal Information Act (POPIA) are in place (Roos, 2016; 

Makulilo, 2016; Subrahmanian et al., 2015). The purpose of the NCPF is to create capacity by creating 

cybersecurity structures that help reduce threats and vulnerabilities (SSA, 2015). It also aims to develop 

relationships between industry and the government regarding cybersecurity. This also extends to local 

and international collaborations (Subrahmanian et al., 2015). Through the NCPF, a National 

Cybersecurity Advisory Council has been created to coordinate all security-related activities within the 

country. Furthermore, a National Computer Security Incident Response Team (CSIRT) and a 

Cybersecurity Hub were created to deal with incidents within different industries (DTPS, 2017). The 

framework also emphasizes the need to build more capacity and provide more people with the skills 

necessary to protect the nation’s information assets. It is acknowledged that the framework is broad in 

its coverage, leaving room for additions of any relevant aspects in the future (DTPS, 2017). Sutherland 

(2017) states that the NCPF has some exemptions for national security which can leave users exposed to 

potential privacy violations.  

The CCB of 2017 was developed after the establishment of the NCPF under the control of the State 

Security Agency (DTPS, 2017). Many of the aims of the NCPF are shared with the CCB, with the 

important distinction being that this Bill focuses on cybercrime investigations. It was created in response 

to the increasing number of data breaches and incidents to which normal enforcement was not 

empowered to investigate (DLA Piper, 2019). The main aim of the CCB is to deal with cybersecurity 

and crimes that take place in cyberspace (DOJ, 2017). The Bill provides an organized approach towards 

the enforcement of penalties on criminals by requiring organizations to report any breaches and 

empower law enforcement entities to investigate any cybercrime (DOJ, 2017). The Law Society of 

South Africa (LSSA) has raised concerns over this Bill, especially its lack of reference to the 

significance of individual privacy (LSSA, 2017). The Bill promotes collaboration between the private 

and public sector.  

Finally, the POPIA of 2013 seeks to reify the right to privacy, as highlighted in the constitution by 

requiring organizations that process South African users’ data do it in a fair, responsible, and secure 

manner (Roos, 2016; DOJ, 2013). According to POPIA, personal information must be processed in line 
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with these specific guidelines: accountability, purpose specification, security safeguards, and data 

subject participation (DOJ, 2013). The act also applies to third parties which store and process 

information (Gcaza & Solms, 2017). One of the most important parts of the Act is that it provided for 

the creation of a national Information Regulator. The Regulator is responsible for coordinating data 

protection activities and it collaborates with private partners in industry to help strengthen privacy 

enforcement (DOJ, 2013). The establishment of an Information Protection Regulator is fundamental to 

user privacy protection (DLA Piper, 2019; Roos, 2016). 

Criticisms from researchers about these frameworks are that they were not developed fast enough and 

that they lack implementation improvements designed to enhance them (Sutherland, 2017). Some 

frameworks are yet to be fully implemented and this leaves the country vulnerable to potential cyber-

attacks (Ntsaluba, 2018). A lack of regulation has been highlighted by Gcaza and Solms (2017) as a 

potential threat to user privacy in South Africa. 

Generally, emerging technologies were not factored into the design of these frameworks. As these 

frameworks were the first attempts at introducing privacy regulation, they have dealt only with general 

privacy violations. Our study focuses on new threats to privacy which are taking place and how they can 

be mitigated through regulation. It is necessary to avoid static frameworks that do not respond to the 

rapid pace of innovation and how they impact privacy. 

Privacy Threats and Emerging Technologies 

This study adopts the data ownership definition of privacy which is stated as the right to control data 

flows about oneself (Westin, 1967). With this approach, it is clear that personal information is viewed as 

part of an individual’s intellectual property and can be protected using data protection laws (Pelteret & 

Jacques, 2016). This right to control information allows users to limit how much data is revealed or 

shared (Westin, 1967). The latter view is supported by privacy experts who believe that privacy can be 

viewed also as a personal preference (Cohen, 2012). 

Privacy researchers have stated that the Internet has become a growing concern about privacy (Moore, 

2017; Belmas, Shepard, & Overbeck, 2017). A recent survey found that about 42% of South Africans 

had privacy concerns about their data being misused (Hootsuite, 2019). This development has led to 

privacy advocates calling for more data protection laws, but this has been met with resistance from 

certain groups who are against overregulation (Moore, 2017).  

The main privacy threats identified by researchers include the sale of user data to third parties, profiling 

of users by web trackers, and data theft by hackers (Belmas, Shepard, & Overbeck, 2017). The South 

African Banking Risk Information Centre (SABRIC) has indicated that financial fraud is one of the 

biggest threats to South Africans’ personal data (SABRIC, 2019). Indeed, press reports have shown that 

South Africa is the third country in Africa most exposed to cyber risks (IT News Africa, 2017). There 

are a number of different actors who could want to access users’ personal data for various reasons. They 

range from spies, terrorists, hackers, cybercriminals, and some countries (Urquhart, 2018). 

Privacy Calculus 

Privacy risk is described as “a situation where some undesirable event can happen” (Hansson, 2012). In 

the context of data protection, this risk is any harmful outcome that users face due to the loss of their 

personal data (Ching et al., 2016). Privacy calculus is a theory that has been developed to explain the 

kinds of risks users face from technology. This theory is defined as a rational analysis by an individual 

when they tradeoff between the perceived benefits and costs of disclosing personal data to a data 
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controller (Plangger & Montecchi, 2020). It is used to understand how users choose to disclose personal 

data (Ching et al., 2016). The theory states that users make a cost-benefit analysis when making 

decisions about using a given new technology. It describes how perceived risk influences an individual’s 

tolerance towards possible risks when using new technology. This is the lens adopted by this study in an 

endeavor to understand privacy risks. 

METHODS 

Population and Sampling 

The selection of participants focused on individuals who could access new technologies and services. 

This led to the selection of technical users who actively use new technologies and are active on the 

Internet. These users have high exposure to privacy risks when storing their information online. The 

perspectives of experts were also solicited and were included in the sample for this study. Experts in this 

study are individuals who possess special knowledge (Creswell & Creswell, 2018). It was important to 

obtain experts’ views on problems that they currently face in privacy enforcement as well as suggestions 

for improving the data protection processes. 

A sample of 101 participants consisting of general technical users responded to the survey. The 

participants were recruited using a purposive sampling approach which focused on the specific 

characteristics of the research sites or individuals selected (Bryman, 2016). It sought to purposefully 

choose those who would participate in a study in order to help the researchers understand the problem. 

Survey participants were recruited from two South African information technology professional bodies 

which have technical users within their membership. The survey link was sent to members through 

newsletters, email service, or online. The professionals included executives and technical workers within 

organizations. The organizations ranged from small to medium-sized. Other technical users were 

selected as well. 

Snowball sampling was used to recruit seven interview participants for the study based on the 

recommendations received by survey participants. This process was repeated until sufficient data had 

been collected. Regulatory agencies in South Africa were approached to recruit participants to obtain 

expertise. 

Survey and Interview Design 

An online survey was done to capture the views of users and professionals on trends affecting emerging 

technologies and privacy. The survey was descriptive and strove to highlight key issues before an 

interview phase could be conducted. The survey made it possible to access multiple participants across a 

wide area via the Internet. Engaging with the participants from the technological aspects also allowed 

the researchers to learn the key issues and terms used by professionals before engaging in the interview 

phase of data collection. Google Forms was used to host the survey online. This was affordable and a 

cost-effective option which allowed a wide distribution of the survey link to many possible participants. 

Semi-structured interviews were used to collect data from regulators to understand how regulation of 

privacy takes place. The interview method was selected as it allowed the researchers to investigate the 

experiences of experts. The interview provided an in-depth understanding of the phenomena while the 

questionnaire survey provided a wider view of users’ perspectives (Tracy, 2019; Maxwell, 2014). 
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Questionnaire and Interview Design 

The survey consisted of 15 researcher-constructed questions, while the interview had 9 original 

questions. They were grouped according to their similarity under 3 headings which were emerging 

technologies, privacy, and regulation. The questions were original, researcher-constructed questions, as 

there has been limited prior research on this topic. This led the researchers to pick key statements from 

the literature and develop them into questions which were used in this survey. This process involved 

reviewing the literature, which resulted in the following headings: emerging technologies, privacy, and 

regulation. These constructs were measured by investigating a number of distinct components, such as 

threats, violations, challenges, and improvements. For example, are emerging technologies making it 

easier to be hacked? These components contributed to the understanding of emerging technologies as a 

factor of this study (this process was carried out until the researchers felt there were sufficient data 

collection questions). 

Piloting the Instruments 

To ensure the validity of the data collection instruments, a short pilot study was done to refine the 

questions contained in both the questionnaire and the interview guide. The survey link was sent to a 

small sample of individuals, while the interview guide was used to interview some experts who provided 

feedback that was used to refine the phrasing and overall structure of questions.  

The study was approved by the North-West University’s ethics board (approval number: NWU-00575-

17-A9) and the ethical guidelines were followed throughout the research process. 

Data Collection Procedure 

Survey Procedure 

A call for participation was sent via email to members of the organizations. This email introduced the 

researchers, the topic, and invited members to participate. The link to the survey was included for 

participants to access the survey. Participants chose to respond to the survey based on their willingness 

to participate and their availability to answer the questions. Research ethics were followed in this study; 

approval was obtained from the university research committee before the data gathering phase of the 

research.  

To understand how emerging technologies affect users’ personal data, an online survey was used. The 

survey sought to solicit the usage patterns of technical users regarding the emerging technologies. The 

first section of the survey collected demographic data of the participants, such as gender, age, 

qualification level, role in the organization, and level of experience. The second section of the survey 

consisted of questions measuring the factors mentioned earlier. These factors were used to separate the 

questionnaire into 3 sections with 5, 7 and 3 questions in each respectively. After data was collected, the 

data was analyzed, and descriptive statistics were generated using SPSS statistical software. 

Interview Procedure 

The researchers contacted potential interview participants via email to introduce themselves and the 

research topic. When the experts showed an interest in participating, a date was agreed upon and 

whether the interview would be conducted in-person or through Skype. On average, the interviews took 

33 minutes. The interviews were semi-structured, with participants given room to discuss the interview 
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topics freely. The interviewer also took notes of the conversations that were used in the interpretation of 

the findings at the analysis stage. 

Triangulating the Data 

Triangulation was used in this study to improve the reliability of the data collected. This involved 

member checks, where participants who were interviewed checked the responses to ensure that they 

were correct. Another strategy used to triangulate the data involved going through the survey and 

interview data to check which themes were emerging from the collected data. This was helpful in the 

coding phase, as the codes were refined through constant comparison to ensure that common themes 

were being obtained from the data. 

Data Analysis 

After the data was collected the coded responses were exported from the Google Forms to be analyzed 

in SPSS. The survey data was summarized using descriptive statistics in SPSS. The qualitative data that 

was collected was coded using the principles of qualitative analysis. NVivo was used to help create the 

codes to enable more in-depth data analysis.  

The process of qualitative analysis involved examining the interview transcripts and memos from the 

interview phase. These memos helped in interpreting the findings by providing preliminary impressions 

of the interview data. The data were analyzed using coding and inductive thematic analysis. Categories 

were compared to each other in order to refine them. Both sets of data enhanced each other as they 

provided depth of contextual understanding and numerical evidence. The analysis phase was completed 

when no new themes emerged from the data. 

RESULTS 

Respondent Profile: Survey Respondents 

Table 1 presents the demographic profile of the respondents for this survey. Most participants were 

male, with a smaller percentage of female participants. The largest age group was aged 25 to 34; this 

was also reflected in the user survey results. The next was the 35 to 44 group, with the 45+ age group 

being the smallest. Most participants have honors degrees followed by bachelor’s degrees. The next 

largest group held a national certificate while the smallest group held either a masters or doctoral degree. 

Most participants held a technical role in their organizations with the next largest group belonging to 

management. 

The banking sector was the most represented industry from the participants while the technology sector 

was the second most represented one. The government and education sectors were both third highest 

represented sectors. Most participants had less than 5 years of experience in their current position while 

the next largest group had at least 10 years or more in their current roles. The smallest group of 

participants had less than 10 years of experience in their current roles. 
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Demographics Count Percentage  

Gender   

Male 64 63 

Female 37 37 

Age   

18–24years old 5 5 

25–34years old 53 52 

35–44years old 32 32 

45 years + 11 11 

Qualification   

National Certificate 20 20 

Bachelor’s Degree 24 24 

Honors Degree 33 33 

Master’s Degree 17 17 

Doctoral Degree 7 7 

Role   

Academic 7 7 

Executive 12 12 

Management 18 18 

Technical 64 63 

Industry   

Banking and Financial Services 26 25 

Construction 4 4 

Consulting 6 6 

Education 14 14 

Government 14 14 

Healthcare 6 6 

Information Technology 18 18 

Insurance 5 5 

Other 8 8 

Table 1. Survey demographic profile 

Interview Respondents 

In the first Section of the interview, the respondent’s data on gender, age, experience, role and the sector 

within which the organization is in was gathered. Table 2 presents an overview which shows that most 

of the respondents were male with the largest age group being the plus 45 years. Most had less than 10 

years of experience with the largest number being at the executive level. The legal and networking 

sectors were the most represented sectors. 
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Demographics Count Percentage  

Gender   

Male 6 86 

Female 1 14 

Age   

35–44years old 3 43 

45 years + 4 57 

Experience   

Less than 5 years 3 43 

Less than 10 years 4 57 

Role   

Executive 3 44 

Management 2 28 

Technical 2 28 

Industry   

Legal 2 28 

Networking 2 28 

Telecommunications 3 44 

Table 2. Interview demographic profile 

Emerging Technologies 

Hackable 

The study shows that over half of the participants reported they believe that emerging technologies are 

easier to hack. Figure 1 shows that a combined 61% of the respondents found these devices and 

technologies to be very easy and somewhat easy to be hacked. IoT has been identified as having 

weaknesses that can be exploited, as some of these devices and technologies have weak security features 

by default (Harbi et al., 2019; Balaji et al., 2019). An additional 38% found them to have an average 

risk. Perceived risk of these devices and technologies is high when the results are combined. Reports on 

data breaches can influence public perception of data controllers and the privacy risks of data breaches 

(SophosLabs, 2019; Verizon, 2019; Hinchliffe, 2018; Lee & Rotoloni, 2016). This explains why 

respondents view these devices and technologies as hackable. 
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Figure 1. Hackable 

 

The most significant part of these results is that risk perceptions do not dissuade users from using these 

devices, as is highlighted by previous results about their usage patterns. Privacy calculus theory states 

that users disregard the risks associated with a technology if its perceived benefits outweigh the risks. 

Perceived benefits motivate users when the risks of using new technologies are perceived to be lower 

than the benefit (Bhatia & Breaux, 2018). The use of the service is more valuable than its risks and this 

is a challenge to privacy. The users are a source of risk or threat to privacy due to their willingness to 

ignore obvious risks to personal data.   

As one participant stated: 

“Yes. As emerging technologies tend to be focused more towards machine learning and AI which 

needs baseline information, a lot of it private, which makes regulation tricky.”                                                                                                                

(Participant Comment 33) 

The baseline of the devices requires personal data to operate, which is risky. How the data gets stored 

and processed should be regulated to lower such privacy risk to users’ data. 

Vulnerability of New Technologies 

The general perspective from the respondents was that emerging technologies can be used in negative 

ways. Five respondents (71%) expressed this view in relation to a few botnet examples employed in 

hacking IoT devices using malware installed on mobile devices. If someone has the intention to track 

and profile users, then they can use the different sensors that are embedded in a mobile device. From a 

technical standpoint, mobile devices automatically detect Wi-Fi signals and install Bluetooth devices. 

This represents the smart nature of the technology, as it can learn about the user’s movements 

automatically. A typical example is the following response from one of the respondents: 

“I mean my watch is busy trying to do that from time to time it says speak and I say I don’t want 

to speak to you and I swipe it off.”                                                                                           

(Respondent Comment 6)  

This highlights the intrusiveness of some of these devices. Users can reconfigure their devices to disable 

these features; unfortunately, by default, devices are set to capture as much information as is necessary. 

New technologies are collecting user personal data constantly and processing it in terms of online 

behavior in order to profile users. There have been cases where smartphones auto-recorded users 

without their knowledge and permission. In addition, personalized advertisements are displayed and 

collect data about users as they browse websites (Lau et al., 2018). The “secret” recording of users by 

smart devices has caused legal issues in America where Amazon’s Alexa Home Assistant has been 

found to store recordings of users and relay the information to Amazon (Lau et al., 2018). 
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At least two (29%) of the respondents took a more neutral stance, highlighting that they believed 

technology was neutral.  

“The Internet makes committing crimes easier, it makes combating crime easier to some extent it 

also makes it adds complexity in terms of jurisdiction and where people are.”                                                                                                                  

(Respondent Comment 1) 

Furthermore: 

“Emerging technologies yes they may enable it but only in the sense that they are new but they 

are neutral in terms of . . . they have a positive function but bad players can always take that and 

misuse it.”                                                                                                                             

(Respondent Comment 3) 

These respondents believe that it is not possible for a technology to be inherently bad. For the 

technology to have a good or bad effect on society depends on how users use it. Misuse leads to 

undesirable effects. 

Privacy 

Threats 

Figure 2 highlights how the participants felt about the fact that data breaches are currently the highest 

risk to privacy. About 62% reported that breaches are a privacy risk and the literature does confirm this. 

A sharp rise in breaches has made users perceive their data as being important and changed their 

attitudes towards how it should be handled by data controllers (Corones & Davis, 2017). Hackers were 

the next highest privacy risk, at 34%. Hackers are responsible for several data breaches; therefore, it 

makes sense that they were identified as a threat to privacy. Hackers can also steal data directly from 

individual users if they are motivated to do so. 

Some participants view surveillance as a privacy risk (10%). For example, a government that conducts 

surveillance on citizens is considered as a threat to users’ privacy (Klitou, 2014). The governments do so 

to achieve national security and to preserve order (Fuller, 2019). This however exposes the activities of 

citizens to the government (Stalla-Bourdillon et al., 2014). The movements of citizens are monitored, 

including financial transactions and phone messages (Fuller, 2019). In the US, law enforcement has 

been given special powers to demand citizens to switch on their phones (Donohue, 2019; Khilji, 2019). 

This can be done without a warrant if an officer is suspicious of an individual.   

The results show that 14% of the participants stated other privacy threats in their responses such as: 

14%

10%

34%

62%

Other

Government  Surveillance

Hackers

Data Breaches

 

Figure 2. Threats 
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“The weakest link in my experience is always the human factor. You can train people etc, but as 

long as their risk perception remains low, their attitudes towards adopting and sticking to secure 

habits and practices suffers.”                                                                                                

(Participant Comment 16) 

The human factor was identified by one participant as affecting risk perception. While participants in the 

previous section understand that the devices are hackable, this does not influence the security awareness 

of users. Users hold the view that they are unlikely to be targets of potential hacking, hence, they are 

safe. This attitude towards security is a threat, as individual attitudes can compromise a security strategy. 

Threats: Mobile 

All the respondents stated that mobile devices are a threat to user privacy in one way or another. This 

finding is supported by a number of researchers who highlighted the dangers of personal data stored on 

mobile devices (Crossler & Bélanger, 2017; Au & Choo, 2016; Kadir et al., 2016; Marques et al., 2016). 

Mobile devices are the main gadgets through which users browse the Internet, especially in the 

developing world (ITU, 2017). They are relatively inexpensive compared to desktop or laptop 

computers and have embedded Internet-access capabilities. The ITU estimates that about 56% of the 

population in South Africa has Internet access (ITU, 2017). It is also estimated that approximately 29 

million of these users are active mobile Internet users. These users with Internet access may not have the 

same level of education and awareness of the privacy risks posed by these devices (Tamò-Larrieux, 

2018).  

Younger users own Internet-enabled mobile devices in South Africa as compared to other countries on 

the continent (Lannoy, 2018). It has been shown in previous studies that these groups of users tend to 

self-disclose at a higher rate than users who have been on the network for a longer period. One 

respondent made the following observation: 

“Our cyber-security awareness is so low we have so many new people coming onto the Internet 

all the time who don’t have any experience who’ve got a new machine which doesn’t have anti-

virus or anything. It’s quite easy to compromise those machines and to create that botnet and a 

lot of that is in South Africa.”                                                                                             

(Respondent Comment 3) 

The respondent expanded on this comment by highlighting that in the early days of the Internet, 

machines would be managed by Internet-cafe owners who would be responsible for the security of the 

devices. This is in direct contrast with the devices’ security being the responsibility of a given user. 

One of the challenges of using mobile devices is that they can be infected by malware (Au & Choo, 

2016). The installation and management of applications on smartphones can be a challenge for users 

who are not knowledgeable, which may lead to their security being compromised (Au & Choo, 2016). 

The respondents observed that attackers make use of different strategies to access users’ data. One such 

strategy is to lure users into downloading and installing an application that has a simple function, such as 

editing photographs. The user then gets a notification that the application needs to be updated and that 

the update should be approved. The update can include a request for more permissions which the 

application does not need. This ordinarily would raise a red flag or concern from a more knowledgeable 

user, but novice users simply agree and accept the offered option so that they can continue to use the 

application.  

A study was done to explore different users’ comfort levels with mobile applications that request 

permissions that run in the background. The participants believed that for them to be comfortable, they 



Nyoni et al.  Privacy Regulation in Emerging Internet Technologies 

The African Journal of Information Systems, Volume 13, Issue 1, Article 1 13 

need to understand when and why a mobile resource is requested (Votipka et al. 2018). They do not 

view background resources to be of equal importance as other applications’ requests (Votipka et al. 

2018). These findings highlight the importance of user education and that users must be informed as 

they install new applications.  

There are internal checks within application stores for the most popular smartphone operating systems, 

such as Android and Apple (Cruz et al., 2019). In the case of Android-based phones, hosted by the 

Google Play Store, applications are tested via Play Protect to see if they have any potentially dangerous 

code. A respondent observed that attackers, however, use other ways to bypass the testing strategies. 

One way is to link their malicious code to operate with the mobile device’s gyroscope sensor when it is 

active. This represents the challenge of detecting malicious applications and that users should not just 

trust an application simply because it is hosted and downloaded from an official source (Cruz et al., 

2019). 

One respondent observed that in certain cases, malwares are pre-installed on the devices. The spyware is 

known as Pegasus spyware, which has been developed by NSO, an Israeli company, to be sold to 

governments only (Marczak et al., 2018). It is used by governments to spy on journalists and human 

rights activists (Marczak et al., 2018). According to a 2018 report, this spyware was found to have 

infected numerous phones in South Africa (Marczak et al., 2018). This is the reason why the 

respondents argue that mobile technology violates one’s privacy. 

IoT Threats 

Two respondents (29%) reported that other devices, such as IoT devices, can be a threat to privacy. 

Every manufacturer is creating unique products, which makes compatibility difficult, thereby affecting 

the design of secure IoT. Devices such as pacemakers were identified as an example of a threat: 

“Your off-the-shelf pacemaker today has an IP stack in it and the hospital updates what your 

pacemaker is doing by making it update so the potential for someone to hack my pacemaker and 

get it to do something dodgy is not insignificant.”                                                                                         

(Respondent Comment 1) 

Medical personal data has strict regulations governing how organizations should store it. These 

regulations need to reflect the changing technologies that can store patients’ information which can be 

hacked (Eggers et al., 2018). Another technology mentioned by a respondent was self-driving cars 

which have been shown to be hackable. This may lead to undesirable outcomes such as accidents being 

caused by a car that has been hacked. The issue of voice-activated assistants came up in one of the 

interviews. The interview respondent mentioned that: 

“Yes, I’ve disabled Siri. I have disabled her but it’s because it picks up certain phrases whenever 

you have done your Google search because Siri is competing with Google.”                                                                                                          

(Respondent Comment 6) 

The threat of a live microphone which activates itself and records users’ conversations is understood to 

be a privacy risk by one of the respondents. They went on to say the technology reflects the smart nature 

of mobile devices which are constantly learning about their users by monitoring them (Lau et al., 2018). 

User Created Risks 

The respondents noted that users are a source of privacy risks. Users are willing to disclose personal data 

which makes them more vulnerable to attacks. Personal data that is stored on smart devices has the 
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potential to be stolen by hackers (Moore, 2017). Users may also have the personal data of their family 

members, friends, or work colleagues stored on devices which may have a severe impact in the event of 

a breach. The devices have minimum privacy settings which can be a threat to users’ privacy (Kshetri, 

2016). Data is not encrypted by default which makes these devices more vulnerable.  

A study was done to understand the different behaviors of users regarding the use of smartphones. The 

users showed moderately secure behavior when using smartphones (Nowrin & Bawden, 2018). Their 

behavior varies depending on gender. More awareness training may help to improve secure behavior 

(Nowrin & Bawden, 2018). Another study was done to investigate the security behavior of smartphone 

users in China. It was found that users have poor awareness of potential malware when installing or 

updating mobile applications (Zhang et al., 2017). The different groups of users had different levels of 

knowledge based on their age and income levels (Zhang et al., 2017). 

Another risk that users face is when they give permissions to applications on their mobile devices. Users 

are not always aware of how their data is used when personal data is shared on new technologies (Au & 

Choo, 2016). In the past, data controllers have been found guilty of data misuse also, which also affects 

even the large companies (Taddeo & Floridi, 2017). An interview respondent mentioned that while large 

data controllers have improved how they inform users, it must be noted that in the past, they would hide 

that information in the End User Agreement.  

Malicious applications were discussed at the beginning of this section; however, the user aspect of risk 

results when users unknowingly agree to use a technology without being informed of the risks. 

Applications that are designed for one player, such as games or camera applications, should not request 

permissions from a users’ contact list, messages, or pictures on devices. One respondent commented 

that:       

“You have no idea who wrote that up, no idea if you’ve given it permission to share your 

contacts and your pictures and you don’t know what or who that application is sending your 

personal data.” 

(Respondent Comment 1) 

The permissions given to these applications mean that they can read the users’ sensitive data and share it 

with the developers of the applications who then sell it to third parties (Garcia-Rivadulla, 2016). Data 

stored in text format can be read on the device, including passwords to online banking applications. The 

respondent emphasized that when users install applications without reviewing permissions requests, it 

can lead to undesirable outcomes.  

When asked why, the respondent made an interesting explanation: 

“Let’s face it 90% of all users are far too lazy to fiddle with the settings on any program they 

use.”                                                                                                                                   

(Respondent Comment 1) 

Inaction by users can be a threat to privacy, as some users do not want to learn how to improve their 

own privacy. It may not be a good strategy to place the responsibility for data protection on the users, as 

they are more interested in using a technology than in learning how to protect their privacy as they use 

it. 
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Social Engineering 

Four respondents (57%) mentioned that social engineering was a threat to privacy. This is when 

attackers attempt to get an individual’s personal data to build a profile. Attempts at phishing trick users 

into giving out their personal data by pretending to be authentic websites (APWG, 2019). The users 

unknowingly share their data only to be attacked by the hackers. One of the respondents shared an 

experience they had with a phishing attempt:          

“Somebody called me yesterday and said to me we’ve got R9,000 of yours we’d like to transfer it 

to your account and I said which greenback account then they said Nedbank . . . the first thing 

that came to my mind was that this person didn’t even tell me what their name is or where they 

were calling me from but now he already knows my information . . . he said give me the expiry 

date and the number of your card.”                                                                                                                                               

(Respondent Comment 2) 

The experience ended with the respondent telling the caller to call back after five minutes. When the 

cybercriminal did not call back, the respondent redialed the number that was used but it was 

disconnected. Scams can succeed as attackers have a profile of a user and simply need one or two pieces 

of sensitive information to complete the profile. The more information a user discloses, the more 

vulnerable they become to attacks (Garcia-Rivadulla, 2016). In an organizational context which has 

access to someone who provides information, this can help an attacker to collect enough details to 

launch an eventual attack. 

DISCUSSION 

This Section discusses the findings in the context of literature and theory. This Section is organized 

according to research questions based on the aims presented in the introduction. The most relevant 

results have been selected to answer each of the research questions. This has been done to determine if 

the collected data adequately answers these questions. Under each heading, a summary of the findings is 

embedded within a discussion of the wider context of the results. 

RQ1. To what extent are emerging technologies vulnerable to privacy and security attacks/breaches? 

More than half of the respondents indicated that emerging technologies are vulnerable to potential 

attacks. This may be due to press reports of data breaches and the growing calls for more privacy 

(Hinchliffe, 2018; Lee & Rotoloni, 2016). A previous study was done to determine how security and 

behavioral tendencies of users impact the views of companies in light of past security breaches. The 

presence or absence of breaches influences users’ views (Curtis et al., 2018). It has a lesser effect on the 

intentions of users to be more secure (Curtis et al., 2018). 

This does not influence their willingness to use these technologies. Research indicates that convenience 

is the main reason why users adopt new technology over any perceptions they have on privacy (Gashami 

et al., 2016). These finding explain why users continue to use emerging technologies despite their 

reservations concerning privacy (Gashami et al., 2016). They use technologies to store their data in the 

cloud in either email form or through uploading files. They also use banking applications on their 

mobile devices as they offer convenience which appeals to smartphone users.  

There is theoretical support why users continue to use these devices. Privacy calculus states that users 

are likely to decide whether to use a new technology based on rational processes of cost-benefit analysis 

(Ching et al., 2016). This is because if users see that the perceived value outweighs the risks, they ignore 

the privacy challenges of a given technology (Moller, 2012). When a new technology is viewed as 
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valuable, its adoption increases exponentially (Plangger & Montecchi, 2020). Some users may believe 

that they can control the risks better than others and this gives them confidence as they use the 

technology. The use of the service is more valuable to the user than the potential danger it poses to 

privacy. 

A study on user privacy concerns found that 40% of South African users were worried about privacy 

(Hootsuite, 2019). This shows that a significant number of users are concerned about the misuse of data. 

The findings in this study found that most participants believed that emerging technologies have made 

hacking simpler. This supports the view of users who consider technology as having privacy risks. A 

potential influence on user risk perceptions are the numerous reports of data breaches (IBM Security, 

2019).  

IoT was singled out as having internal weaknesses that can be exploited, as these devices lack basic 

security features. The probability of a data breach increases if the device has no internal security features 

or they are not configured for security. This is because as personal data is stored and shared on these 

devices, it can be affected potentially by a data breach. These new technologies are equipped with 

sensors that are Internet-based and attackers can access these devices and use them to create botnets that 

can be used to launch other attacks. The participants shared instances of botnets created as a result of 

hacking IoT hardware and malware deployed on mobile devices which depict the vulnerability of these 

devices (Fruhlinger, 2018). Users can decide to turn off some features if they wish; unfortunately, the 

devices are configured to gather as much data as possible by default. New technologies can access and 

process users’ private data to profile them. 

RQ2. What threatens privacy and security in emerging technologies today? 

Regulators identified mobile devices as the major threat to user privacy. Malicious applications threaten 

privacy as well as users’ lack of cybersecurity literacy (Tamò-Larrieux, 2018; Neisse et al., 2016). 

Infected applications or malware that are installed on mobile devices pose a risk. Installing and 

managing smartphone applications can be a challenge for users who do not have cyber expertise (Neisse 

et al., 2016). One approach used to obtain information from users is to entice users to download and 

install an application then update it. When they give permissions to applications on their mobile devices, 

they are not always aware of how their data is used (Neisse et al., 2016). The problem with this is that 

users are not always well informed on the risks involved in this process. A study was done to explore 

users’ views on updating mobile applications. This study revealed that users who do not update their 

applications are likely to have had negative experiences with the updating process (Mathur & Chetty, 

2017). This has a negative impact on application security, leaving them more vulnerable to attacks if the 

applications are not patched or updated appropriately (Mathur & Chetty, 2017). 

Some websites use online trackers to advertise to users as they browse the web (Razaghpanah et al., 

2018). When an application is launched, data is sent to third party trackers. This data can be in the form 

of what device is being used or which sites are visited (Razaghpanah et al., 2018). These tracers violate 

users’ privacy, as they share user data with third parties without the consent and knowledge of users.  

Regulators noted that users are responsible for the privacy attacks they experience. Users are willing to 

disclose personal data which makes them more vulnerable to attacks (Choi et al., 2019). Data controllers 

have in the past been found guilty of data misuse, showing that this issue affects even the large 

companies (Taddeo & Floridi, 2017). 

As mobile device usage increases so does the exposure to attacks (Au & Choo, 2016). A higher adoption 

of the technology can create more chances for attackers to hack the devices. This raises the risk to 
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personal data being misused by the data controllers. Certain factors affect perceived risk, such as 

uncertainty over the new technology, regulatory uncertainty, and the unavailability of information (Yang 

et al., 2015). Potential risks can be found in new mobile applications which have been shown to contain 

malware (Neisse et al., 2016). Users can connect to unsecured Wi-Fi which can be used as an attack 

vector. New users are also a threat as they can be tricked into installing malware that they should not 

install (Au & Choo, 2016). 

Different privacy threats are growing as new technologies are being released into society (Leenes, 

2019). Devices such as the IoT have created a new way for large botnets to be created (Urquhart, 2018). 

These new technologies are equipped with sensors and are connected to the Internet (Peppet, 2014). 

Some of these devices lack basic security features and are not configured for security. Attackers can get 

access to these devices and use them to create botnets, such as the Mirai virus that can be used in other 

attacks (Fruhlinger, 2018). In 2019, a variant of the Mirai virus was found to be selecting new 

architectures to attack such as new IoT devices (Gatlan, 2019). This shows that the malware threat on 

new devices is still growing and needs to be solved. Unsecured IoT devices can be a threat to privacy as 

every manufacturer is making different IoT products (Harbi et al., 2019). There is no universal 

agreement on low-level protocols or frameworks to guide the development of IoT devices and this is a 

challenge data protection. As mentioned before, Mirai virus variants can be used to attack these devices 

(Gatlan, 2019). This shows how a lack of standards threatens privacy. 

Conceptual Framework 

Privacy research is by nature multidisciplinary as it covers both legal and technological dimensions. 

These dimensions provided the concepts presented in the conceptual framework illustrated in Figure 1. 

Through a process of inductively theorizing from the literature and the collected data, we arrived at the 

integrated framework. The theory-development approach used in this study was to review relevant 

literature on regulation and emerging technologies, integrate the key concepts identified with insights 

provided by the collected data to build a theory or pattern of meaning (Tracy, 2019). This was an 

iterative process of moving from identifying relevant categories, refining them, and assessing their value 

until the final theory was developed (Corbin & Strauss, 2014). Figure 3 outlines the conceptual 

framework and introduces six new propositions that emerged from the collected data. 
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Figure 3. An integrative framework for regulating privacy in emerging technologies      

The framework shows that it is important to have a current understanding of cyber-security and privacy 

when dealing with new technologies. A lack of understanding how privacy affects data protection can 

lead to ineffectual privacy laws. Companies and governments that do not value privacy will fail to 

protect user data or misuse it for their own gain. This is how privacy can be observed by policymakers 

as they investigate violations. These two concepts are interlinked, as has been shown by this study. A 

lack of security often leads to privacy violations (Conger & Landry, 2008).  

The propositions were formulated in interaction with the literature and the results (data) collected in this 

study. These propositions are part of the theory-building process, as they are part of explaining what is 

occurring (Maxwell, 2014). They serve as tentative answers to the research questions. Based on the 

findings, some of the propositions were found to be supported. New propositions also emerged from the 

data which we present in the next Section. 

Privacy Threats 

As new devices become more embedded within our daily lives, they generate and store personal data 

about us (Conger et al., 2013; Solove, 2011). Devices, such as smartphones, send out personal data on 

users to many other companies that are unknown to the users (Bunnik et al., 2016). The devices give 

data trackers enough information to profile users and this is a privacy risk. Cyber-attacks have taken 

place where hackers have stolen users’ personal data. Governments who use surveillance systems that 

spy on citizens’ online activity can access personal data (Sarat, 2015).  
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When companies use predictive analytics, it affects user privacy as their private data is collected or 

shared with online advertisers (Bunnik et al., 2016). A data breach which leads to hackers possessing 

users’ personal data can lead to cyber-crimes being committed against them, such as identity theft or 

ransoms (Federal Trade Commission, 2018; Lee & Rotoloni, 2016). These findings lead to the following 

proposition: 

Proposition 1: There are multiple threats facing emerging technologies which are in the form of mobile 

devices, data breaches, and user created risks. 

International Benchmarking 

Best practices should be incorporated alongside local approaches and benchmarked against international 

standards (Subrahmanian et al., 2015). This can help users to appreciate that privacy standards are being 

maintained. Certain technologies, such as the IoT, have the potential to be misused and this requires a 

pro-privacy approach to regulating them. Ruggiu (2018) implores governments to be more specific and 

less permissive. This is due to overlapping roles human rights and ethical standards are experiencing 

(Reins, 2019). The more impact new technologies have the more regulators should actively monitor their 

usage (Reins, 2019). 

The following proposition is observed: 

Proposition 2: Benchmarking against international privacy approaches can help the development of local 

data protection laws. 

Data Protection Legislation 

Governments must provide some form of oversight on corporate activities (Sethi & Sethi, 2016). The 

government, through public law regulatory infrastructure, must also oversee the implementation of 

prevailing legal theories on how privacy is enforced within their jurisdiction. Companies view privacy 

regulation as preventing them from maximizing profits (Cohen, 2012). To deal with this, the 

government often consults with other stakeholders in the industry, such as advocacy groups, to provide 

insights. These can be used to address any shortcomings in legislation. This cooperation seeks to provide 

higher levels of privacy protection for users and to manage the risks and liability involved in such. It is 

also necessary, as policymakers are often not technically aware of the specifics of new technologies and 

how they affect society at large (Ludlow et al., 2015). This is a common challenge which is known as 

the “pacing problem” (Ludlow et al., 2015). 

Governments must develop regulatory approaches that are fair and promote a multi-stakeholder 

approach (Sethi & Sethi, 2016). The governments may seek to motivate the industry to adopt self-

regulation (Tropina & Callanan, 2015; Hirsch, 2013). This allows industries and governments to come 

together in implementing voluntary codes of conduct through partnerships (DTPS, 2017). 

A new revised proposition has been formulated based on the findings: 

Proposition 3: Effective legislation along with other strategies can improve users’ data privacy and 

security as they use emerging technologies. 

Protective Measures 

Users should take a proactive approach towards privacy by learning how to protect their data (Beigi et 

al., 2019). Users should not use the default settings offered by emerging technologies or online services. 

They must take advantage of maximum privacy settings; otherwise, their data remains vulnerable. 
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Privacy-enhancing technologies are useful in this regard. They range from browsing the Internet in a 

browser that masks a user’s IP address or using cryptocurrencies, such as Bitcoin, to pay for online 

transactions (Tamò-Larrieux, 2018). It must be noted that open-source developments are not guided by a 

central authority. There has been some controversy over the anonymity they create and how they 

empower individuals to commit crimes without being traceable (Tamò-Larrieux, 2018). 

The following proposition about protective measures is observed: 

Proposition 4: Protective measures may accompany legislation for them to manage new threats 

effectively. 

Business and Government Interests 

Views on privacy continue to be affected by national interests regarding security and business interests 

on profit, while users require trusted computing (Cavoukian, 2012). The increase in awareness of data 

breaches causes users to advocate for privacy protection. Online services that cannot assure data 

protection may force users to consider whether it is worthwhile to continue using those services (Lee & 

Rotoloni, 2016). The following proposition about the interests that affect privacy is observed: 

Proposition 5: The different interests of groups, such as companies and governments, will continue to 

influence how emerging technologies are used in society. 

Cultural Factors 

Privacy is affected by cultural aspects as well (Tropina & Callanan, 2015). The ways society’s views 

about privacy evolve is affected by the new technology and its capabilities (Peppet, 2014). Privacy is 

seen through the prism of cultural context, which is shown in the framework. The different approaches 

to privacy reflect cultural differences across the world, which must be observed by international data 

controllers.  

Privacy must be viewed as contextual, depending on factors that influence it in each region (Ahituv et 

al., 2014). According to Edmundson (2008), “Cultural and temporal variation is seen as a feature of the 

norm of informational privacy.” Privacy may be less respected and upheld in various cultures, which is a 

concern (Wilk, 2018). This leads to privacy regulation being subject to “wide variation across 

jurisdictions as well as subject to enlargement, qualification, and repeal by ordinary legislation” 

(Edmundson, 2008). 

Due to cultural complexity, different approaches to privacy exist (Wilk, 2018). In relation to privacy, 

self-regulation would entail businesses taking responsibility for the safety of users’ personal data which 

they store on their servers or cloud storage architecture (Sethi & Sethi, 2016). This requires the 

companies to operate in the public interest as they self-regulate, which is one of the ideals which this 

study suggests. These factors led to the proposition that: 

Proposition 6: Culture influences how society’s ability to combat new threats that emerge from 

emerging technologies. 

Evolving Views on Privacy 

As the general understanding of privacy continues to evolve due to innovations and new legislation, an 

opportunity exists for new theories to transform how society views privacy. This is represented in the 

integrated framework by adding an element that allows for new ideas to inform a theory-based approach 

to privacy, thus allowing for a form of feedback to exist.  
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Previous studies on innovation have highlighted the need to acknowledge the potential impact new 

technologies have on users, corporations, and governments (Leenes, 2019). There is a need for the 

responsible usage of these technologies (Leenes, 2019). This is called the engagement approach to 

innovation and has the aim of ensuring that all stakeholders remain informed (Konrad et al., 2013). An 

instrument that would guide them as they deploy their products or services may be able to assist them to 

adhere to legal requirements (Konrad et al., 2013). 

After examining the findings, this study proposes that: 

Proposition 7: Privacy is not a static concept and continues to evolve as new technologies are developed. 

Implications 

Consistent and reliable protective measures are needed; more policies should be introduced to protect 

user privacy. A scheme of various interventions is more efficient in coping with long-term privacy 

breaches (Mandel, 2013). This scheme should limit data controllers’ actions. If a data controller breaks 

the constraints, the policy scheme should alert the public. 

User Education; digital literacy must emphasize security skills to equip users when using new 

technologies. The use of tools, such as private tabs when browsing, VPNs, ad blockers and anti-trackers, 

must be included in digital courses. Educational programs can help as well and the government should 

make information widely available. Presenting successful case studies of data controllers implementing 

local data protection standards can help improve confidence in them. The formation of user groups who 

advocate for secure online practices can also help to achieve this digital literacy. Peer education can 

have a positive impact in spreading awareness among users who do not have access to formal learning 

channels. 

Changing technological landscape; previous approaches may not be enough due to new technologies and 

the increasing number of data breaches. Some participants stated that security is an ongoing process 

which needs to be managed properly. Effective awareness and training programs can also help (DTPS, 

2017). It is important that security programs are developed and maintained by data controllers, as they 

are responsible for how users’ data is held and processed. 

LIMITATIONS AND FUTURE RESEARCH 

This study does not examine in depth the technical solutions that are available for privacy protection. 

Some of these solutions include encryption with hash algorithms or fragmentation of data. Instead, the 

study mentions them as solutions used by developers of the technologies. This study is aimed at helping 

the policy formulation for data protection laws. 

In this study, the response rate for the survey was not as high as it could have been. Certain 

organizations which could have distributed the survey did not find the survey to be linked with their 

goals or interests. The response rate affected the ability to produce more sophisticated statistical tests. 

This led to triangulating the results by cross-checking them with interview data. 

The challenge identified in this study merits further investigation, as new threats to privacy exist. As the 

scope of the study was focused on a few emerging technologies, further research is required on more 

technologies not investigated in this study. Technologies such as 5G wireless networks, block chain, and 

smart cities present an opportunity for future research. Personal data is valuable and data breaches must 

be prevented as new technologies process this information. It is necessary to protect privacy on 
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technologies with more capabilities to keep policymakers informed as they make decisions on what to 

regulate. 

What This Study Is Not 

This research is framed for the policy design and formulation to regulate emerging technologies. It seeks 

to bring a technological perspective to policymaking, and it does not seek to provide a detailed 

comparative analysis of current regulations and frameworks in South Africa. Previous studies by 

Ntsaluba (2018) and London (2013) have covered that ground. Instead, it seeks to provide guidelines for 

regulators as they conceptualize privacy regulation and improve current data protection standards. 

CONCLUSION 

Privacy threats affect new technologies and there is a need to be aware of this possibility. New 

technologies, such as the IoT, need to be monitored from a regulatory perspective to enforce security 

principles when they are being developed. An anticipatory approach to regulating new technologies is 

necessary to mitigate threats. This research highlighted that privacy risks can harm users and they have 

to be addressed. This study argues that new technologies fall under the types of threat categories that 

should be regulated to ensure that the country or continent can enhance its data protection laws. 

Regulating these technologies can help to mitigate the risks associated with using the technologies. 
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APPENDICES 

ANNEXURE A: ONLINE SURVEY QUESTIONNAIRE 

Section A: Demographic Information 

Gender: 

Mark only one value 

□ Female  

□ Male  

Age: 

Mark only one value 

□ Under 18 years old  

□ 18-24 years old  

□ 25-34 years old  

□ 35-44 years old  

□ 45 years +  

Level of qualification: 

Mark only one value 

□ National Certificate  

□ Bachelor's Degree  

□ Honours Degree  

□ Master’s Degree   

□ Doctoral Degree 

Role within your Organisation: 

Mark only one value 

□ Executive  

□ Management  

□ Technical  

 

Level of experience:  

Mark only one value 

□ Less than 5 years  

□ Less than 10 years  

□ More than 10 years  

Section B: Survey Questions 

Emerging Technologies 

1. Do you store any personal data in the cloud through e-mail or cloud storage  
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Mark only one value 

□ Yes  

□ No  

2. Do you use devices that connect to the Internet at home such as smart TVs, watches or any other appliance? 

Mark only one value 

□ Yes  

□ No  

3. Do you use online banking services on your smartphone? 

Mark only one value 

□ Yes 

□ No  

4. How often do you use any of your other smart devices to store your personal information (such as email 
address or phone number?) 

Mark only one value 

□ Frequently  

□ Moderately  

□ Rarely  

□ Not at all  

□ Don't Know  

 

5. Are emerging Internet technologies i.e. Internet-of-Things making it easier to hacked or cyber-stalked? 

Mark only one value 

□ Very Easy  

□ Somewhat Easy  

□ Average  

□ Somewhat Difficult  

□ Very Difficult  

Privacy 

6. Which of these do you perceive to be the biggest threats to users’ cyber-security and privacy today? 

Mark all that apply  

□ Hackers [using key loggers, trojans, etc]  

□ Data Breaches [theft of users’ personal data]  

□ Government Surveillance  

□ Social Engineering [in combination with phishing]  

□ Other (please specify) 
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7. What is your largest concern regarding cybersecurity/privacy 

Mark only one value 

□ Lack of Regulatory compliance  

□ Costs of implementation  

□ Need for constant updating of systems  

□ Skills/Expertise shortage for system maintenance  

□ Artificial intelligence & machine learning  

8. Data controllers such as Google or Amazon store a lot of data on their users. How effective do you believe their 

protections for consumers’ data to be? 

Mark only one value 

□ Very Effective  

□ Effective 

□ Moderate  

□ Weak  

□ Very Weak  

9. Do you read User Agreements with companies before signing up for their services such as cloud storage? 

Mark only one value 

□ Yes  

□ No  

9.1. If you answered No, why? 

Mark all that apply 

□ I trust they will protect my data  

□ The End-User Agreement is too long  

□ I don't understand the technical language in the contract  

□ Other (please specify)  

10. Have you ever personally experienced a loss of private data through your mobile phone or other Internet-
enabled device? 

Mark only one value 

□ Yes  

□ No  

11. What tools do you use to protect your privacy when online? 

Mark all that apply 

□ Virtual Private Networks, Proxy Services & Onion Routers   

□ Crypto-Currencies i.e. Bitcoin  

□ Encrypted Cloud Services  

□ Password Generators  
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□ Ad & Pop-up blockers  

□ None  

 

 

 

12. How can developers or innovators of new Internet technologies improve privacy in their products/services? 

Mark all that apply  

□ Add privacy as a main feature to their products/services  

□ Have better privacy policies  

□ Comply with data protection laws  

□ Use less personal data or allow users to control their own data  

□ Engage users continually for feedback  

□ Other (please specify) 

Regulation 

13. Which region of the world do you believe has the best data protection laws? 

Mark only one value 

□ North America  

□ European Union 

□ Asia-Pacific  

□ Africa  

□ South America  

14. Do you believe competing interests such as national security or the need to make profits pose a challenge for 
privacy? 

Mark only one value 

□ Absolutely 

□ Sometimes  

□ Never  

15. Which of the following concepts is most relevant to how you view privacy? 

Mark only one value 

□ Risk  

□ Consent  

□ Trust  

Do you have any extra comments to make or issues you would wish to highlight? Thank you for your participation! 

ANNEXURE B: REGULATOR INTERVIEW GUIDE 

Section A: Demographic Information 

Please provide me with a few details about yourself and your role at the organisation. 
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Gender: 

Age: 

Level of experience: 

Role within your Organisation: 

Sector of the Organisation: 

Section B: Questions based on research objectives. 

Cyber-security 

1. In your opinion, do data controllers offer sufficient protections for users’ data? 

2. What are some of the biggest threats to users’ security and privacy today? 

3. How best can users manage their cyber-security when online? 

Data Protection 

4. Which region of the world do you believe has the strongest data protection laws and why? 

5. Do you believe the differences in approaches to data protection laws in the world are a challenge to building a 
secure Internet? 

6. How can current data protection laws be improved? 

7. Are competing interests such as national security or profit motive a challenge for privacy today? Why? 

Emerging Internet technologies 

8. Are emerging Internet technologies making it easier to conduct harmful activities such as hacking or stalking in 
today's world? 

9. What challenges do regulators face in regulating emerging technologies? 

Are there any other issues you would like to raise? Thank you. 
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