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[1] Climate change is likely to result in significant alterations in the atmospheric and
oceanic circulation, which may, as a result, affect species that depend on an ocean-driven
nutrient supply and particularly those that possess a dispersal phase in their life history.
In this paper we investigate the potential changes in larval dispersal and connectivity of
marine populations on the Chilean coast due to altered wind forcing consistent with a future
climate change scenario. Numerical ocean simulations forced by modeled present-day
and future winds under the Intergovernmental Panel on Climate Change A2 scenario are
used to investigate the potential changes in nearshore circulation. Off-line particle-tracking
simulations are then analyzed to determine resulting changes in larval dispersal and
connectivity under each scenario as a function of pelagic larval duration and for two
different possible larval behaviors: passive and vertical migration. It is found that the
projected future winds drive an intensification of the upwelling circulation, which results in
a relative annual mean surface cooling of 1°C over much of the domain, an increase in the
strength of the poleward undercurrent, and a more energetic mesoscale eddy field. Neutrally
buoyant larvae are inferred to have low rates of settlement under present conditions and
are more strongly disadvantaged under the simulated future conditions than larvae with
vertically migrating behavior. Larvae that posses an ability to sink out of the surface Ekman
layer are found to have higher rates of settlement under present conditions and are, in fact,
favored slightly in the A2 scenario for pelagic larval durations longer than 2 days. This
behavior-dependent response to future conditions may potentially drive a reorganization
of coastal communities.
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1. Introduction

[2] The persistent upwelling favorable wind conditions
found on the central Chilean coast render it one of the
most biologically productive regions of the global ocean
[Longhurst, 1998; Cury et al., 1998]. In addition to its vital
role in driving fertilization of the euphotic zone, the character
of the local ocean circulation is of great importance in the
population dynamics of the communities of organisms that
inhabit the region [Navarrete et al., 2005]. Many fish and
marine invertebrates possess a pelagic larval phase during
which their fate is strongly affected by the coastal ocean
circulation. In many cases, the pelagic larval phase is the
main or only means by which geographically separated
populations are connected, allowing maintenance of genetic

continuity within species and metapopulation robustness
through export of competent larvae to otherwise unsustain-
able populations. Thus the nature of the coastal circulation
is intrinsically linked to the ecology of coastal marine
populations.
[3] The ongoing effort to understand the ocean’s role in the

ecology of marine populations has uncovered a range of
possible mechanisms by which competent larvae can return
to shore [Shanks, 1995; Largier, 2003; Narváez et al., 2006;
Queiroga et al., 2007]. Along eastern boundaries character-
ized by active and often year-round offshore Ekman transport
at the surface, such as is the case for central Chile, retention
times for coastal waters are short and the ability of larvae
to return to shore may be dependent upon their ability to sink
below the surface Ekman layer and to the existence of
mesoscale or submesoscale features that produce cross-shore
transport or retention close to the coast. Thus it is conceivable
that, together with the expected increased in sea surface
temperature and ocean acidification and their effects on larval
development, changes in the character or frequency of larval
transport mechanisms in the future could bring consequences
for coastal invertebrate communities [Lett et al., 2010;
Brochier et al., 2010].

1Estación Costera de Investigaciones Marinas, Pontificia Universidad
Católica de Chile, Santiago, Chile.

2Laboratorio Internacional en Cambio Global, UC-CSIC, Departamento
de Ecología, Facultad de Ciencias Biológicas, PUC, Santiago, Chile.

3Departament d’Oceanografía Física, Institut de Ciències del Mar,
CMIMA, CSIC, Barcelona, Spain.

Copyright 2011 by the American Geophysical Union.
0148-0227/11/2011JG001731

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 116, G04026, doi:10.1029/2011JG001731, 2011

G04026 1 of 14

http://dx.doi.org/10.1029/2011JG001731


[4] Observations and modeling studies suggest that sig-
nificant changes are occurring in the atmospheric circulation
in eastern boundary systems related to increased atmospheric
greenhouse gas concentrations [Bakun, 1990; Mendelssohn
and Schwing, 2002; Echevin et al., 2011]. A poleward shift
and intensification of the southerly winds that prevail along
much of the coast is a robust result from the Coupled Model
Intercomparison Project (CMIP3), used as part of the Inter-
governmental Panel on Climate Change (IPCC) Fourth
Assessment Report (AR4) [Garreaud and Falvey, 2008; Sen
Gupta et al., 2009; Echevin et al., 2011]. As first suggested
by Bakun [1990] and supported in a number of recent
observational studies [García-Reyes and Largier, 2010;
Gutiérrez et al., 2011], this altered atmospheric circulation is
expected to result in an intensification of coastal upwelling in
the midlatitude eastern boundary systems. Thus the character
of the coastal circulation, and consequently of the dispersal of
coastally released larvae, may experience significant changes
over the course of the present century. However, as upwell-
ing is not a two-dimensional phenomenon, changes in its
intensity will not bear a simple dependence on changes in sea
surface wind and vertical stratification but will also vary as a
response to changes of the coastal circulation patterns. Thus,
it is not evident how the dispersal of coastally released larvae
may change over the course of the present century.
[5] The study sets out to test the hypothesis that a future

altered wind climate will result in significant changes in
patterns of connectivity of marine organisms inhabiting the

central Chilean coast. In order to investigate the potential
changes in the coastal circulation in central Chile and their
effect upon marine ecosystems, numerical simulations were
performed under both present-day and future climate sce-
narios using hydrodynamic and larval transport models. We
show that future wind forcing is likely to drive an intensified
upwelling circulation whose impact upon coastal inverte-
brate communities is sensitive to a larval swimming behavior
that varies the position in the water column. Following
an introduction and description of the models in sections 1
and 2, respectively, the methods are discussed in section 3,
and results of these simulations are presented in section 4 and
discussed in section 5. Concluding remarks are made in
section 6.

2. Site Description

[6] The study deals with the section of the central Chilean
coast located between 26°S and 39°S (Figure 1). An excellent
overview of the atmospheric and oceanic circulation on
South America’s Pacific coast is provided by Strub et al.
[1998]. The Chilean coastline has a predominantly meridio-
nal orientation and a shelf that is extremely narrow, espe-
cially toward the north. The Andes mountain range forms a
continuous barrier that intersects the atmospheric marine
boundary layer and supports the propagation of topographi-
cally trapped disturbances. The atmospheric circulation in
this region is dominated by the south eastern Pacific

Figure 1. (left) Topography of the southeast Pacific with the boundary of the model domain indicated.
The 1000 m isobath is marked. (right) Model domain with snapshot of modeled sea surface temperature
(SST) from day 360 of the baseline (BL) simulation. Locations of particle release for the particle-tracking
experiments are indicated in white. The 1000 m isobath is marked in white.
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Subtropical Anticyclone, which drives equatorward winds
along the coast. The summer intensification of the southerly
winds becomes more prominent with increasing latitude. As
a result, wind-driven upwelling is confined to summer in
southern Chile but occurs year round in northern Chile.
[7] The understanding of the oceanic circulation continues

to be limited by the paucity of observational data in the south
east Pacific, but nonetheless the existence of a banded
velocity field composed of a series of alongshore currents of
alternating direction has been inferred [Strub et al., 1995;
Shaffer et al., 1999]. The equatorward Chile Coastal Current
is a shallow coastal jet that develops adjacent to the coast
during periods of southerly winds [Aiken et al., 2008].
Beneath the Chile Coastal Current, the poleward Peru
Undercurrent follows the shelf break and may extend from
depths of 50–500 m, with a core that sinks from 150 m depth
in the north to in excess of 300 m in the south. The Peru
Undercurrent is typically of the order of 10 cm s�1 but has
been observed to exceed 50 cm s�1 and to occasionally
extend to the surface [Johnson et al., 1980; Atkinson et al.,
2002]. Farthest offshore is found the broad sluggish Peru
Current (also known as the Humboldt Current), the eastern
boundary current of the south Pacific. Observations also
suggest the existence of the poleward Peru-Chile Counter
Current running between the Chile Coastal Current and Peru
Current at the surface, and an offshore branch of the Chile
Coastal Current.
[8] The nearshore velocity field is also characterized by

a relatively high level of mesoscale variability in the form
of eddies and filaments [Djurfeldt, 1989; Cáceres, 1992;
Batteen et al., 1995; Leth and Shaffer, 2001; Hormazabal
et al., 2004]. These structures are generated through bar-
oclinic instability following coastal upwelling of relatively
dense water [Leth and Middleton, 2004]. Although upwell-
ing-favorable winds and offshore Ekman transport occur
throughout central Chile, the most intense upwelling is
associated with major geographical features, such as the
Lengua de Vaca (30°S), Curaumilla (33°S) and Lavapie
(37°S) points [Johnson et al., 1980; Strub et al., 1998;
Figueroa and Moffat, 2000; Aiken et al., 2008].
[9] The upwelling driven at Lavapie Point has received

particular interest because the waters nearby produce up to
4% of the annual global fish catch [Mesias et al., 2001; Leth
and Shaffer, 2001; Mesias et al., 2003; Leth and Middleton,
2004].

3. Methods

3.1. Hydrodynamic Model

[10] Simulations of the ocean circulation on the central
Chilean coast were performed using the Regional Ocean
Modeling System (ROMS), a hydrostatic split-explicit primi-
tive equation ocean model that has found extremely wide use
for regional circulation studies. Details of the numerics of
ROMS are given by Shchepetkin and McWilliams [2005].
ROMS has proven to be capable of reproducing a realistic
circulation in each of the eastern boundary current systems
[Marchesiello et al., 2003; Marchesiello and Estrade, 2007;
Estrade et al., 2008; Capet et al., 2008; Mason et al., 2010].
[11] The model domain encompasses the section of the

Chilean coast between approximately 39°S and 26°S, and
extends approximately 750 km offshore (Figure 1). An

orthogonal grid is used, rotated by approximately 10°
clockwise to follow the general trend of the coast. Horizontal
resolution is approximately 3 km alongshore, but in the
cross-shore direction increases smoothly from 6 km at
the open western boundary to approximately 1.5 km over
the 100 km closest to the coast. The coastal increase in
resolution allowed an improved representation of the coastal
boundary layer and of the Chile Coastal Current, features that
assume increased importance for determining the fate of
coastally released particles [Largier, 2003; Aiken et al.,
2007]. This resolution also is sufficient to resolve well the
instability processes that are responsible for much of the
variability in upwelling regions [Capet et al., 2008].
Bathymetry was interpolated from the ETOPO2v2 [NOAA,
2006], while the land mask was determined from world
vector shoreline (http://shoreline.noaa.gov/data/datasheets/
wvs.html). Following standard practice to limit the pressure
gradient errors that occur over steep terrain in sigma coordi-
nate models such as ROMS, a local Hanning filter was
applied recursively to the bathymetry so as to remove slopes
that exceed the criteria Dh/2 h > 0.2, where h is the water
depth [Haidvogel and Beckmann, 1999]. Although parts of
the Chilean trench exceed 7000 m in depth, a maximum
depth of 4000 m was imposed, and all seamounts were
removed. The radiation/nudging open boundary conditions
of Marchesiello et al. [2003] were applied to temperature,
salinity, and all components of velocity, at the three open
boundaries, with inward (outward) relaxation time scales of
1 day (360 days). The seasonally varying values for tem-
perature and salinity applied at the open boundaries
were taken from the NODC Ocean Data Atlas [Locarnini
et al., 2006] (above 1500 m) and the Levitus data set
Antonov et al. [1998] (below 1500 m), while geostrophic
velocities relative to 4000 m determined from the tempera-
ture and salinity data supplied the open boundary velocity
field. The velocity field so determined captures some of the
main features of the coastal circulation, including a surface
intensified coastal jet, a poleward undercurrent at the shelf
break consistent with observations, and broad northwestward
flow farther offshore [Strub et al., 1998]. Zero gradient
conditions were applied to surface elevation at the open
boundaries. Nudging layers were employed in the 150 km
prior to each open boundary, in which salinity, temperature
and surface elevation were nudged toward their climatolog-
ical values. The nudging time scale increased smoothly a
value of 360 days next to each open boundary toward infinity
in the domain interior. Similarly, 150 km wide sponge layers
were applied to the momentum field, wherein eddy viscosity
(diffusivity) decreased smoothly toward the internal value of
zero from a value of 100 m2 s�1 (50 m2 s�1) next to each
open boundary. These values are typical for regional ocean
models [e.g., Marchesiello et al., 2001].
[12] Climatological heat and salt fluxes were calculated

from the NCEP reanalysis [Kistler et al., 2001]. Relaxation
toward climatological sea surface temperature was included
in the form of a temperature-dependent heat flux correction
term, while surface salinity was also relaxed toward clima-
tology. Surface momentum fluxes were derived from the
model of Garreaud and Falvey [2008] (hereafter referred to
as GF). GF configured the PRECIS atmospheric circulation
model [Jones et al., 2004] for the Chilean region of the south
east Pacific. They performed simulations for the period
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1960–1990 under observed forcing, hereafter referred to as
the baseline (BL) scenario, and 2070–2100 under the A2
climate change scenario. Lateral boundary conditions for
the GF model were taken from the 20C and A2 integrations
of the Hadley Centre Atmospheric Model (HadAM3), an
atmospheric GCM found to simulate well the large-scale
atmospheric circulation of the west coast of South America
[Fuenzalida et al., 2007]. Surface heat fluxes were derived
from the HadISST1 data set [Rayner et al., 2003]. GF dem-
onstrate that the integration simulating present-day condi-
tions is in close agreement with Quikscat observations.
Because of the relatively high resolution of 25 km and the
availability of daily averaged data, the PRECIS wind field
resolves well variability in the southerly jet, the principal
driver of upwelling/relaxation on the central Chilean coast
[Muñoz and Garreaud, 2005].
[13] A predominant feature of the PRECIS simulations

demonstrated by GF is the poleward shift and intensification
of the upwelling favorable southerly wind regime that occurs
under the A2 emissions scenario (see Figure 2 and GF’s
Figure 2). This is also a robust result from the GCM simu-
lations performed for the Fourth Assessment Report (AR4) of
the Intergovernmental Panel on Climate Change (IPCC)
under a range of increased radiative forcing scenarios [Sen
Gupta et al., 2009]. This robust change in the wind field is
driven by an intensification of the zonal atmospheric pres-
sure gradient resulting from increased radiative forcing.
In order to simplify the analysis and concentrate on the role
of the altered wind conditions, fluxes of heat and freshwater
were identical for both simulations. That is, the differences
between the two runs can be unambiguously attributed to the
differences in the applied wind fields alone, and do not

include any direct influence from ocean warming or external
variability such as ENSO or coastally trapped waves. No
consistent trend for the atmosphere–ocean heat flux is present
in the IPCC CMIP3 simulations for this region, and a mul-
timodel mean shows it to be close to present-day conditions
[Sen Gupta et al., 2009]. Direct effects of surface heating
upon the ocean momentum field are likely to be of second-
ary importance in any case. In the following, in addition
to annual mean fields we present means over the periods
October–March and April–September, for convenience
referred to as summer and winter, respectively. The summer
period corresponds to the months typically associated with
upwelling in central Chile.

3.2. Particle-Tracking Model

[14] Simulations of larval dispersal were performed using
the off-line particle-tracking package ARIANE [Blanke and
Raynaud, 1997]. ARIANE employs an innovative algo-
rithm in which the particle trajectories are determined by
calculation of the exact three-dimensional stream function at
each time instance for which the velocity field is available.
The algorithm is efficient and accurate provided that the
frequency with which the hydrodynamic model output is
recorded is sufficient to resolve the evolution of the velocity
field. The velocity field from the hydrodynamic model was
recorded every 12 model hours, a frequency chosen to be as
long as possible to minimize storage overhead but without
compromising accuracy in the particle tracking. A test per-
formed using a velocity field write frequency of 6 h agreed
closely with the results when a 12 h write frequency was
used. Thus, the results presented below are relatively insen-
sitive to increased temporal resolution of the velocity field.

Figure 2. (left) Frequency (in events per day) of upwelling favorable winds, as defined by southerly
winds >6 m s�1, during summer and winter from the BL simulation and (right) difference in frequency
between the BL and A2 simulations.
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[15] An ensemble of particle-tracking simulations were
performed, involving the daily release of a patch of “larvae”
from a series of 400 evenly spaced locations separated by
3 km in the alongshore direction (Figure 1). Each patch was
composed of nine particles spread evenly within the nearest
model cell, and located initially at the surface. Patches were
released synchronously once every model day at 00:00.
Given that the wind field is composed of daily averages, the
once daily release time does not alias subdaily variability
such as would be associated with the sea breeze. The particles
were integrated forward in time for 90 days and their position
recorded once per day. Larvae develop competency to settle
over a period of time known as the pelagic larval duration.
While the pelagic larval duration will typically be sensitive to
temperature, with warmer conditions accelerating develop-
ment, here we assume that this timescale is independent of
temperature. The consequences of this assumption are dis-
cussed below. A “larva” was considered to have “settled” on
the coast at a given pelagic larval duration if it was located
within 2 grid cells of the coast (approximately 3 km) after that
lapse of time. Clearly the criteria used here for larvae to settle
is much weaker than that which occurs in nature, where lar-
vae must cross the coastal boundary layer and encounter a
suitable substrate within their competency time window
[Shanks et al., 2010]. In addition, we do not consider larval
mortality (e.g., because of starvation or predation), which can
be extremely high and may show a complex dependence
upon the local properties of the ocean [Morgan, 1995;
Vargas et al., 2006; Chiu et al., 2008]. Thus, the only form of
larval loss in the model corresponds to “larval waste”, i.e.,
larvae that are found too far from appropriate settling habitat
by the end of the competency period. Nonetheless, the spa-
tiotemporal patterns of “settlement” are expected to reflect
that which occurs in nature for larvae with broadly similar
attributes (pelagic larval duration, vertical swimming), and
hence serve as a diagnostic of possible relative changes in
larval dispersal due to an altered wind climate. Because many
processes that control the transport of larvae across the
coastal boundary layer are not included in the model, such as
waves, tides or the sea breeze, and the boundary layer itself
is underresolved, applying a stricter criteria would not add
greater realism to the settlement statistics.
[16] Identical ensembles of simulations were performed for

two distinct vertical swimming behaviors: (1) passive dis-
persal as a neutrally buoyant particle and (2) a diel vertical
migration to 50 m, hereafter referred to as neutrally buoyant
and vertically migrating larvae, respectively. In the former
the water column depth is determined by integration of the
vertical velocity, while in the latter the vertical position of
each particle was enforced to be 50 sin(2pt) m, where t is the
elapsed time in days. While the real larval swimming beha-
viors are potentially much more complex than either of these
scenarios, several studies have shown that assuming simple
larval behaviors in realistic but simple hydrodynamic models
can reproduce some features of the spatial structure of ben-
thic populations [Gilg and Hilbish, 2000; Hohenlohe, 2004;
Galindo et al., 2006; Cowen et al., 2006]. In addition, the
actual swimming behaviors of the benthic species that inhabit
the central coast of Chile are largely unknown. Here we
consider two simplified possibilities to illustrate the potential
for larval swimming behavior to influence patterns of con-
nectivity and their response to future ocean conditions.

[17] The results of the larval dispersal simulations were
summarized through the determination of connectivity
matrices as a function of pelagic larval duration, season and
year from the model settlement data. The value of the con-
nectivity matrix Ct(i, j) is given by the fraction of particles
released from location i that settle at location j after pelagic
larval duration t. Therefore each row of Ct gives the proba-
bility PS of settlement at the corresponding location as a
function of release location, and each column the probability
PR of successful release as a function of settlement loca-
tion. PR is commonly referred to as the dispersal kernel.
We note that the calculated connectivity matrix does not
take into account many factors that influence net fluxes of
larvae between populations, such as spatial variations in
larval production rates, larval mortality, and temperature-
dependent pelagic larval duration. The connectivity matrices
summarize the component due to oceanic transport only.

4. Results

4.1. BL Circulation

[18] The simulated circulation under baseline wind forcing
reproduces well the principal observed features of the sys-
tem. Seasonally and alongshore averaged offshore transects
of temperature and velocity are shown in Figure 3. A north-
ward current consistent with the equatorward Peru Current is
evident approximately 100–200 km from the coast. Maxi-
mum equatorward flow associated with the Peru Current
of approximately 10 cm s�1 occurred during summer. A Peru
Undercurrent was produced next to the coast and over the
shelf break along the length of the domain. Consistent with
observations [Hormazábal, 1995], the zone of poleward
velocity commonly reached to the surface, and the subsurface
velocity maximum of up to 30 cm s�1 was generally located
around 150 m depth. In the alongshore average the Peru
Undercurrent was slightly stronger and shallower in summer,
but this tendency decreased with increasing latitude. A rela-
tively shallow coastal jet, consistent with the Chile Coastal
Current, was most commonly found in the south of the
domain during summer, but was only intermittently present
along the coast elsewhere on the coast. The mean cross-shore
velocity is that of a classic coastal upwelling cell, with off-
shore transport in the shallow surface Ekman layer and more
sluggish onshore flow below. The strength of the offshore
flow decreased in winter together with the decrease in
southerly winds.
[19] The model was also able to reproduce the dominant

mesoscale structures associated with upwelling regions, in
the form of eddies and filaments (e.g., Figure 1b). The sim-
ulation mean surface eddy kinetic energy (Figure 4) was low
immediately next to the coast and reached maximum inten-
sity offshore, consistent with the work by Capet et al. [2008].

4.2. A2 Circulation

[20] Relative to BL, the A2 wind field has stronger south-
erlies that extend farther south and occur over a greater
fraction of the year. In addition, the periods of strong south-
erlies associated with intense coastal upwelling (defined
here by daily mean northward velocities exceeding 6 m s�1,
following GF) become more frequent (Figure 2). Given the
relationship between coastal upwelling and strong souther-
lies it is not surprising that the response of the ocean model to
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Figure 4. Surface eddy kinetic energy averaged over (a) the BL and (b) A2 simulations.

Figure 3. Offshore transects of temperature (T) and cross-shore (u) and alongshore velocity (v) averaged
in the alongshore direction and over the indicated season. (a, b, e, f, i, j) Transects averaged over the
BL simulation and (c, d, g, h, k, l) the averaged difference between the A2 and BL simulations. Positive
(u, v) velocities are in the onshore and equatorward directions, respectively.
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A2 forcing is to produce increased upwelling relative to BL.
The intensification of the coastal upwelling circulation under
A2 winds may be appreciated in Figure 3. In both seasons,
but principally in summer, the offshore velocity in the surface
Ekman layer, the onshore flow beneath, and the coastal jet are
each significantly stronger in A2 than in BL. In consequence,
southward of 30°S, the mean the annual mean sea surface
temperature (SST) in the A2 simulation is on average 1°C
lower than in BL (Figure 5). The zone of relative surface
cooling corresponds to the location of greatest increase in the
frequency of upwelling favorable wind events (Figure 2).
The slight increase in SST northward of 30°S, is associated
with an intensification in the strength of the Peru Undercur-
rent which, at these latitudes, extends to the surface and
brings slightly warmer water from the north. It may be noted
that, while an increase in the upwelling circulation occurred
in both summer and winter, a corresponding large change in
SST only occurred in summer, a result of the much weaker
vertical temperature gradients in winter. As discussed in GF,
a relative reduction in SST is likely to have consequences for
the local climate. A significant increase in eddy kinetic
energy occurred in the A2 run relative to BL, driven by the
increased upwelling intensity and hence baroclinicity of the
water column (Figure 4b).

4.3. BL Connectivity

[21] Figure 6 illustrates the connectivity matrices for the
two contrasting larval swimming behaviors averaged over
the entire BL simulation for pelagic larval duration of 2, 15

and 60 days, which encompass the pelagic larval duration
times of many common invertebrate species [O’Connor
et al., 2007]. The connectivity patterns can be seen to differ
significantly between the two swimming behaviors. While,
as expected, significant self-recruitment occurs in each case,
the mean displacement of settlers is generally much smaller
for neutrally buoyant than vertically migrating larvae. In both
cases the mean displacement of successful settlers is south-
ward, but that of unsuccessful neutrally buoyant larvae is
northward. This indicates that neutrally buoyant larvae that
return to shore experience a distinct advective environment
to those lost as larval waste [Largier, 2003; Aiken et al.,
2007]. In addition, vertically migrating larvae have a much
higher rate of settlement than those with no swimming abil-
ity, especially at longer pelagic larval durations, suggesting
that this swimming mechanism may result in a significant
reduction in larval waste. The large difference in settlement
success rate between the two swimming behaviors can be
more clearly seen in the time mean PR, plotted in Figure 7a
for a pelagic larval duration of 30 days as a function of
release location along the coast. Figure 7a also reveals a
marked tendency for PR to decrease toward the north for
neutrally buoyant larvae, and increase toward the north for
vertically migrating larvae.
[22] The dependence of settlement and connectivity upon

pelagic larval duration may be seen in Figure 8, in which the
average settlement rate at each release location is plotted
as a function of the month of year in which the larvae were
released. Whereas neutrally buoyant larvae have very low

Figure 5. (a) Annual mean SST from the BL simulation and (b) SST difference between A2 and BL
simulations.
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probabilities of settling for pelagic larval durations >2 days,
especially for the northern section of the domain, vertically
migrating larvae maintained high settlement probability at
most locations, even for a pelagic larval duration as long as
60 days. At a pelagic larval duration of 2 days the probability
of settling is relatively uniform at all locations for both
swimming behaviors, but as pelagic larval duration increases
substantial spatial variability in settlement success rate was
apparent, even between adjacent locations. Nonetheless,
some regional patterns exist. For neutrally buoyant larvae
there is a strong trend for the settlement rate to decrease with
distance north, with very little settlement occurring north
of 32°S for a pelagic larval duration greater than 2 days. In
contrast, settlement of vertically migrating larvae released
from most locations is possible throughout the region out to
a pelagic larval durations of 90 days.
[23] Figure 8 also reveals strong but differing seasonality

in settlement for both types of swimming behavior and at all
pelagic larval durations. For neutrally buoyant larvae, set-
tlement is almost completely confined to winter at all pelagic
larval durations. Vertical migrators with short pelagic larval
durations also tend to experience greatest success in winter
but, for pelagic larval durations longer than a few days, there
exists a tendency for increased settlement to occur in sum-
mer, especially southward of 34°S.

4.4. A2 Connectivity

[24] The connectivity matrices determined from the A2
simulation are qualitatively very similar to those for BL, with
the following differences. First, there was a general decrease
in the probability of successful settlement of neutrally
buoyant larvae under the future scenario, which reached
almost 30% at a pelagic larval duration of 15 days and over
40% reduction at a pelagic larval duration of 60 days
(Figure 6). In contrast, settlement of vertically migrating
larvae was slightly (<5%) but positively affected by the
altered ocean conditions at pelagic larval durations of over
2 days. Second, there was a trend for vertically migrating
larvae to settle increasingly southward under the altered
ocean conditions, especially so south of about 33°S
(Figure 7d), but no consistent change in settlement direction
from the origin was observed in neutrally buoyant larvae
(Figure 6). Third, the alongshore pattern of changes in set-
tlement under altered ocean conditions was not uniform. In
particular for neutrally buoyant larvae, the reduction in set-
tlement was more pronounced in the southern portion of the
domain (Figure 7d), largely because settlement in the north-
ern section was already extremely low.
[25] The spatial distribution of the change in settlement

rate is more clearly shown in Figure 8b. The largest reduc-
tions in neutrally buoyant settlement occur south of 32°S.

Figure 6. (a, b, e, f, i, j) Connectivity matrices for neutrally buoyant (NB) and vertically migrating (VM)
larvae and planktonic larval durations of 2, 15, and 60 days from the BL simulation. (c, d, g, h, k, l) The
difference to the corresponding connectivity matrices from the A2 simulation. The number in the bottom
right-hand corner gives the percentage change in total settlement between the A2 and BL simulations.
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As noted above, the settlement rate north of 32°S was already
extremely low in the BL simulation so this change can be
visualized as an extension southward of the low settlement
region (see Figures 8a and 8b). In contrast, settlement of
vertically migrating larvae tends to increase across much of
the region. Between 29.5°S and 32.5°S there is little differ-
ence in settlement rate between the simulations.
[26] Figure 8 demonstrates that there is no significant dif-

ference in seasonality or pelagic larval duration dependence
between the BL and A2 simulations. That is, in the A2 sim-
ulation the tendency remains for neutrally buoyant larvae to
settle only during winter, and vertically migrating larvae to
settle predominantly during summer. However, the high
small-scale spatial heterogeneity of the changes in probabil-
ity of successful recruitment for vertically migrating larvae
under A2 scenario (Figure 7b) should be noted. The regions

of positive change cannot easily be associated to baseline
conditions.

5. Discussion

[27] Although qualitatively similar, the coastal ocean cir-
culation simulated for the BL and A2 scenarios contain sig-
nificant quantitative differences that can have moderate to
large effects on larval dispersal patterns depending on larval
behavior and pelagic larval duration. The presently available
evidence, both observational and from models, suggests that
increased southerly winds will be a likely consequence of
global warming [Falvey and Garreaud, 2009; Echevin et al.,
2011]. This tendency is present in the PRECIS A2 wind field
used to force the model, in that southerly coastal winds are on
average over 1 m s�1 stronger, and intense coastal upwelling

Figure 7. (a) Probability of settlement of neutrally buoyant (blue) and vertically migrating (red) larvae as
a function of release location in the BL simulation. (b) Difference in probability between the A2 and BL
simulations as a function of release location. (c) Probability of settlement as a function of settlement loca-
tion. (d) Difference in probability as a function of settlement location.
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events over 10% more frequent, than in the BL simulation
(GF). The effect of this change to the wind field upon the
local ocean circulation was to intensify the upwelling circu-
lation, evidenced by (1) stronger vertical velocities at the
coast, (2) offshore advection in the surface Ekman layer
and onshore transport beneath, and (3) swifter along-slope
velocities, both at the surface as the upwelling jet, and
underneath as the opposing poleward undercurrent. This
increased coastal upwelling resulted in an annual mean
reduction of SST of approximately 1°C across much of the
domain and an intensification of the mesoscale eddy field.
Although an increased frequency and intensity of upwelling
occurs throughout the year in the A2 wind field, the reduced
vertical temperature gradient in winter due to deepening of
the oceanic mixed layer meant that significant surface cool-
ing was seen only during summer. The relative cooling at the
surface occurred south of 30°S, coincident with the zone of
increased summer upwelling frequency shown in Figure 2.
[28] An intensification of the coastal jet and poleward

undercurrent, relative to the BL simulation, was generated
in the A2 simulation. A similar intensification of the Peru
Undercurrent is also commonly present in several GCMs
simulations, such as the GFDL CM2, under the A2 and most
other emissions scenarios. The fact that a stronger Peru

Undercurrent has been simulated in this and other signifi-
cantly different models provides some evidence that it may
be a real response of the system to altered wind forcing.
While the processes driving the Peru Undercurrent are not
fully understood, it is likely that the increased meridional
gradient in wind stress, and hence in offshore Ekman trans-
port, is responsible for the Peru Undercurrent intensification
seen in the various models.
[29] An important result arising from this study is that the

A2 intensification of the meridional current system (equa-
torward coastal jet plus poleward undercurrent) results in
substantial changes in alongshore connectivity (Figures 6
and 7). The annual mean probability of settlement is
observed to decrease for neutrally buoyant larvae as a result
of the intensification of the offshore transport in the surface
Ekman layer. However, for vertically migrating larvae, the
settlement probability increases, particularly for latitudes
south of about 32°S. Figure 8 shows that this increase is
indeed greatest in the southern latitudes and during the
summer months, for all values of pelagic larval duration up to
90 days. The interpretation is that the very energetic meridi-
onal (along-slope) flow results in a higher nearshore reten-
tion rate. Figures 3g and 3k indeed show that the intensified
along-slope currents are accompanied by a trend toward

Figure 8. Monthly mean probability of settlement (PR) as a function of pelagic larval duration (indicated
at the top), month of year, release location, and swimming behavior for the BL and A2 simulations.
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subsurface and near-surface convergence, which enhances
vertical exchange and decreases offshore larvae loss.
[30] The upwelling favorable conditions that prevail along

the central Chilean coast, especially north of about 32°S, are
characterized by a near constant offshore Ekman transport
of surface waters that hampers the recruitment of passive
larvae released at the coast [Strub et al., 1998; Thomas, 1999;
Navarrete et al., 2005]. As a result, it is likely that the larvae
of persistent coastal populations possess behavioral strategies
that increase their chances of returning to a suitable habitat on
the shore [Shanks, 1995; Queiroga et al., 2007; Morgan
et al., 2009]. Here we consider one active swimming strat-
egy, that of diel vertical migration, wherein the larvae varies
its position in the water column in a daily cycle [Garland
et al., 2002; Poulin et al., 2002; Queiroga et al., 2007].
Our results confirm that the probability of neutrally buoyant
larvae being found close to shore is very low for pelagic
larval durations beyond a few days. While it is probable that
the intrinsic mesoscale variability in central Chile, resulting
from baroclinic instability of the water upwelled at the coast,
will provide pathways for larvae to return to shore, the results
suggest that this mechanism for recruitment is not effective,
at least in the absence of other cross-shore transport processes
(e.g., internal waves, sea breeze, topographic eddies, etc). As
the resolution of the ocean simulations was sufficiently high
to reproduce mesoscale variability well, the low rate of set-
tlement of neutrally buoyant larvae suggests that mesoscale
structures may be ineffective at transporting larvae to shore.
Nonetheless, it should be recalled that a low level of settle-
ment success may still be sufficient to sustain a viable
population, and species with neutrally buoyant larvae
may compensate increased levels of larval waste through
increased larval production.
[31] Our results suggest that vertically migrating larvae

may have a rate of successful settlement in central Chile that
is many times greater than those with neutrally buoyant lar-
vae, at least when the vertically migrations are sufficiently
deep. By sinking out of the ≈20 m thick surface Ekman
layer and into the generally onshore flow beneath, vertically
migrating larvae avoid offshore transport and are thus much
more likely to remain near to shore [Poulin et al., 2002;
Queiroga et al., 2007]. The fact that the water mass typically
found on the Chilean shelf after upwelling is Equatorial
Subsurface Water, characteristic of the core of the Peru
Undercurrent [Strub et al., 1998], implies that an ability to
be entrained in the Peru Undercurrent is a successful larval
strategy in order to return to shore. In other words, larvae that
are entrained in the Peru Undercurrent would be expected to
have greater chance of returning to shore. For pelagic larval
durations beyond a few days, the mean displacement of both
neutrally buoyant and vertically migrating larvae that
successfully settled was toward the south, consistent with
advection in the Peru Undercurrent. The mean displacement
of unsuccessful neutrally buoyant larvae, however, was
northward, reflecting the fact that offshore transport in the
surface Ekman layer greatly reduces the chances of neutrally
buoyant larvae returning to shore.
[32] The tight dependence of settlement probability upon

upwelling intensity is reflected in its seasonality, which
closely follows that of the wind field (Figure 8). Settlement
of neutrally buoyant larvae occurs during winter, when
offshore Ekman transport is least prevalent, and is most

successful toward the south of the domain where upwelling
events are less frequent. Vertically migrating larvae, how-
ever, experience greatest success in summer; it is during this
season when the vertical cell is most intense (with enhanced
horizontal convergence at surface and subsurface layers,
Figure 3g) and the along-slope surface upwelling jet and
subsurface undercurrent reach maximum values (Figure 3k).
Thus, whereas for neutrally buoyant larvae the effect of
upwelling is negative, for vertically migrating larvae it tends
to be positive. As a result, the intensification of the upwelling
circulation in the A2 scenario resulted in opposite effects
on settlement of these two types of larval behaviors: lower
settlement of neutrally buoyant larvae, and slightly increased
settlement of vertically migrating larvae.
[33] The marked winter maximum in settlement of neu-

trally buoyant larvae at all release times reflects the strong
dependence of settlement on the intensity of the upwelling
circulation. During winter, offshore Ekman transport is
weaker, and increasingly so with distance toward the south.
On short larval durations the success rate is strongly biased
toward winter for certain release locations south of 33°S.
This may be due to the fact that larvae are released at the
surface and so are initially carried offshore during the sum-
mer upwelling season. As a result, species that release their
larvae below the surface Ekman layer would be expected to
exhibit great larval settlement rates over short pelagic larval
durations. For larval durations longer than 30 days, however,
a marked minimum exists for larvae released during Autumn
throughout the same region, indicating that upwelling cir-
culation favors the settlement of vertical migrators in this
region. Of course, seasonal patterns of settlement in real
organisms will be strongly or completely modified by the
timing of reproduction of adults and larval hatching.
[34] In addition to the general large-scale trends outlined

above, the results indicate that substantial spatial variability
exists in larval settlement success rate over relatively small
spatial scales. The high variability is most noticeable at short
pelagic larval durations for both larval swimming behaviors.
In Figure 8, extremely high and extremely low export success
can be seen to occur in adjacent locations for pelagic larval
durations up to 7 days. While the exact pattern of settlement
at short spatial scales should be treated with caution, given
the fact that advection distances are comparable to the model
resolution on such short time scales, nonetheless the model
indicates that a realistic velocity field can sustain high geo-
graphical variability in settlement success.

6. Conclusions and Implications

[35] An intensification and poleward migration of the
prevailing equatorward wind regime of the south east Pacific
is a robust result in coupled GCMs forced under a range of
emission scenarios that is also supported by recent observa-
tions in southern California [García-Reyes and Largier,
2010] and Chile [Falvey and Garreaud, 2009]. Our results
suggest that the consequences of this atmospheric change
for the Chilean coastal ocean are an intensification of the
upwelling circulation, evidenced by stronger offshore Ekman
transport and return flow beneath, an increase in the strength
of the coastal upwelling jet and the Peru Undercurrent, and
a relatively broad surface cooling of on average 1°C, most
apparent during summer, and corresponding increase in

AIKEN ET AL.: CONNECTIVITY CHANGES IN CHILE G04026G04026

11 of 14



mesoscale variability. These results are consistent with other
numerical [Echevin et al., 2011] and observational [Gutiérrez
et al., 2011] studies in this region.
[36] The Chile-Peru current system is a site of intense

atmosphere-ocean carbon fluxes because of the extremely
high primary productivity and regular upwelling that allows
the ventilation of subthermocline waters. The projected
intensification of upwelling is likely to increase these fluxes
because of both the biological and physical pumps. The
biological pump would act within the band of nearshore
upwelled waters: a scenario of increased winds would lead
to enhanced vertical circulation, more nutrient supply to
surface waters, increased primary productivity and enhanced
removal of the near sea surface atmospheric carbon. The
physical pump, on the other hand, would arise becuase of the
enhanced along-slope circulation, the dominant factor being
the enhanced coastal upwelling jet which brings cold waters
toward lower latitudes which are then capable of releasing
carbon to the atmosphere. The projected intensification
of upwelling is likely to modify both these pumps, with
opposing effects, representing a complex feedback on the
climate system.
[37] The altered advective environment as simulated in the

model has consequences for the connectivity of communities
of marine organisms that populate the coast. Purely passive
larvae are substantially less likely to remain close to shore
under the simulated future circulation, with the result that
marginally viable populations may be pushed to local
extinction in the future. On the other hand, species with
larvae that possess an ability to vary their position in the
water column may be benefited by the future conditions, as
the increased intensity and geographical and temporal scope
of the upwelling circulation cell acts to increase their coastal
retention. While swimming behavior, or general information
about diel vertical migration, of the larvae of species that
inhabit the central Chilean coastal waters is largely unknown
(but see Poulin et al. [2002]), it is apparent that an ability to
sink out of the surface Ekman layer afforded to vertically
migrating species dramatically increases their chances of
successful settlement, especially for pelagic larval durations
longer than a few days. Empirical observations by Poulin
et al. [2002] in central Chile with one species of benthic
mollusk with long (>80 days) pelagic larval durations, which
apparently undergoes diel vertical migration, support these
general model results. As a result, it may be expected that the
composition of coastal communities that inhabit the central
Chilean coast may experience changes in the future because
of an altered coastal ocean circulation alone.
[38] While relative coastal cooling along the west coast of

South America is commonly produced in simulations using
coupled GCMs, the oceanic components of these models are
generally too coarse to recreate well the upwelling circulation
and hence tend to underestimate the relative decrease in SST.
Here we have shown that the relative temperature decrease
may be up to 1°C in the annual average, and up to 2°C during
summer. This cooling is substantially more intense than
estimated by GF from a simple linear regression of historical
SST and meridional wind data over the upwelling season.
Considering projections of mean ocean surface warming of
1°C in the south east Pacific over the coming century [Meehl
et al., 2007], the net change in the temperature of coastal
waters in central Chile is likely to be relatively small and may

even be slightly negative. As larval development rates
are commonly strongly temperature dependent, it has been
hypothesized that global warming could lead to more rapid
larval development and hence a lessened effective dispersal
[O’Connor et al., 2007; Lett et al., 2010]. In this case, how-
ever, the probable weak temperature change in coastal waters
means that larval durations are likely to be less affected
in this way. The relative ocean surface cooling would also
be expected to moderate terrestrial temperature increases,
meaning that global warming in coastal areas would be
expected to be substantially below the global mean, and even
produce a localized cooling [Falvey and Garreaud, 2009].
Although these propositions need further research, one can
speculate that such changes may benefit intertidal species
for whom increased atmospheric temperatures would sig-
nify increased stress because of desiccation, although any
advantage may be offset by increased wind speeds.
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