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Abstract

Can nanoclusters be used in materials design?. Knowing the structure of nanoclusters

can give insight into their properties, knowing which nanocluster sizes have only one sta-

ble structure can inform experiment and knowing their behaviour on a surface is important

as they are expected to be stabilised in such an environment.

In this thesis, an evolutionary algorithm has been used in conjunction with interatomic

potentials and density functional theory to elucidate the structures of (BaO)n nanoclusters

where n = 1 to 18 and 24. Then, data mining was used to find structures of strontium,

calcium and magnesium oxides of the same sizes. It was found that for barium oxide

clusters, sizes n = 4, 6, 8, 10 and 16 are the best synthesis targets as they have one

especially low-energy structure and are also relatively low energy compared to other

sizes. Synthesis target sizes for the other three oxides were: sizes n = 9, 15, 16, 18 and

24 for (MgO)n; sizes n = 8, 9, 12, 16, 18 and 24 for (CaO)n; and the greatest number of

sizes for (SrO)n clusters (n = 8, 9, 10, 12, 13, 15, 16, 18 and 24).

Cuboid rocksalt cuts were particularly energetically favourable for barium, strontium

and calcium oxides, and therefore these cuboids were looked at in greater detail. In

particular, the influence of Madelung constants on their stability is investigated, and

nanowire, slab and bulk energies are extrapolated from their energies.

A set of interatomic potentials was developed to investigate the behaviour of these

nanoclusters above a graphene surface, and their interaction with the surface was further

looked into.
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Impact Statement

Properties of a material are tuned to maximise the effectiveness and efficiency of devices,

applications and processes, which are exploited in technology used in everyday life (from

healthcare to leisure), in industry (from chemical processes to energy generation and

storage) and in nature. Another important factor is the required quantity of the material;

where the surface of a material plays an important role then the volume of material can

be dramatically reduced if nanoparticles are employed as they have a high surface to

volume ratio.

Nanoclusters and, more generally, nanoparticles find use in a wide range of applica-

tions. For example, they are used in catalysis, sensing, staining of cells for microscopy.

In catalysis, the ability to fine-tune the clusters’ properties by synthesising specific sizes

of the cluster means catalytic activity can be maximised. In sensing, nanoclusters can

be used to sense a wide range of compounds including gases such as carbon monoxide,

copper and mercury ions, and biological entities such as DNA, RNA and proteins.

If the size of the nanocluster is used as an additional tuneable parameter, then there

is a need for both an understanding between how properties change with the size of the

particle and how to keep the particles from coalescing. The initial aim of my research is

to model the atomic structure and properties of clusters in vacuum and then anchored on

a substrate. This thesis reports the progress made and the atomic structures of hundreds

of nanoclusters.

On the methodological side, this work uses a computational method, an evolutionary

algorithm, for elucidating the stable, low energy, atomic structures of nanoclusters and ap-

plies it to nanocluster compositions which have the potential to be imaged to atomic res-

olution using microscopy techniques such as scanning transmission electron microscopy.

Specifically, it has been applied to nanoclusters of barium oxide. Barium oxide features

very large cations that allow these techniques to work to atomic resolution. This will in

the future, when such experiments are performed, allow for direct comparison between

computation and experiment and therefore validation of the computational method.
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This thesis includes magnesium oxide nanoclusters, for which there are many experi-

mental results, and comparison to those results further validate the chosen method.

To gain a better insight into the relationship between the atomic structures and their

properties, the range of nanoclusters investigated is extended to include nanoclusters

of other alkaline earth oxides. Given the structural diversity is already captured by the

end members - magnesium and barium oxide - the initial configurations were datamined

as opposed to repeating the genetic algorithm search for calcium and strontium oxide

clusters. Furthermore, the structures of these alkaline earth oxide nanoclusters can be

used as starting points to data mine structures of other related compounds, such as

alkaline halides, which may have richer applications.

The research contained in this thesis has been communicated to the wider scientific

community through several conference presentations, including the 2019 autumn meet-

ing of the European Materials Research Society, as well as two publications with a third

submitted.
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Chapter 1

Introduction

1.1 Dimensionality

When we think of crystalline materials, the bulk is three-dimensional because it is periodic

in all three dimensions and indeed large sections of materials science are concerned

with these bulk materials. Conversely, isolated molecules and atoms can be considered

as zero-dimensional since they are non-periodic in all three dimensions. What lies in

between? The answer is nanomaterials.

Nanomaterials can be defined as materials which are on a scale of roughly 1-100

nanometres (10−9 m) in one or more dimensions, although the upper bound is best de-

fined to be a size where the material starts exhibiting properties which are different from

the bulk, which can be somewhat above or below 100 nm depending on material and

dimensionality. 1 A number of unique properties arise specifically from their size range.

Varying the size of a system from just a few atoms to sizes where it becomes bulk-like

gives an extra parameter (size) to design materials which will allow for fine-tuning proper-

ties, e.g. through a change from a band gap resulting from continuous band structure in

the bulk to a usually wider HOMO-LUMO gap in small nanomaterials such as nanoclus-

ters, surface to volume ratio and other surface effects, as well as effects which depend

1However, computational modelling of nanomaterials with size ranges on the order of 100 nm is not
computationally tractable with the methods used in this thesis.

1
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on structure, since a reduction in size might bring with it a phase change. Due to the

quite large range of the nanoscale, it leads to hundreds of potential new materials with

a variety of properties for each known bulk material. Nanomaterials see use in a wide

range of applications, for example in catalysis, gas sensing, hydrogen storage, medicine,

photovoltaics, quantum computing, and other areas of so-called nanotechnology.

Structures can be divided up into three-dimensional (3D), two-dimensional (2D), one-

dimensional (1D) and zero-dimensional (0D). This work will be focused mainly on small

0D structures called nanoclusters, and the 2D structure graphene.

1.2 Nanoclusters

Nanoclusters are small nanoparticles, structures which are confined in all three dimen-

sions and usually have less than 100 atoms.[1] Of particular interest are nanoclusters of

transition metals, especially gold and platinum[2, 3, 4]. However, to validate our method

we have chosen an easier to model system, barium oxide. Barium oxide is relatively

more trivial to model as there are no d-orbitals to consider, yet is still suitable for atomic-

resolution scanning transmission electron microscopy (STEM)[5]. STEM measurements

can then be directly compared to theoretical results and thus we can build a bridge be-

tween theory and experiment. The majority of this work will be about nanoclusters com-

posed of alkaline earth oxides (barium oxide as well as strontium, calcium and magne-

sium oxides) with sizes below 50 atoms, most of which are less than 1nm across and

therefore on the very small end of nanocluster sizes. A variety of theoretical methods as

described in Chapter 2 are used here to investigate them.

1.2.1 Applications

Generally, metal oxide nanoclusters are good candidates for a wide range of applica-

tions. For example, zinc oxide and copper oxide nanoclusters find use in gas sensing[6],

iron and zinc oxides in heavy metal removal from water[7], and titanium dioxide ones in
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sunscreens[8]. A large variety of metal oxide nanoclusters are also used in catalysis[9,

10] due to their large surface-to-volume ratio as well as tunability of properties by vari-

ation of size. If quantum effects are present, they can also be used as quantum dots.

Quantum dots find use in nanotechnology applications such as quantum computing[11]

or photovoltaics[12]. Focusing in particular on alkaline earth oxide nanoclusters, mag-

nesium oxide nanoparticles have found applications in catalysis of amines[9], with pro-

posed applications also in catalysis involving formaldehyde[10] and gas sensing (car-

bon monoxide)[13]. MgO and CaO clusters (albeit not in their most thermodynami-

cally favourable structures, as shall be discussed later) could be used for hydrogen

storage.[14, 15] Larger (20+ nm) MgO nanoparticles have also been used to modify water

capacity and hydraulic conductivity of soil[16] and decrease emissions from gasoline[17].

Charged radical forms of MgO, CaO and SrO clusters of size n = 1 have been proposed

as catalysts for proton transfer reactions[18].

Additionally, nanoclusters are of interest in the study of nucleation and crystal growth,

where they represent an early stage.[19, 20, 21]

1.2.2 Structural Motifs

It is useful to think about the structures of nanoclusters in terms of structural motifs. Some

of these motifs have equivalent structures in the bulk for these semiconductors, while

others only occur in other classes of materials such as zeolites[22] and in nanostructures.

In binary compounds, three commonly found motifs are bubbles, barrels and rocksalt

cuts, as illustrated in Figure 1.1.
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Figure 1.1: Examples of the three structural motifs: bubble (left), barrel (middle), rocksalt
cut (right). All example structures were taken from Ref. [23]

Rocksalt is the bulk phase of the alkaline earth oxides, and thus rocksalt cuts would be

equivalent to cuts from the bulk phase of these compounds. The barrel shapes composed

of 6-membered rings can be thought to be cuts from the so-called 5-5 phase (with stacked

hexagonal rings and each ion bonded to 5 of the opposite ion) which has been reported

as a metastable phase for bulk alkaline earth oxides[24, 25]. Phases containing bubble

motifs are primarily found in zeolites and other porous materials.

1.2.3 Computational results for alkaline earth Oxide nanoclusters

Nanoclusters of magnesium and calcium oxides have been investigated in great detail in

the past. In particular, magnesium oxide clusters, which we will show can adopt all three

structural motifs under certain conditions, have drawn a lot of attention, with a particular

focus of many studies on the n = 3k (where k ∈ N) clusters, i.e. clusters where n is a

multiple of 3, which can adopt both barrel and rocksalt cut structures. In the case of the

barrels, a n = 3 unit forms a six-membered ring and the barrel structures are formed by

stacking these rings atop each other. Rocksalt cuts can be built up from n = 3 units in

multiple ways, for example by stacking 3× 2-atom units on top of each other.

Several recent studies[26, 27] have compared barrel and rocksalt motifs for clusters

of all three alkaline earth oxides, comparing energetically the barrel shapes with cuboid

cuts of the rocksalt structure. They generally investigated smaller clusters (with highest

n ranging from 6 to 12). Because the direct competition between barrel-shaped and

rocksalt cut structures is only found for n = 3k clusters, it is most interesting to examine
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results for those cases. Studies by Zhang et al. looked at larger n = 3k clusters (up to

n = 24) in both barrel and rocksalt cut configurations, but focused more on their dynamics

[28, 29] to investigate their thermal stability.

Other computational studies on alkaline earth oxide nanoclusters[23, 30] report similar

results for these more ’interesting’ sizes.

This also leads to the concept of the bulk transition size, the size at which the rocksalt

cut becomes more stable than the (in the bulk metastable) barrel-type configurations. All

studies cited above agree that this is somewhere between n = 15 and n = 18 for MgO

while CaO and SrO adopt bulk-like structures even at very small sizes. For BaO, ref.

[26] seems to indicate that 5-5-based structures are more stable than rocksalt cuts up to

n = 12.

The most relevant series of studies was carried out at around the same time as the

work presented in this thesis. There, a tree growth-hybrid genetic algorithm[31] was

employed to find tentative local minima (LM) for MgO and structures for other compounds

were data mined from the magnesium oxide data. This series of studies looked at MgO,

CaO, SrO, BaO and CsO nanoclusters[32, 33, 34] and showed the following: For MgO,

they report barrel-like global minima (GM) structures for n = 6, 9, 12, 15 and 21 but cuboid

rocksalt cut GMs for n = 24 and 36, with some other structures not fitting into either

category in between. For CaO, SrO and BaO they largely predict cuboid rocksalt cut

GMs where available. Generally, one can say that the bulk transition size (the size after

which bulk-like structures are favoured) is higher for magnesium oxide than it is for the

other three alkaline earth oxides.

A theoretical study of (CaO)nCa2+ clusters[35] revealed that their structures are largely

the same as those of neutral calcium oxide clusters, with the extra Ca2+ often protruding

from a corner of the structure; in the same study the results for neutral MgO and CaO

clusters were again the same: in magnesium oxide, barrel-like structures were found to

be lower in energy and in CaO, rocksalt cuts were the preferred structure.
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1.2.4 Computational results for other, related, compounds

One compound whose clusters exhibit one of the structural motifs shown in Figure 1.1

is zinc oxide which favours bubble-shaped structures[36, 37, 23] (and, for size n ≤ 7

clusters, rings). These are not expected to be the GM in the alkaline earth oxide clusters

as based on the studies cited in section 1.2.3 and this is perhaps somewhat unsurprising

as ZnO also adopts lower-coordinated structures in the bulk[38].

Compounds that might be more interesting to compare to are ones that also adopt the

rocksalt structure in the bulk; the obvious choice is rocksalt (NaCl) as well as its related

compounds, i.e. the alkali halides.

One paper presented density functional theory (DFT) results for barrel and rocksalt cut

structures for small (MX)n clusters of alkali halides LiF, NaCl and KBr[39]; these simu-

lations suggested that for all three the lower energy structure of the two was the barrel

one at n = 9. The authors described elsewhere a corresponding result for (LiF)6[40].

They also investigated charged clusters and neutral ones which did not possess a 1:1

stoichiometry, but this is (for now) outside the scope of this project, although it is more

useful when comparing with mass spectrometry results. Other results for alkali halides

report both rocksalt cuts and various nanotubes.[41]

Typically, cations are much smaller than anions as their valence electrons are stripped.

Not so in barium oxide: the cation:anion size ratio is ∼ 1[42]. Therefore, an alkali halide

that is of interest in comparison to BaO in particular is KF: it too has large cations and

small anions, leading to a cation:anion radius ratio of ∼ 1[42]. In the case of KF there

is a preference for the bulk cut structure[23]. It appears that overall, the rocksalt cut

becomes more stable compared to the barrel structure when the cation size is increased

and/or anion size is decreased, in line with most of the previously discussed Group II

oxide results, where the n at which the bulk transition occurs decreases with an increase

in cation size.
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1.2.5 Experimental approaches

Small nanoclusters such as the ones discussed here can be fabricated by laser ablation

from the bulk structure[43, 44] or by nucleation in solution[45]. The former method is

likely to be of more relevance to the material presented here as this investigation is about

nanoclusters in vacuo and on surfaces rather than in solution. Larger nanoparticles can

be produced by a variety of methods including chemical vapour deposition[46], vacuum

annealing[47] and freeze-drying[48]. However, for the alkaline earth oxides, grain size in

terms of number of atoms increases quite rapidly down the group and even MgO grains

were much larger and more bulk-like than what simulations here can investigate. Some

less successful attempts to fabricate MgO nanoparticles might also be worth mention-

ing, most notably synthesis in supercritical water[49] which can result in much smaller

nanoparticles for other compounds, but fails for MgO because it is unstable in supercriti-

cal conditions[50].

In terms of structural analysis, there are several experimental pathways. Due to the

uniqueness of the nanoclusters, some spectroscopic techniques such as Fourier transform-

infrared spectroscopy (FT-IR) or nuclear magnetic resonance spectroscopy (NMR) do not

give very straightforward answers. However, mass spectrometry can give insight into

what size fragments are most stable and thus open up analysis of "magic number" clus-

ters as well as structural motifs in general—for example, if n = 3k fragments are very

common, barrels composed of 6-membered rings are a likely stable motif. However, this

method only shows results for charged clusters, and while a charge can be added to neu-

tral clusters, most mass spectrometry studies of alkaline earth oxide nanoclusters involve

particles that are charged to begin with. Mass spectrometric studies on the alkaline earth

oxides[51] indicate especially high stability of the n = 3k (MgO)n+ fragment[52], but

some n = 2k (MgO)n+ peaks have also been recorded alongside the n = 3k ones[53].

For CaO, n = 2k fragments seemed to appear more commonly.[54, 51, 55]

X-ray crystallography is often not an option for small nanoclusters since these tech-

niques require a sufficiently large crystal or powder formed of smaller crystals of the same
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phase. Small nanoclusters tend to conglomerate to form bulk material or larger clusters

rather than crystals composed of the small cluster and in some cases are not all the same.

Another promising experimental technique is atomic-resolution microscopy. Most notably,

atomic resolution images of nanoclusters have been produced using transmission elec-

tron microscopy (TEM) for nanoclusters of gold[56], copper[57, 58], and similar quality

results have been achieved for gold-based[59, 60] and various other nanoclusters[61]

using STEM.

1.3 1D materials

1D materials are only nano-sized in two dimensions, and can therefore have both nanoparticle-

like and bulk-like properties since their electrons are only confined in two out of three di-

mensions. They include nanowires and nanotubes. Both have drawn interest due to their

tunability and applications in nanotechnology.[62] Carbon nanotubes, one of the most

well-known 1D materials which are, unlike nanowires, hollow, find applications in espe-

cially strong composite materials e.g. for bicycle frames and as probe tips for atomic force

microscopes[63]. Nanowires are often used in transistor technology to achieve smaller

transistor sizes. In this thesis, 1D materials are relevant in that energies of alkaline earth

oxide nanowires are extrapolated from nanocluster data in Chapter 6.

1.4 2D materials and surfaces

2D materials are an emergent class of materials most easily developed from the basis of

layered materials. They are defined by having two parallel surfaces or interfaces which

are separated by (at most) nanometres. 2D materials can be either free-standing thin

films, thin films supported on a 3D material’s surface or heterostructures; all 2D materials

discussed in this work are free-standing thin films. 2D materials in general are of interest

in that they are quite bulk-like in some respects, e.g. having a continuous band structure

(which can nonetheless be fine-tuned by controlling the number of layers), while still
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posessing a very high surface-to-volume ratio and surfaces/interfaces which are very

close to each other, as well as exhibiting some quantum confinement effects[64] and

phenomena such as the 2-dimensional electron gas. 2D materials can either be free-

standing (such as free-standing graphene (FSG)) or supported by a 3D structure.

The most commonly known layered material, graphite, and its single-layer 2D equiv-

alent, graphene, are of particular relevance here as they can act as a substrate which

nanoclusters are deposited on.

1.4.1 Deposition of nanoclusters on surfaces

Nanoclusters on their own are metastable; if multiple nanoclusters are near each other

and free to move, they will coalesce and form larger nanostructures or bulk material.

There are several ways to stabilise them; they can be capped, suspended in solution, or

anchored on a surface. In this work, the focus will be on nanoclusters in vacuo primarily,

with a brief investigation of how they change on a single-layer graphene surface.

1.4.2 Graphene and Graphene Oxide

The discovery of graphene in 2004 by Geim, Novoselov et al.[65] drove the branching

out of research on layered materials in general towards their non-bulk, few-layer forms.

Graphene has many interesting properties: on the electronic side it has massless charge

carriers[66], half-integer quantum Hall effect[67], absorption of visible light despite being

atomically thin[68]. Mechanically pristine graphene is one of stiffest and strongest known

materials[69, 70]. Graphene is best understood as a single layer formed from graphite.

The graphite unit cell[71] (Figure 1.2) contains two layers in a staggered arrangement,

separated by ∼ 3.3Å. Graphene is then a single such layer, either free-standing or sup-

ported on some other 3D compound.
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Figure 1.2: A single unit cell of graphite, viewed straight from the top, and slightly side-on,
with bonds and atoms beyond the unit cell shown to illustrate how it extends.

Graphene oxide (GO) is graphene with functional groups containing oxygen[72] and

generally produced from the analogous graphite oxide; in particular, GO features alcohol

and epoxy groups[73], but other functional groups such as amine groups[74] may also be

added to graphene. Graphene oxide exhibits transparency under electron microscopes[75]

which is particularly useful for the experimental context discussed in this work. Figure 1.3

shows an example of OH-functionalised graphene.

Figure 1.3: Graphene, functionalised with an OH group; structure optimised in FHI-aims
using the PBEsol functional.

Graphene[76, 77, 78], graphite[58] and graphene oxide have been a popular choice

for substrates for nanoclusters. Introducing defects and functional groups on graphene

makes it a better substrate for nanoclusters since the clusters can be anchored (chemisorbed)
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at functional group sites while they would be likely to migrate across a pristine graphene

surface because they are not adsorbed strongly enough.

This thesis will focus on graphene and graphene oxide only in their role as substrates

for nanoclusters, with a brief section on 2D slabs of alkaline earth oxides in Chapter 6.

1.5 Alkaline Earth Oxides

In order to put nanoclusters of the alkaline earth oxides into proper context, it is important

to also look at the bulk phase of the alkaline earth oxides and their properties. This thesis

will look at barium, strontium, calcium and magnesium oxides. All four are semiconduct-

ing, with band gaps tabulated in Table 1.1

BaO SrO CaO MgO

experimental band gap / eV 4.8 6.1 5.7 6.4

DFT band gap / eV 1.82 3.18 3.52 4.55

Table 1.1: Band gaps (both from experimental data[79] and our DFT calculations using
the PBEsol functional) of alkaline earth oxide bulk materials.

From experimental data, it can be seen that band gap roughly decreases down the

group – with all four being wide-band gap semiconductors. However, what also becomes

apparent is that our methodology is not very well suited to calculating band gaps of these

materials, and the band gaps (HOMO-LUMO gaps) of clusters will therefore be omitted.

Lattice parameters of all four alkaline earth oxides at standard conditions are tabulated

in Table 1.2. The lattice parameter increases down the group, as expected.

BaO SrO CaO MgO

Lattice parameter (experimental) / Å 5.54 5.14 4.81 4.21

Lattice parameter (DFT) / Å 5.50 5.13 4.77 4.22

Table 1.2: Experimental Lattice parameter of BaO[80], SrO[81], CaO[82] and
MgO[82] at standard temperature and pressure, and calculated equivalents using FHI-
AIMS/PBESOL with 8 k-points in each direction.
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As we can see from this, there is a significant difference between the smallest (MgO)

and the largest (BaO). Will this difference be reflected in relative sizes of nanoclusters?

Additionally, lattice parameters are least different between SrO and CaO. Will these be

similar in other respects?

First ionization energies of the alkaline earth metals will be included in Table 1.3 as

they shall become relevant later.

Element Ba Sr Ca Mg

Ionization Energy / eV 5.212 5.695 6.113 7.646

Table 1.3: Ionization energies of the alkaline earth metals[82].

Notice here that the ionization energies of Sr and Ca are again quite close to each

other. This will influence bonding behaviour.



Chapter 2

Theory & Computational Methods

Due to the difficulties associated with experimental characterisation of small clusters,

their structures are often best determined using computational techniques. Because the

structure of such small clusters is strongly size-dependent, to the point where adding a

single formula unit can dramatically change what structure is preferred, it is important

to find and compare plausible structures for each nanocluster size. In addition, insights

gained from our models can also be used in combination with experimental techniques

such as NMR or lower-resolution electron microscopy to combine into a conclusive result

which clarifies experimental data while simultaneously validating computational results.

2.1 The Problem of Structure Searches

To determine the structure of a nanocluster of given composition and size computation-

ally, it is advantageous to start from as little data as possible to reduce biases and explore

the cluster’s PES as thoroughly as needed to find all low-energy candidate structures.

There are several layers to this. First, an energy function is needed—in this work, the

energy functions used will include interatomic potentials (IPs) and density functional the-

ory (DFT). Then, any guess structure, however obtained, is locally optimised to a nearby

local minimum to discover its energy, by some local optimisation algorithm. And finally, an

algorithm is needed to explore conformational space, or the PES, completely enough that

13
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all low-lying LM are found with high probability: a cluster’s PES is a (3N −6)-dimensional

space for any non-linear configuration, where N is the number of atoms in the cluster,

and thus an exhaustive search would be prohibitively expensive.

It is assumed that the structure with the lowest energy is the most likely to be found in

experiment at a temperature of 0K. This structure should be found with a sufficiently ex-

haustive global search algorithm paired with a sufficiently good energy function. However,

global optimisation algorithms often take tens of thousands of steps to find all relevant

local minima, and energy functions which are accurate enough to have a hope of ranking

LM correctly tend to take hours for each local optimisation step. Therefore, a multistep

approach was employed here to investigate the structure of barium oxide nanoclusters,

wherein an EA was paired with IPs for the global optimisation, and the top structures for

each cluster size were then used in a second step with DFT.

2.2 Local Optimisation Algorithms

Section 2.3 will cover methods to traverse large regions of a PES. This section will be con-

cerned with, from a given starting point on the PES, finding a nearby LM. To remind our-

selves again, the PES of any given three-dimensional structure is a 3N − 6-dimensional

space. For any point on this hypersurface, a nearby local minimum can be found by use

of local optimisation algorithms.

Consider an energy function f which depends on a number of independent variables

r1...rn. Derivatives of the energy function can give us information about the curvature

of the PES as well as the forces. At a local minimum, the first derivatives of the energy

function with respect to position should be zero and the second derivatives should all be

positive. This is equivalent to saying that vibrational frequencies should be real (positive).

Most local optimisation algorithms will attempt to find a local minimum by going "down-

hill" on the PES from the starting position. They are classed based on what the highest-

order derivative used is, e.g. a method only using first derivatives is a first-order method.
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2.2.1 Zeroth-Order Method: Monte Carlo

It is, in principle, possible to approach a nearby local minimum without using any infor-

mation about derivatives. This can be done by performing a series of small random steps

consisting of moving atoms, and for each step only accepting it if it is downhill, i.e. lowers

the total energy of a system, and otherwise discarding it and trying a different random

step. If run for long enough, this will result in finding a local minimum. However, in the

usual case this method is relatively inefficient.

2.2.2 First-Order Method: Method of Steepest Descent

A first-order local optimisation method is one which takes into consideration first deriva-

tives only. One of the most commonly used first-order local optimisation methods is the

method of steepest descent. In this, particles move in the direction of net force – downhill

along the direction which is steepest at the starting point, that is the direction opposite to

the gradient of the PES at the starting point. For a structure with N atoms, the position

vector has 3N components:

ri =



ri1

ri2

ri3
...

ri3N


with 3N-dimensional first derivatives of the energy function E(ri), gi which give the

direction of the vector in which atoms will be moved:

gi =



∂E
∂ri1

∂E
∂ri2

∂E
∂ri3

...

∂E
∂ri3N
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In each step, the geometry is propagated via the following equation:

ri+1 = ri − λigi

where ri are the positions of all atoms at step i, λi is the step size of step i (a positive

number) and gi is the gradient at step i. The gradient and step size are recalculated at

each step. The step size is determined from the directional derivative

λi =
(ri − ri−1)T (gi − gi−1)

||gi − gi−1||2

In each step, first the gradient gi is calculated, then the direction of the step is set to −gi,

then the step size λi is calculated and finally a new point is calculated via ri+1 = ri−λigi.

The method is then repeated for each new point until convergence criteria are reached.

2.2.3 Second-Order Methods

The Newton-Raphson Method

In this method, the energy function is Taylor expanded about the point ri as follows

E(r) = E(ri) + (r − ri)TE ′(ri) +
1

2
(r − ri)T · E ′′(ri) · (r − ri) + . . .

The elements of gi are collected in a column vector. Second derivatives make up the

Hessian Hjk, which at the point r = ri, can be written as:

Hjk(r)|r=ri =

(
∂2E(r)

∂rj∂rk

)∣∣∣∣
r=ri

=



∂2E(r)

∂r21

∂2E(r)
∂r1∂r2

∂2E(r)
∂r1∂r3

. . . ∂2E(r)
∂r1∂r3N

∂2E(r)
∂r2∂r1

∂2E(r)

∂r22

∂2E(r)
∂r2∂r3

. . . ∂2E(r)
∂r2∂r3N

∂2E(r)
∂r3∂r1

∂2E(r)
∂r3∂r2

∂2E(r)

∂r23
. . . ∂2E(r)

∂r3∂r3N

...
...

... . . . ...

∂2E(r)
∂r3N∂r1

∂2E(r)
∂r3N∂r2

∂2E(r)
∂r3N∂r3

. . . ∂2E(r)

∂r23N


r=ri
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The second derivative gives forces and curvature of the directional vector. The step

size is calculated by diagonalising the Hessian; this is possible because the Hessian is a

symmetric matrix as long as the PES is smooth.

There exists a unitary matrix U which diagonalises the Hessian

(UTHriU)kl = δklλk

with δkl the Dirac delta which sets all off-diagonal elements to zero, and λk the diagonal

matrix composed of eigenvalues of the Hessian matrix

λk =


λ1 0

. . .

0 λ3N


The Hessian will usually have 3N − 6 non-zero eigenvalues contained in this matrix for

a 3D system corresponding to its vibrational modes; the six remaining eigenvalues fall

away because the system is invariant under translation and rotation in all 3 directions.

The above Taylor expansion, truncated after the second-order term, can be rewritten

and unitary matrices inserted to give

E(r) = E(ri) + (r − ri)Tgi +
1

2
(r − ri)T ·Hri · (r − ri)

= E(ri) + UUT(r − ri)gTi +
1

2
(r − ri)T · UUTHri · UUT(r − ri)

Now, set UT(r − ri) = Q and UTgi = G to get

E(r) = E(ri) +GTQ+
1

2
QTλQ

Then, call the mth row of Q Qm, that is Qm =
∑

k U
T
mk(r − ri)k, and correspondingly

the mth row of G Gm, i.e. Gm =
∑

k U
T
mkgik is the component of the gradient along the

mth eigenvector of H.
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The goal is the value r = ri+1 such that the first derivative is zero: E ′(ri+1) = 0 = g.

Therefore, we minimise the energy function E(r) with respect to Qm:

∂E

∂Qm

= Gm + λmQm = 0

From this, it appears that Qm contains information about the energy minimisation steps’

direction and step size

Qm =
Gm

λm

This then gives us all the needed components for the Newton-Raphson method, i.e. the

step size and the step direction. In each step, the gradient and the Hessian are computed,

the step length is computed via Qm, and then the change in coordinates is applied.

The BFGS Method

The BFGS algorithm is in principle quite similar to the Newton-Raphson algorithm, but

the Hessian is not updated in every step, saving on computational cost. Instead, an

approximation to the Hessian is updated during each iteration. The approximate Hessian

is generated by the addition of two matrices:

Hi+1 = Hi + Ui + Vi

Both update matrices are symmetric rank-1 matrices. The search direction comes from a

formulation similar to that of the Newton-Raphson method (but with approximate second

derivatives), while the step size is determined by a line search along the search direction,

which is generated via the approximated Hessian.

This algorithm is preferred for materials science applications as it performs very well

with the types of PES found in these applications.
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2.2.4 Local Optimisation Algorithms used in GULP and FHI-aims

Both GULP and FHI-aims contain implementations of the BFGS algorithm to approxi-

mate second derivatives, which have been used throughout this project. In particular,

in the GULP implementation, the Hessian is recomputed every few steps to ensure it

remains close to the exact Hessian. GULP also uses a quasi-Newton-Raphson method

wherein the second-order step size is used as a first guess for a line search along the

search direction. Meanwhile, the implementation in FHI-aims uses the BFGS algorithm in

conjunction with the standard Newton-Raphson method, assuming a harmonic potential

energy surface.

2.3 Global Optimisation

Having covered local optimisation, we will now turn our attention to global optimisation

algorithms which aim to traverse relevant areas of a structure’s PES. In order for a global

search to yield results, we require a function which measures how "good" any given

structure is compared to other structures based on a chosen set of criteria. This is the

cost function Ξ(r), where r is the vector of atomic positions. In this study, Ξ(r) is simply

the energy from any given energy function and therefore local minima on that energy

function’s PES are sought:

Ξ(r) = E(r)

In the more general case, the cost function may also include other factors such as

infrared frequencies[83, 84] or the HOMO-LUMO gap[85].

A method that performs a global search well traverses as little of the PES as necessary,

avoiding regions with no low-energy basins, in order to find all relevant LM. The total

number of LM will rise exponentially with the dimensionality of the PES, and therefore

with the number of atoms in the system.[86] Additionally, the regions on the PES from

which each minimum may be found with a simple local optimisation (basins) may vary
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greatly in extent, so some minima may be much more difficult to find than others.

When exploring the PES, some structures can immediately be discarded without eval-

uating their energy: these are structures where two atoms are very close to each other

(leading to strong repulsion and thus an unfavourable energy), and structures where the

cluster has fragmented into 2 or more smaller clusters. Highlighted below are some im-

portant global optimisation methods: first ones used in this project, namely evolutionary

algorithms and data mining, and then, to give a wider perspective on the field of global

optimisation in a materials science context, methods used by others – Monte Carlo basin

hopping, metadynamics, simulated annealing, random structure searches and particle

swarm optimisation.

2.3.1 Evolutionary Algorithms

Evolutionary algorithms (EAs) are a popular method for exploring only low-energy regions

of a PES[30, 87]. The most well-known type of evolutionary algorithm applied to global

optimization problems is the genetic algorithm[88].

In evolutionary algorithms, concepts from natural selection are transferred to an appli-

cation to find a solution that best fits the applied constraints, here the composition and

number of atoms in a nanocluster.

A population of candidate structures that is kept at a fixed size evolves over a number

of generations (steps of the algorithm) which can be either fixed or terminate when some

convergence criterion is met, e.g. no change in the top 10 structures for a given number

of generations.

The atomic coordinates for the initial population are generated randomly1 and local

optimisation to minimise the chosen energy function is performed on the member struc-

tures. After removing duplicates, the criteria for fitness are applied. Fitness is a measure

of the quality of a trial solution; in the case of global minimization on a PES without any

extra criteria, lower energy corresponds to higher fitness (cf. the cost function Ξ(r) men-

1Checks are made to ensure that the starting population does not contain fragmented clusters or atoms
that are too close to each other
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tioned previously). In order to generate the next generation, subsets of the population

compete in tournaments to determine which will be used as fathers to generate new trial

solutions, while mothers are randomly selected from the entire current population.

One mother and one father are taken to generate offspring by combining them in the

crossover ; in a standard GA this is done by using a binary string (genes) to represent the

parent structures and the strings are cut and reassembled to make the offspring. In many

modern codes, including the implementation that was used in this project, a phenotype-

based[89] approach (which, lacking "genes", is not strictly a genetic algorithm) is em-

ployed, which uses the real-space structures instead of an abstract representation. More

specifically, the father and mother structures are cut into two pieces and then crossover is

achieved by rotating the mother’s and father’s pieces a random amount around the cutting

plane and putting them together again along their respective cutting planes.[90] Although

the cutting planes are chosen randomly, they are nevertheless constrained to preserve

the atomic composition of the nanoclusters. This is achieved by ensuring the composition

of the cut pieces matches. After this step, new structures are mutated by Monte Carlo

moves of some atoms, and included in the next generation’s population along with the

fathers.

This method was applied to nanoclusters of barium oxide in this project and the results

form the basis of Chapter 3.

Graph Theory

In the evolutionary algorithm implementation used here, duplicates were identified through

a graph theoretic approach[91]: each cluster was assigned a graph based on atomic con-

nectivity. Each graph was converted into a hashkey, that is an alphanumerical string. By

comparing these hashkeys, duplicates could easily be detected and then one of each

pair removed.
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2.3.2 Data Mining

Having already generated a PES for barium oxide as a starting point, one goal is to

use this data to also predict the structures of clusters composed of related compounds,

those of the other alkali earth oxides. Therefore, data mining was also utilised in this

project. It is a very quick method where one checks known structures that have the same

stoichiometry (for example bulk cuts or structures taken from similar compounds) as initial

configurations for local optimisation routines. Here, we used the structures found to be

low-lying LM on the (BaO)n PES, and scaled them down according to atomic radii sizes

before re-optimising them for strontium, calcium and magnesium oxides. Data mining

is also implemented in the WASP@N database[92, 93] and structures from this project

were uploaded there.

2.3.3 Monte Carlo Basin Hopping

Using approaches which traverse the PES by trying to find a low energy path on it, such

as molecular dynamics, leads to problems when trying to overcome energy barriers (i.e.

regions of high energy between minima on a potential energy surface). One way of

dealing with this is Monte Carlo (MC) methods, sequences of small random steps (with

some constraints), with each step defined by small atomic displacements.

The Metropolis algorithm is then employed to introduce a notion of non-zero tempera-

ture by allowing some probability of atom moves which increase (rather than decrease)

energy. This is achieved by calculating exp
(
− ∆E

kBT

)
and checking whether it is greater

than a random number between 0 and 1 that is generated for each step. Since this re-

sults in a number greater than one for each ∆E < 0, all energetically favourable steps

are accepted. If ∆E is positive, there is some probability less than 1 that the move will

be accepted.

However, the energy basins surrounding the LM are grouped into so-called super-

basins which are surrounded by particularly high energy barriers, and in order to escape

these, the method needs additional help in the form of Monte Carlo basin hopping[94].
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It is possible to choose a large enough Monte Carlo step that it can pass through these

high energy barriers, while still being small enough to stay within a chemically sensible

region. Since this is primarily useful for finding a larger quantity of LM, the structures

found by these large MC moves are immediately relaxed to a LM instead of using MC to

explore individual basins.

Examples for Monte Carlo Basin Hopping being used for nanocluster applications can

be found in Ref. [95, 96, 97].

2.3.4 Metadynamics

Metadynamics is based on a molecular dynamics approach. In it, as the PES is ex-

plored, regions of conformational space which have already been visited have a positive

(disfavourable) energy bias potential applied to them. This method is more useful for

structures which do not change too much from a known starting conformation, whereas

nanoclusters often have an unknown lowest-energy conformation which might be com-

pletely unrelated to known structures such as the corresponding bulk structure. However,

it has been used for some nanocluster-related applications.[98]

2.3.5 Simulated Annealing

Another possible method, simulated annealing[99], starts the chosen simulation at a high

initial temperature, preventing the system from being trapped in the initial starting region

and this allows the system to descend into low-energy regions of the PES as it is "cooled

down", while the areas which contain accepted solutions are narrowed further the lower

the temperature sinks, with the ultimate goal at arriving at only the GM when the temper-

ature reaches absolute zero.

Simulated annealing can be applied using either molecular dynamics or MC methods;

either have the ability to sample configurational space at non-zero temperatures. In calcu-

lations such as the ones being attempted here, this would terminate before 0K is reached

as the energy function used in global optimization methods has to be kept relatively fast,
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like IPs, and therefore might not be accurate enough to distinguish the GM in inorganic

systems, so that multiple LM should be re-evaluated using a more accurate method such

as DFT.

2.3.6 Random Structure Searches

For small enough systems, random structure searches may be employed. In these,

structures are randomly generated and then minimised locally. This method is, how-

ever, too crude to be computationally tractable for the larger sized clusters under in-

vestigation here. With sufficient computational resources, interesting results have been

achieved using random structure searches in conjunction with DFT methods for smaller

systems.[100]

2.3.7 Particle Swarm Optimisation

Particle Swarm Optimisation[101, ?] treats the solutions (LM) as "particles", which are

"moved" (improved) to find an optimal solution by considering their location in conforma-

tional space (the local minimum) and then moving them towards other low-lying particles

(local minima).

2.4 Energy functions

Two popular energy functions used in computational materials chemistry are employed

in empirical methods based on interatomic potentials, and so-called ab initio methods,

or electronic structure, which are based on solving the Schrödinger equation for a given

system.

There are other methods such as semi-empirical methods (still based on quantum

mechanics, but using some empirical parameters) and coarse-grained methods (where

multiple atoms are represented by one point particle), and more recently there are ma-

chine learning (neural network) based methods which, once trained, offer a very quick
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way to approximate energies based on known data for other compounds[102].

This work only used IPs and DFT, which may be classed an ab initio method, and as

such details will only be provided on those.

2.4.1 Interatomic Potentials

While electronic structure methods provide greater accuracy, they are often prohibitively

expensive. Because the genetic algorithm employed in this project requires many thou-

sands of structures to be locally minimised according to an energy function, it is therefore

preferable to turn to a cheaper, yet sufficiently accurate method: interatomic potentials.

These use concepts from Newtonian physics to model the interactions between atoms.

In this project, a two-step approach using two different IP models was used in conjunc-

tion with the evolutionary algorithm. The first model employed was the rigid ion model,

wherein ions are modelled first as point charges of charge Z where Z is the charge of

the ion in question. This model is very robust even in disfavourable regions of a poten-

tial energy landscape, however it fails to capture polarisability of ions. Therefore, in the

second step, ions are modelled as pairs of "core" point charges of charge Z − Y and

"shell" point charges of charge Y connected by a spring in the shell model. Although this

increases the number of variables, the model can then reproduce dipoles forming. The

spring between a core and corresponding shell is usually modelled as a simple harmonic

spring with spring constant k as

Espring =
1

2
kr2

where r is the distance between the core and the shell of the ion. Additional checks are

in place to ensure shells do not move too far from cores as this would be unphysical. In

some parts of this project (when parametrising potentials), a second, higher-order term

was added to discourage this from happening.
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Electrostatics

In order to further minimise the cost, only two-body potentials were used. Since barium

and oxygen in barium oxide are both charged and polarisable, a fundamental part of

these is the Coulomb potential, which models the Coulomb interaction between all point

particles (and shells, if they are present). For any pair of point charges, it is exactly

Ecoul(r) = ke
qQ

r

with ke Coulomb’s constant being 1/4πε0, q and Q the charges of the two point charges,

and r the distance between them. This is exact apart from the approximation of ions as

(pairs of) point charges.

Image Potentials

Unique to this work, it was decided to model nanoclusters with a relatively wide HOMO-

LUMO gap above a conducting surface, rather than what previous works have done,

modelling narrow-gap nanoclusters above an insulating surface.[103, 104, 105] Specif-

ically, in the graphene-BaO system, graphene is conducting. When a charged particle

is situated above a conducting surface, a so-called image potential should emerge: the

electrons below the metallic surface should rearrange so that the electrostatic field looks

as if there were an equal but opposite charge equidistant below the surface, as shown in

Figure 2.1.

+

–metal

Figure 2.1: A charge above a surface generating an equal but opposite image charge.

However, the question remains whether this image potential will be the same for graphene

as it is for any metal. It might be stronger, as the image charge is situated within the

graphene surface and therefore closer to the charge of the barium or oxygen ion; it might
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be weaker as the electrons in FSG cannot deform below the surface as they would in

a 3D metal. The literature seems to be inconclusive on this. Some articles claim that

there are no image potential states in graphene[106], while others claim to have mea-

sured them. Additionally, graphene is a zero-band gap semiconductor and therefore any

opening of its band gap would reduce or remove the image potential effect. Our aim was

to find evidence for or against mirror charges on graphene by parametrising potentials

both with and without these image potential states. Because there is an opposite and

equal charge for every charge above the surface, the overall effect of the image potential

states should be attractive.

To model this, charges were added which are positionally dependent on Ba and O

particles, and then have a Coulomb interaction with these Ba and O particles. Because

graphene is not a straightforward 3D metal, the strength of the image potential may be

different from what is expected. If the image potential strength varies from the expected

potential where each Ba2+ has a "Ba2−" image particle opposite it under the surface and

each O2− an "O2+" one, the charges of these image particles can simply be altered to fit

data.

Two-body potentials modelling size effects

Figure 2.2: Total electronic energy of Ba-O as a function of bond distance, as calculated
using the PBEsol functional in FHI-aims.
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To model size effects, there are available a number of potentials which should aid in

reproducing the shape shown in Figure 2.2, which shows the interaction between a single

oxygen atom and a single barium atom as a function of distance, as calculated by DFT

(PBEsol in FHI-aims). A number of key features are highlighted: r0 here is the equilibrium

bond distance and De the dissociation energy.

Three of the most commonly used potential functions of separation between two ions

are named after Buckingham[107], Lennard-Jones[108] and Morse. Buckingham poten-

tials are used to model interactions between barium and oxygen, while both Buckingham

and Morse potentials are used to model the interactions of barium oxide with graphene’s

carbon atoms. The Buckingham potential takes the form

Ebuck(r) = A exp (−Br)− C

r6

where A, B and C are constants which are species dependent. The first term models

Pauli repulsion between electron shells in the short range, while the second term corre-

sponds to mid- to long-range attractive interactions, i.e. van der Waals interactions. The

equivalent potential where the attractive term is set to zero (that is, C = 0), is called the

Born-Mayer potential.

The parameters of the Morse potential are more intuitive in terms of physical meaning,

compared to the three parameters of the Buckingham potential, A, B and C which have

much less straightforward physical meaning. The Morse potential is expressed as:

Emorse(r) = De(1− exp(−a0(r − re)))2

De is the bond dissociation energy (well depth), re is the equilibrium bond length and a0,

the least straightforward parameter, can be described as

a0 =

√
ke

2De
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where ke is the force constant at the bottom of the well. Two of its parameters (De

and re) can therefore be read straight off a plot of this potential over r and are directly

representative of straightforward properties of the bond, with the third parameter still

expressing properties of the bond.

The overall potential, then, is

∑
i

Espring(ri) +
∑
j 6=k

(
Ebuck(rjk) + Emorse(rjk) + Ecoul(rjk)

)

with i, j and k summed over all atoms in the cluster, and, if present, surface. In this, ri is

the distance between the core and shell of atom i; rjk is the distance between two shells;

core locations are used if shells are not present. Morse or Buckingham potentials are

chosen based on the species pairings.

Fitting Potentials

Barium oxide has already been modelled by Lewis et al.[109] and therefore well estab-

lished IPs for it already exist. This is not the case for its interaction with a graphene sur-

face. Therefore, potentials were fitted to model the interaction of a graphene sheet with

barium oxide nanoclusters. Generally, a fit to a set of observables is performed; for each

variable at least one observable is required. These observables may be obtained from

experimental data or from computational results using a higher-level (ab initio) method. In

this project, the IP parameters were refined to reproduce single-point DFT calculations of

(BaO)n nanoclusters approaching a graphene surface. Specifically, for each set of atomic

coordinates an energy was extracted which was then fitted to. However, the dispersion

correction was not applied here and this has probably led to errors in the graphene-BaO

interaction energies as the exchange-correlation functional on its own does not capture

dispersion effects.

GULP offers three fitting modes: fit, relax fit and simul fit. In the fit fitting

mode, single-point calculations are carried out and observables compared, no atomic

coordinates are altered. In the relax fit fitting mode, all atomic coordinates are re-
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laxed and then compared to known LM structures (e.g. the experimental unit cell, or LM

structures gained from DFT calculations). Finally, in the simul fit mode, only shells are

relaxed.

The aim of the fitting is to minimise the sum of squares S of the observables (weighted

with weights wo as appropriate).

S =
∑
o

wo(fc − fo)2

Here, o are the observables and weights and values with corresponding subscripts be-

long to each observable. The wo values are chosen to weight more reliable or important

data more heavily, for example to give greater weight to data closer to the equilibrium

bond length in our case since that part of the curve is the most important to get right.

For the rigid ion model, fitting is relatively straightforward, with GULP providing a

method in fit that iteratively fits any number of parameters to the given observables.

Comparatively, when using the shell model, one may either use the simul fit mode, or

for more control, use fit and manually perform geometry optimisations on only the shells

and then reoptimise the parameters that are being fitted, doing this procedure iteratively

until all the parameters remain constant. In this work, this was mostly done manually.

2.4.2 Electronic Structure Methods

Once a pool of plausible candidate structure has been generated using the EA and IPs,

the energies and exact geometries of the better structures should be re-evaluated using

a more accurate method. This will be a quantum mechanical method, as implemented in

FHI-aims. Generally, quantum mechanical methods aim to solve a form of the electronic

Schrödinger equation:

ĤΨ = EΨ

Here, Ĥ is the Hamiltonian operator for a system of electrons and nuclei at positions ri

and Rj , respectively.
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Wavefunction Methods

In a first step, we will take the Born-Oppenheimer approximation, that is the assumption

that nuclei are stationary compared to the much faster moving electrons. Then, in atomic

units, the electronic Hamiltonian for N electrons and M nuclei can be written as

Ĥelec = −
∑

1≤i≤N

1

2
∇2

i −
∑

1≤i≤N,1≤j≤M

Zj

rij
+

∑
1≤i≤N,i≤k≤N

1

rik

The first term is the kinetic energy of the electrons, the second term is the attraction

between electrons and nuclei, and the third is electron-electron repulsion. Zj is the atomic

number (charge) of the j th nucleus.

The solution to the electronic Schrödinger equation emerging from this is the elec-

tronic wavefunction Ψelec. This depends explicitly on the electronic coordinates but only

parametrically on the nuclear coordinates. The energies, then, which also parametrically

depend on the nuclear coordinates, are the eigenvalues of this system. However, finding

an exact solution to this with an exact wavefunction when there are multiple electrons is

prohibitively expensive.

One small piece is still needed to discuss this further: Slater determinants. In order

to get to a wavefunction which obeys antisymmetry (since electrons are fermions), we

construct the determinant of a matrix of one-electron wavefunctions, where each electron

is in turn put into each orbital.

Ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(1) φ2(1) . . . φN(1)

φ1(2) φ2(2) . . . φN(2)

...
... . . . ...

φ1(N) φ2(N) . . . φN(N)

∣∣∣∣∣∣∣∣∣∣∣∣∣
Now, the first computational method that finds use is the Hartree-Fock method. It uses

a single Slater determinant to represent the ground-state wavefunction. By the variational
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principle, the best wavefunction is the one which gives the lowest possible energy,

E0 = 〈Ψ0| Ĥ |Ψ0〉

It can be shown that there is an equation which determines the optimal spin orbitals.

This is called the Hartree-Fock equation.

F̂ (i)ψ(xi) = εψ(xi)

where F̂ (i) is the one-electron Fock operator,

F̂ (i) = −1

2
∇2

i −
M∑
j=1

Zj

rij
+ vHF(i)

and where vHF(i) is the average potential experienced by electron i due to the presence of

all other electrons. As such, the problem becomes a one-electron problem with electron-

electron repulsion only treated in an average way.

In practice, this method scales asO(n4) with the number of electrons, n, and is not very

accurate – for example, it systematically underestimates bond distances. More accurate

methods built on Hartree-Fock, which take into account electronic excitations in various

ways, are available: Møller-Plesset perturbation theory (MP2, MP3), Coupled Cluster

methods, and CASSCF, to name a few. All of these methods scale even worse with

system size than Hartree-Fock and are prohibitively expensive for systems much beyond

10 atoms in size.

Density Functional Theory

The key idea behind DFT is that of reducing the problem to one of electron density instead

of individual electrons’ wavefunctions, and of then reducing the kinetic energy expression

to one of non-interacting particles (Kohn-Sham DFT) – this series of changes reduces

the complexity of the problem and therefore also reduces the computational cost for large



2.4. ENERGY FUNCTIONS 33

systems.

DFT shifts the problem from finding the ground state wavefunction to a functional E

of the electron density ρ(r) =
∑

n |ψn(r)|2, where ψn are the single-particle wavefunc-

tions of individual electrons, under the constraint that
∫

drρ(r) = N , and that the nuclei

contribute an external potential Vext. The following two theorems (the Hohenberg-Kohn

theorems) show it is possible to do this:

Theorem 1. ρ uniquely determines Vext.

A graphic argument for this is that with any electron density, there will be cusps at

nuclear positions and integrating the electron density around each nucleus can uniquely

identify that nucleus (its element). A rigorous proof for this can be found in March’s paper

on generalisation of Kato’s theorem.[110]

Theorem 2. By variationally minimising the energy as a functional of the electron density,

both the ground state energy and corresponding ground state density can be found, i.e.

E[ρ(r)] > E[ρ0(r)] ∀ρ 6= ρ0 (2.1)

The functional form resulting in the exact solution (the Hohenberg-Kohn functional) is

unknown, but there are ways to approximate its components.

A functional describing the energy E[ρ] may be decomposed into a sum of four terms:

E[ρ] =

∫
ρ(r)Vext(r)dr + J [ρ] + T [ρ] + Exc[ρ]

with Vext the external potential of the nuclei, J the two-electron Coulomb interaction,

T [ρ] the sum of single-electron kinetic energy terms and Exc[ρ] the many-body terms de-

scribing electron exchange, correlation, and the error in the kinetic energy approximation.

The way of expressing the kinetic energy mentioned above was proposed by Kohn

and Sham in 1965[111]: Solving the problem for a fictitious system of non-interacting

electrons with the same electron density ρ as the real system leads to an exact solution
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for the non-interacting system. It is not an exact solution for the interacting system that is

ultimately being simulated and so its error should be captured in Exc.

The result can then be converged variationally with respect to nuclear positions by

updating the electron density iteratively until the energy is converged. This is the self-

consistent field method.

All DFT results reported here were achieved using the FHI-aims code[112] which is

run by KLMC as part of KLMC’s functionality. Some calculations were also redone using

NWChem[113] to confirm their validity.

Implementation of DFT (FHI-aims)

Basis Set

FHI-aims uses numerical atom-centred basis sets. The basis functions are arranged in

"tiers" and the user can choose from "light", "intermediate", "tight" or "very tight" basis

sets and then further add or remove basis functions to adjust accuracy and ease of con-

vergence as needed (accuracy being higher with a tighter basis set, ease of convergence

with a lighter one).

Exchange-Correlation Functional Choice

PBEsol[114, 115, 116] is the functional used throughout, as it was developed for solid

state and surface systems, and is unbiased and relatively cheap computationally. It has

been used numerous times for nanocluster systems.[23, 117, 118]

Hybrid functionals

One way of making the exchange-correlation functional in DFT more physically meaning-

ful is to include some amount of Hartree-Fock exchange which is exact. To validate some

results, a hybrid functional, PBESOL0[119], has been used to re-calculate exact geome-

tries as well as energies of (BaO)n clusters. This functional contains 25% Hartree-Fock
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exchange, that is the exchange correlation functional is

EPBESOL0
xc =

1

4
EHF

x +
3

4
EPBESOL

x + EPBESOL
c

Relativity

While it can be ignored in most cases, special relativity becomes somewhat relevant

in this work because barium atoms have a very high atomic number and its electrons

therefore have relativistic velocities. In the FHI-aims implementation of DFT used here,

a scalar relativistic kinetic energy term is implemented with the approximation used being

"atomic ZORA"[120, 121] which has generally held up well in energy-based benchmarks.[122]

and was therefore chosen here wherever barium atoms are present.
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Chapter 3

Isolated Barium Oxide Clusters

3.1 Introduction

This chapter will describe in detail structures of barium oxide nanoclusters and their

stabilities. Barium has a high atomic number and forms a cation which is very close

in size to the oxygen anion[42]. Barium oxide is therefore of particular interest, being

suitable for atomic-resolution microscopy (TEM, STEM)[123]. Insight gained may also

apply to smaller cation options which might have more promising applications, such as

magnesium or calcium oxide. Group II oxides are expected to have a simple enough

conformational space to make it a good candidate for computational structure searches.

As such, barium oxide is especially suited to benchmark the performance of our meth-

ods against any future experimental results where the barium oxide clusters will be de-

posited on a surface. Recent collaborations have resulted in a study incorporating both

atomic resolution STEM images and computational data from structure searches on gold

nanoclusters[124], and atomic-resolution images have also been reported on their own

recently for platinum[125], cobalt[126] and gold[127] nanoclusters. No comparable study

has been conducted for non-metallic nanoclusters. Although these experimental results

are not yet available at the time of writing this, we are aware of a leading experimen-

tal group in this field that would be interested in making a comparative study if suitable

computational data were available (the group of Richard Palmer).

37
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To get an insight into the behaviour of how clusters interact with surfaces, one can first

determine their structures and properties in vacuo and then use these structures as a

starting point for developing cluster-surface models. Therefore, searches of the energy

landscapes of (BaO)n clusters in vacuo have been completed for sizes n = 2 to 18 as

well as n = 24 using an evolutionary algorithm. One important aspect of analysing this

data is to look at relative stability of different structural motifs and how this influences

relative size stabilities, and this will be focused on this data.

3.2 Methods

3.2.1 Global Optimisation to obtain plausible, low-energy metastable

configurations

Aiming for a sufficiently exhaustive search of the low energy region of conformational

space for (BaO)n, the EA implemented in KLMC[91] was employed in order to get rea-

sonable first guesses of potential structures. Each run required specifying the number of

atoms of each type (Ba, O), parameters of IPs and EA parameters (a population of 100

clusters per generation and between 100 generations for (BaO)4 and 1000 generations

for (BaO)24). Note that more generations are necessary for larger clusters as conforma-

tional space grows exponentially with the number of atoms in the cluster. IPs[109] were

chosen as the energy function because they are more efficient than DFT and expected

to give reasonable results. Note that to increase our confidence in finding all low energy

LM, i.e. in order to explore a sufficiently large subset of conformational space, several

thousand individual geometry optimisations were necessary for each cluster size at this

stage. To further reduce the cost of local optimisations and make the method more ro-

bust, each structure was optimised in two stages, first employing a rigid ion model and

then starting from the first step’s results, a second refinement using the shell model. In

addition, structures were also constructed (cuts from the bulk phase) and data-mined

from magnesium, calcium and strontium oxide results.
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3.2.2 Refinement of Plausible Structures

The best, or lowest energy (as measured by our chosen IP model) structures (usually

20, but up to top 40 for the largest cluster size) resulting from this were saved for each

size, and then used as starting points for higher accuracy re-optimisation using DFT (the

PBEsol generalised gradient approximation (GGA) functional[114, 115, 116]) as imple-

mented in FHI-aims. Each conformation was pre-optimised locally during which a light

basis set is employed, and then these pre-optimised configurations were re-optimised

with a tight basis set, i.e. first-tier improvements to basis functions for Ba atoms and first-

and second-tier improvements for O atoms. This should provide an accuracy of< 10meV

per atom. No periodic boundary conditions were employed for this set of calculations. For

larger clusters, more structures (up to top 40) were saved; this was necessary as many

LM were close in energy to each other and the IPs’ quality was not high enough to always

rank them correctly. DFT input files were generated automatically from the EA outputs

using KLMC’s data mining functionality. The overall workflow is shown in Figure 3.1.

Number of atoms (M, O)

KLMC EA with IPs

applied to BaO

Top structures (from BaO)
Additional structures

(from MgO, CaO, SrO)

Additional structures

(high symmetry)

Reoptimise (DFT/PBEsol)

BaO structures/energies

Figure 3.1: Steps in generating optimised structures and energy rankings for barium
oxide nanoclusters.

Additionally, all DFT calculations were re-run while employing the PBEsol0[119] hybrid

functional with the same basis set to further verify these results. As will be reported
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below, they only made a significant difference when refining the n = 24 configurations.

3.3 Results

As described above, structure searches were performed for (BaO)n clusters of sizes n =

2 to 18 and n = 24. Their structures and energies will be reported in two segments; small

clusters (n ≤ 12) and larger clusters (n > 12).

3.3.1 Structures and Energies of Small (BaO)n Clusters (n = 1 to 12)

The three lowest-energy (as per DFT) structures for (BaO)n (2 ≤ n ≤ 12) with their

energies relative to their respective GMs are reported in Table 3.1 below. Specifically, for

clusters of sizes n = 1, 2 and 3 only one LM was found each, the latter two forming a

tetragonal (n = 2) and hexagonal (n = 3) ring with all atoms two-coordinated, as opposed

to a linear stick which has terminating 1-coordinated atoms. These sticks are predicted

to be unstable. LM ring conformations can also be found for larger sized clusters, but

even by n = 4 other 3D structural motifs are found to be more stable.

For the n = 4 cluster, the deformed cube structure is much lower in energy than the

ring; previous studies have shown that this is also the case for (MgO)4 and (KF)4[23],

which adopt the same phase in the bulk as BaO does (rocksalt). This cuboid, which is

composed of 2× 2× 2 atoms, will be referred back to as a secondary building unit (SBU)

of many of the following clusters. In fact, all even-n BaO GM shown in Table 1 (left-hand

side) are exclusively composed of these cubic SBUs and form larger cuboids themselves.

The same holds for the n = 9 GM, which is the only rocksalt cut with odd n in this size

range. Additionally, there exist non-cuboid rocksalt cuts, for example, the second-lowest

energy structure for n = 10 is a non-cuboid composed of n = 4 SBUs.
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1st 2nd 1st 2nd 3rd

n 2 3

n 4 5

∆E/eV 0.0 2.999 0.0 0.010 0.052

n 6 7

∆E/eV 0.0 0.134 0.666 0.0 0.007 0.113

n 8 9

∆E/eV 0.0 0.284 0.587 0.0 0.076 0.165

n 10 11

∆E/eV 0.0 0.393 0.585 0.0 0.132 0.193

n 12

∆E/eV 0.0 0.047 0.347

Table 3.1: Lowest energy structures of (BaO)n clusters for n = 2 to 12, as resulting from
PBEsol geometry optimisations

Structural motifs that are not composed of this SBU include rings (which are only in
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the top 3 for n = 3 and n = 4) and barrels (non-GM structures of n = 6, 9, 10 and 12).

There are also configurations found to have the n = 4 SBUs as part of their structure, for

example non-GM structures of n = 8, 9 and 11.

The odd-n clusters which could not form bulk cuts composed of these building blocks,

such as the n = 5 and 7 GM, all adopt relatively highly coordinated and symmetrical

structures. The total number of LM found increased with n; for n ≥ 7, more than 20 were

found by the EA and therefore, only a subset of the LM found for n ≥ 7 were refined using

FHI-aims.

3.3.2 Structures and energies of larger (BaO)n clusters (n = 13 to 18

and n = 24)

Table 3.2 shows the larger BaO clusters. Again, for even-n clusters (this time on the

right), specifically n = 14, 16 and 18, the GM found is a cuboid rocksalt cut made up of

n = 4 SBUs. In the case of n = 14, the GM is not cuboid, but still a rocksalt cut made

of the same SBUs. The n = 14 cuboid has 7 × 2 × 2 atoms, all of which are 3- or 4-

coordinate, whereas the non-cuboid cut has two higher-coordinated atoms and 54 bonds

compared to the cuboid’s 52, indicating again that a higher coordination number seems

to be preferred here overall.

The size n = 18 provides an interesting case as it is possible to form more than

one competitive cuboid, 4 × 3 × 3 and 6 × 3 × 2. The 6 × 3 × 2 rocksalt cut has

Figure 3.2: The (BaO)18 4 × 3 × 3 (left) and
6× 3× 2 (right) bulk cut structures

a higher surface area and 72 total bonds

whereas the 4 × 3 × 3 cut has 75 bonds.

The former is lower energy in PBEsol cal-

culations and also in those using a hybrid

functional, PBEsol0. Another factor that

may affect a structure’s relative stability is

the formation of a dipole if layers are not

charge neutral. The 4 × 3 × 3 cuboid, for



3.3. RESULTS 43

example, when constructed has a dipole that atomic and electronic relaxations will try to

reduce. This is due to having an even number of 9-atom layers which, since there are

different numbers of barium and oxygen atoms on them, create a dipole. This will be

discussed in more detail in Section 3.3.5.

1st 2nd 3rd 1st 2nd 3rd

n 13 14

∆E/eV 0.0 0.114 0.173 0.0 0.061 0.125

n 15 16

∆E/eV 0.0 0.241 0.242 0.0 0.548 0.753

n 17 18

∆E/eV 0.0 0.204 0.398 0.0 0.108 0.374

n 24

∆E/eV 0.0 0.001 0.189

Table 3.2: Three lowest energy structures of (BaO)n clusters for n = 13 to 18 and 24, as
resulting from PBEsol geometry optimisations

Again, for some of the odd-n clusters it is not possible to form perfect cuboid rocksalt

cuts. However, the majority of odd-n LM shown in Table 3.2 contain fragments composed

of n = 4 SBUs as well as other previously seen structural elements such as barrels.

Surprisingly, the three top structures for (BaO)24 are not rocksalt cuts
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Figure 3.3: The (BaO)24 bulk cut
structure, the GM as predicted by
PBEsol0 calculations.

and in fact have a lower average coordination num-

ber than the rocksalt cut. All three were roughly 300

meV lower in energy than the rocksalt cut in this

set of calculations. As this result was unexpected,

the (BaO)24 DFT optimisations were re-run with

PBEsol0. Indeed, in these calculations the rocksalt

cut (Figure 3.3) was re-ranked as the global min-

imum; energy rankings of all other (BaO)24 struc-

tures, including those shown in Table 3.2, were unaffected. The top 5 structures of all

other (BaO)n clusters were subsequently also reevaluated with PBEsol0 and none of

their energy rankings changed qualitatively.

3.3.3 Normalised Clustering Energies

One measure of stability of a cluster is the normalised clustering energy[32, 128]: here,

a the energy of a cluster is compared to that of the smallest stoichiometric cluster, the

n = 1 stick unit, as follows:

NCE(n) =
E(n)

n
− E(1)

This shows how energetically favourable it is for each cluster size to form from a bath of

n = 1 units. In this and the following sections up to 3.3.6, only GM energies are going to

be discussed. The NCEs for clusters of sizes n = 4 to 18 are shown in Figure 3.4. Here,

a lower NCE implies a greater stability.

It is expected that the NCE values should slowly converge toward the bulk limit of -

3.999 eV, however, the lowest NCE found for these sizes, that of n = 16, is -2.795 eV

and therefore still 1.204 eV higher. For most sizes the value of the NCE decreases each

time an extra formula unit is added. It is visible in the figure that this decrease tends to

be markedly stronger when going from an odd numbered cluster to an even numbered
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Figure 3.4: NCEs for barium oxide clusters, as resulting from PBEsol calculations.

cluster, indicating that even numbered clusters are generally more stable. For three sizes

(n = 4, n = 6 and n = 16), the value of the NCE actually goes up when an extra formula

unit is added, indicating that they are (by this measure) more stable than the next larger

size and it is highly unlikely that the next larger size would form from them by addition of

a single n = 1 cluster.

3.3.4 Second-order energies

Another useful measure of the stability of cluster sizes relative to each other can be

obtained by calculating the second-order energy differences ∆E, which relate a cluster’s

energy to nearest neighbours’ energies as follows:

∆E = E(n)− 1

2
(E(n+ 1) + E(n− 1))

The term "second-order energy difference" is used because they are the centered

difference approximation with second-order error to the first derivative of GM energyE(n)
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with respect to cluster size n. Negative second-order energy differences suggest that

the cluster is more stable than the average of clusters with 1 more and 1 less formula

units while positive ∆E indicate relatively less stable clusters. The second-order energy

difference thus provides a measure of whether or not two clusters of a given size might

transfer one BaO unit.

Second-order energies for BaO clusters with n = 2 to 17 (i.e. all sizes where both

neighbours’ energies were available) are shown in Figure 3.5 and Table 3.3, along with

their structures. Almost all clusters with negative second-order energies are rocksalt cuts,

and all except the GM for n = 2 one are composed of the n = 4 SBUs. Not keeping with

this overall trend is the n = 13 cluster, which has a slightly negative second-order energy,

but because the value is so close to zero, this is not a very strong deviation. All other

non-rocksalt GMs have positive second-order energies and are therefore less stable than

their neighbours. The n = 14 cluster, which forms a rocksalt cut that is not cuboid, also

has a positive second-order energy.

The negative values in Figure 3.5 and Table 3.3 can often be related to magic num-

ber sizes n = mi. When clusters are created via laser ablation of a surface and then

subsequently measured in a mass spectrometer, larger peaks are expected for n = mi

sizes[43, 44]; these cluster sizes show a greater relative stability. Magic numbers have

previously been predicted for (NaCl)nCl− clusters, see Ref. [129].

The second-order energy of the n = 9 cluster is slightly positive despite it being a

cuboid made up of n = 4 SBUs; since the main feature which distinguishes it from other

such cuboids is its polar nature, this could indicate that polar clusters are less favourable.

Therefore, dipole moments will be investigated in more detail.
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n 2nd-order energy difference

2 -0.573

3 0.126

4 -0.425

5 0.17807

6 -0.13903

7 0.07392

8 -0.06103

9 0.02165

10 -0.02199

11 0.01868

12 -0.01374

13 -0.006482

14 0.01284

15 0.006809

16 -0.02911

17 0.01034

Table 3.3: Second-order energy differences of (BaO)n clusters for n = 3 to 17.

3.3.5 Dipole Moment

A number of properties strongly correlate with the sign of the second-order energies and

the odd-n/even-n split. The first of these is dipole moment, as shown in Figure 3.6 and

Table 3.4.

Most structures with odd n have dipole moments between 4 and 8 D while most even-

n GM have negligible dipole moments (are non-polar). One data point to note is n = 9,

which, while it is odd and has a relatively high dipole moment, is also a cuboid rocksalt

cut GM, the only one that is polar. This is due to its 9-atom charged layers similar to the



48 CHAPTER 3. ISOLATED BARIUM OXIDE CLUSTERS

4× 3× 3 (BaO)18 isomer discussed previously.

Figure 3.5: Second-order energies of BaO clusters (n = 2 to 17)

Figure 3.6: Dipole moments of BaO GM for n = 4 to 18, as optimised with PBEsol.

The two cluster sizes which do not follow the trend, n = 13 and 14 also need explana-
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even n odd n
4 3.14E-04 5 4.38E+00
6 9.41E-04 7 4.70E+00
8 4.08E-03 9 4.87E+00
10 1.23E-03 11 4.17E+00
12 8.21E-04 13 2.86E-02
14 1.06E+00 15 7.06E+00
16 8.76E-03 17 5.13E+00
18 1.71E-03

Table 3.4: Dipole moments of BaO GM for n = 4 to 18, as optimised with PBEsol.

tion. The n = 14 structure is in effect equivalent to the n = 16 one, but with four atoms

removed from one edge of a non-polar cuboid rocksalt cut, creating a less symmetrical

L-shaped structure. Due to the reduced symmetry, the structure acquires a dipole. The

fact that this is still preferred over non-polar structures such as the 7 × 2 × 2 cuboid

bulk cut indicates that the assumed penalty for a dipole moment is in competition with

other factors such as maximisation of coordination number (to approach the limit of 6,

i.e. that found in bulk rocksalt); for n = 14, the dipole moment is also somewhat less

severely penalised because it is, at 1.06 D, significantly smaller than those of the other

polar structures discussed here (which range from 4.17 to 7.06 D); however, n = 14 has

a second-order energy much closer to zero than other even-n rocksalt cuts, suggesting

that its dipole moment is not entirely without consequence.

The non-polar nature of the n = 13 GM appears to be primarily because it has near-

perfect threefold symmetry along multiple axes, and indeed it is relatively lower in energy

with its negative second-order energy than other structures which are disordered and

relatively under-coordinated, further supporting the fact that magnitude of dipole moment

does play a role in energetics of these clusters.

3.3.6 Coordination number

The other property mentioned above to explain why even-n BaO clusters appear more

favourable was coordination number. Coordination numbers as a function of size are

shown in Figure 3.7. Since BaO adopts the rocksalt structure, we expect its coordination
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number to increase and asymptotically approach that found in rocksalt, 6. There is gen-

erally a trend of increasing coordination number with increasing n, however, above n = 6

it only steadily increases for even n.

Figure 3.7: Coordination numbers of BaO cluster GM for n = 1 to 18, as calculated with
PBEsol; bond length cutoff ∼ 2.95 Å.

Assuming that coordination numbers closer to 6 are better, this also supports the

second-order energy trends in that in most cases, the even-n clusters are higher coordi-

nated than their odd-n neighbours, with n = 9 the only exception, since it is a rocksalt

cut like the even-n structures. This gives further evidence that BaO prefers higher coor-

dination numbers, or 6-coordinated atoms, since the even-n clusters also generally have

a lower second-order energy. In this size range, the coordination number does not get

very close to 6 because even at n = 18, the majority of atoms are still surface atoms.

Contradictory to this, an analysis of all top 20 LM shows that there is little correlation

of coordination number with energy within each size: perhaps this trend is primarily col-

lateral to the trends of rocksalt cut preference and preference for non-polar structures.

This is shown for the example of n = 16 (where a cuboid rocksalt cut exists in Figure

3.8: While one can generally say that lower energy structures tend to have no bonds, the

correlation is nowhere near strong enough to predict the relative energy of a structure
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from its number of bonds.

Figure 3.8: Energy as a function of the total number of bonds for n = 16 structures.

3.3.7 Energy Density of Local Minima

The previous data all assumed a temperature of 0K. In order to get a more detailed idea

which structures are most likely to be found at non-zero temperature, it is important to

combine the stability of a cluster relative to its neighbours with a notion of how likely it is to

adopt the GM structure rather than perhaps another one that is very close to it in energy.

For this, Figure 3.9 was created. For each size, n, the likelihood of finding a particular

LM configuration will depend upon the temperature of the system and the LM’s energy

difference from the GM. Gaussian smearing corresponding to a temperature of 100K (cf.

the paper by Haertelt et al.[83] where a 100K source temperature was used) was applied

to the energies of each n’s LM (green lines) and additionally, energy per formula unit was

directly compared to the n− 1 GM (red mark). Assuming a bath of n = 1 BaO units, LM

to the right of this mark are more likely to fragment to the smaller global minimum, while

ones to its left are more likely to grow from it.
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Figure 3.9: Density of LM for BaO clusters for n = 8 to 18 and 24 at 100K. Blue impulses
indicate cluster energy per formula unit, green lines indicate smeared energies, and red
divisions mark n− 1 cluster energies..
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The further to the right the n−1 mark is, the more likely it is that a size n cluster is found

and the more stable the size n GM is to fragmenting into an n−1 cluster and a n = 1 unit.

This can be seen on Figure 3.9 by the position of the red line. The figure only includes

clusters with n ≥ 8. By this measure, the n = 8 cluster is the most relatively stable,

followed by n = 10, 12 and 16; this is in line with their second-order energies being the

lowest, which is an expected result because the second-order energies strongly depend

on the relative energy of the n− 1 GM.

It is also useful compare the energies of the other LM of size n to the energy of the

n− 1 GM: each cluster size shown here has 5 or less LM that are relatively more stable

than the n− 1 GM. Typically, there are more LM that fulfill this criterion where n is even.

In the case of n = 17, not even the GM is lower in energy than the n = 16 GM, meaning

it is highly likely that all n = 17 clusters will fragment. For n = 10, two structures lie to the

left of the n = 9 GM and both are bulk cuts composed of n = 4 SBUs; the same holds

for the two structures of n = 14 that are to the left of the n = 13 GM, but is not a trend

that holds for all even-n candidate structures as for example n = 12 has 5 structures to

the left of the n = 11 line, only one of which is a rocksalt cut.

More importantly, there are some n where only one structure is found to be both ther-

mally accessible (i.e. much lower energy than other LM) and lower energy than the n− 1

GM. These should prove to be good target structures to try and synthesize because con-

firming that only one structure is found in these cases would lend validity to the method-

ology here. Examples of this are n = 8, 10 and 16, all of which are bulk cuts and also

magic number clusters. For n = 9, 12, 14, 18 and 24 it is likely that multiple configurations

will be found experimentally as their LM are very close to each other in energy. However,

some degree of skepticism is warranted in the case of the n = 24 result since it differed

when a different functional was used; the hybrid functional result would suggest this is a

further size with only one thermally accessible minimum and thus a good synthesis target

structure.
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Figure 3.10: Density of LM for BaO clusters for n = 8 to 18 and 24 at 300K. Blue impulses
indicate cluster energy per formula unit, green lines indicate smeared energies, and red
divisions mark n− 1 cluster energies.
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Investigating n = 10 in detail, only two structures are to the left of the red line: these

are both structures composed exclusively of n = 4 SBUs, while the next lowest structure

is composed of hexagonal barrel elements adjacent to each other. This is not universally

the case; for example, for n = 12 and n = 15 both the rocksalt cut and the barrel are

below the n = 1 GM in energy, with n = 12 also featuring some other structures that

meet this criterion. Overall, these two structural motifs seem to both be favoured over

alternatives, even if this holds more so for the n = 4 SBU than the n = 6 barrel shape.

Since some experiments use a source at room temperature, this plot has been re-done

for 300K (Figure 3.10). It is clearly visible from this plot that while even more LM become

thermally accessible for some sizes, n = 8, 10 and 16 remain sizes for which there is only

one thermally accessible structure.

3.3.8 Convergence of the Evolutionary Algorithm

Being a nondeterministic method, there is no guarantee that the EA found all LM, and

there is no obvious convergence criterion. However, by tracking whether new low-energy

structures are found, it is possible to gain some confidence that all low-lying LM are

present after a number of EA steps.

Figure 3.11 shows the top 10 structures found at each EA step for n = 15, one of the

larger sizes of clusters investigated here and therefore one of the larger conformational

spaces to explore. The black lines indicate energies of top 10 local minima, while the red

line constitutes a running average energy of the top 10. What we can see from this is that

the IP GM is found after less than 10 steps for this size, the second lowest after ∼ 200

steps and all other LM are found after approx. 300 steps. The calculation was run for a

total of 800 steps, which is more than twice what appears to be required and is therefore

assumed to be a safe length of time to run the EA.
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Figure 3.11: Top 10 structure as the EA progresses (and running average energy in red)

3.3.9 Change in energy rankings from IPs to DFT

For the example case of n = 13, energy rankings for IPs and DFT and the changes

between them are plotted in Figure 3.12 in order test the quality of our IP, i.e. to see if

the IP landscape was sufficiently able to predict the GM or other low-lying LM from the

top 20 structures alone. A number of the IP LM were found to be unstable on the DFT

landscape and so collapsed to DFT LM already found by relaxing a lower energy IP LM.

On first glance, there appears to be a large discrepancy between the IP and DFT cal-

culations as the much higher energy IP LM are missing from this map, i.e. this mapping

is a small snapshot of a much larger energy landscape, it can be argued that the IP is

sufficiently good to find structures which are close enough to the true LM that they will

converge toward them: the goal is not to find exact LM, but rather to find structures within

the potential wells of relevant LM. Taking the top 20 structures is clearly necessary for

this size as the IP-ranked 20th-lowest LM became 3rd lowest in DFT. In particular, the

IP suffers from predicting erroneous LM. A lot of structural diversity is lost by multiple IP

structures converging to the same DFT LM, indicating that some DFT LM (here: espe-

cially the second-lowest LM, which was found five times) have particularly large wells.
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Figure 3.12: Relative energy rankings of IP (left) and DFT (right) structures of n = 13
clusters; where structures changed significantly during the DFT geometry optimisation,
the line is still drawn.

The loss of structural diversity was worst for the chosen example of n = 13 and in

general worse for structures with several low-lying LM so small structural changes are

more likely to influence rank. Consequently, such problematic sizes are also those which

are not recommended as synthesis targets. After this EA calculation on n = 13, two

additional (rocksalt cut) structures were added manually. One of them was found to be

0.95 eV (0.073 eV per formula unit) above the GM in energy, while the other converged

to the same second-lowest LM as several other structures, a non-cuboid structure.
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In order to test how IPs performed for more important, relatively low energy sizes, the

same procedure was repeated for n = 16. The result of this is shown in Figure 3.13.

Notice that the top 3 DFT structures are found within the top 10 IP structures, with the

worst change in rank being the 16th lowest IP structure which results in the 5th lowest

DFT structure—that is to say, the IP performs much more favourably for this arguably

more important case, n = 16 being the size which is preferred by several of the measures

detailed above.

Figure 3.13: Relative energy rankings of IP (left) and DFT (right) structures of n = 16
clusters.
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3.4 Summary and Conclusions

The structures and stabilities of (BaO)n nanoclusters with n = 1 to 18 and 24 were

investigated. It was found that clusters which adopted structures akin to cuboid cuts from

the rocksalt (bulk) phase, or at least composed of n = 4 cuboid secondary building units

were the most stable; this generally corresponds to even-n structures. It was also found

that non-polar structures were favoured over polar ones, with the n = 9 cuboid rocksalt

cut structure as well as the n = 18 polar 3 × 3 × 4-atom structure being disfavoured

compared to n = 8 and 10, and the 6 × 3 × 3-atom n = 18 structure, respectively. On

the other hand, the amorphous but less polar n = 13 GM is relatively lower in energy,

while the other, polar, non-cuboids are in general higher energy than non-polar cuboids.

Another trend found that is reflected in energies is that of coordination number; clusters

composed of atoms with coordination numbers closer to that of atoms in the bulk phase,

6, were generally more stable than clusters with smaller average coordination numbers..

In summary, structures which are relatively stable and thus deemed "magic number" sizes

most likely to show up in mass spec in non-size-selected experiments are n = 4, 6, 8, 10

and 16.

In the next piece of of analysis, these structures were further filtered by which of them

have no additional LM close enough in energy to the GM that they would occur at 100

and 300K, respectively. At both temperatures, this narrows the best choice clusters down

further to n = 8, 10 and 16. The GM of n = 16 is additionally exceptionally stable in terms

of its NCE.

Given more computer resources, we could have examined larger clusters as well as

reevaluating more IP LM using DFT. One other possible area of research is looking at

these clusters of barium oxide with defects. In fact, ongoing work in our group is looking

at these clusters with one barium atom replaced by lead. We hope that experimental

work on these clusters will also emerge in the future.
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Chapter 4

Clusters of Strontium, Calcium and

Magnesium Oxide

4.1 Introduction

Barium oxide clusters have applications mainly as an imaging target to compare to exper-

iment. In comparison, clusters of the smaller-cation alkali earth oxides have been investi-

gated more frequently for more practical applications. Nanoclusters of these three oxides

are promising for applications such as catalysis[9, 10, 18] and heavy metal capture[7].

This chapter will describe structures of strontium, calcium and magnesium oxide and their

energy rankings, as well as comparing them to each other and barium oxide clusters to

investigate the effect of cation size on structure. They will be presented in "reverse" or-

der, from the bottom of the periodic table to the top, i.e. in the order strontium oxide –

calcium oxide – magnesium oxide, as the cations become more and more dissimilar from

the barium cation in this order.

4.2 Methods

In Chapter 3, I used an evolutionary algorithm in conjunction with interatomic poten-

tials to elucidate structures of barium oxide nanoclusters. With these barium oxide

61
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Number of atoms (M, O)

KLMC EA with IPs
applied to BaO

Top structures (from BaO)
Additional structures

(from MgO, CaO, SrO)
Additional structures

(high symmetry)

Reoptimise BaO (DFT/PBEsol)

Rescale for MgO, CaO, SrO

Reoptimise MgO, CaO,
SrO (DFT/PBEsol)

BaO structures/energies
MgO, CaO, SrO

structures/energies

Figure 4.1: Steps in generating optimised structures and energy rankings for alkaline
earth oxide nanoclusters.

structures[130] as a starting point, data mining, as implemented in KLMC, was used

to scale down structures based on ionic radii as a simple way to transfer between po-

tential energy landscapes of different compounds. Starting from these data-mined struc-

tures, geometry optimisations were performed using the two-step DFT approach in FHI-

aims[112]: with a light basis set and convergence criteria first, and then with a tight ba-

sis set and convergence criteria to get more accurate geometries and energies. The

flowchart from Figure 3.1, now expanded, includes steps to gain insight into (SrO)n,

(CaO)n and (MgO)n cluster structures and is shown in Figure 4.1.

Similar data-mining approaches have been used to generate nanocluster structures

of materials with wurtzite or sphaelerite bulk phases[131] as well as bulk materials[132]

such as alkali metal oxides[133]. They do not cover as much as conformational space

as separate EA searches would, but can be sufficient to find the most relevant structures

for synthesis targets. Here, the resulting structures of calcium and magnesium oxide

especially will be extensively compared to other results for these clusters in order to

confirm their veracity.

Dipole calculations were also carried out for n = 18 clusters in FHI-aims.[112]
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4.3 Results

4.3.1 Structures and Energies of (SrO)n clusters

Small Clusters (n ≤ 12)

1st 2nd 1st 2nd 3rd

n 4 5

∆E/eV 0.0 3.520 0.0 0.058 0.064

n 6 7

∆E/eV 0.0 0.349 2.461 0.0 0.065 0.175

n 8 9

∆E/eV 0.0 0.519 0.583 0.0 0.429 1.143

n 10 11

∆E/eV 0.0 0.502 0.965 0.0 0.035 0.252

n 12

∆E/eV 0.0 0.627 0.770

Table 4.1: Three lowest energy structures of (SrO)n clusters for n = 4 to 12, as resulting
from PBEsol geometry optimisations
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Table 4.1 shows tentative top-3 lowest energy structures of small (n = 4 to 12) strontium

oxide clusters. We will again be using the n = 4 cuboid structure as a SBU as a descriptor

for structures of other, larger, clusters. The general trend for even-n clusters is the same

as was found for barium oxide clusters: the GM are all cuboid rocksalt cuts, with some

non-cuboid rocksalt cuts as additional LM. The n = 4 SBU can be found in even more

LM than it was for (BaO)n clusters, for example the third-lowest energy LM for n = 8 is an

L-shape composed of n = 4 SBUs, and the third-lowest n = 10 LM is the cuboid rocksalt

cut n = 9 GM with two atoms added to one corner.

For odd n, different structural motifs are observed and there is greater divergence from

(BaO)n structures. For example, the (SrO)5 GM has higher connectivity (16 bonds) than

the (BaO)5 GM (15 bonds), and the 3-layered barrel appears in the top 3 for (SrO)9, with

more barrel-like motifs and less amorphous structures overall. However, as with barium

oxide clusters, the n = 9 GM is again the cuboid rocksalt cut. New here are two non-

cuboid rocksalt cut structures for n = 11; the n = 11 GM is equivalent to the n = 12 GM

with two atoms removed from one side, while the third-lowest n = 11 LM is a 3 × 3 × 3

cuboid which has been cut diagonally along the (1 1 1) direction.

Large clusters (13 ≤ n ≤ 18, n = 24)

Table 4.2 shows the 3 lowest energy structures of the larger (n = 13 to 18 and 24)

strontium oxide clusters. All even-n GM are again rocksalt cuts, with the n = 14 GM the

only non-cuboid; while there is a cuboid available, it is formed of 2 × 2 × 7 atoms and

therefore heavily under-coordinated. While the cuboid rocksalt cuts discussed throughout

only have (1 0 0) exposed surfaces, the n = 14 GM also features an exposed (1 1 0)

surface.

There are more rocksalt cuts found for odd n. First, there are both the GM and 3rd-

lowest LM for n = 13 rocksalt cuts which are 3 × 3 × 3 cuboids with one corner atom

removed. The n = 13 GM has oxygen as its central atom, and the 3rd-lowest LM stron-

tium. The 0.76 eV energy difference may be because the GM structure has strontium
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atoms at its corners and the angles around strontium atoms are larger than in the per-

fect cuboid, leading to a structure that is closer to spherical (which is assumed to be

favoured); in comparison, when strontium is in the centre, the corner atoms are oxygen

and therefore at acute angles. For a more in-depth discussion of bond angles and how

they change with cation size, see Section 4.3.6. The exposed new surface is a (1 1 1)

surface. The 2nd-lowest LM is actually an only slightly deformed version of the 3rd-lowest

LM, with a ring opening up on the opposite side to the missing atom, again making the

structure closer to spherical. The n = 15 GM is similar to the n = 14 one in that it has

a (1 1 0) newly exposed surface compared to the perfect cuboids. From the following

sections, it will become apparent that strontium oxide is unique in this strong preference

for non-cuboid rocksalt cuts.
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1st 2nd 3rd 1st 2nd 3rd

n 13 14

∆E/eV 0.0 0.684 0.759 0.0 0.112 0.155

n 15 16

∆E/eV 0.0 0.394 0.687 0.0 0.997 1.250

n 17 18

∆E/eV 0.0 0.408 0.424 0.0 0.535 1.232

n 24

∆E/eV 0.0 1.921 2.810

Table 4.2: Three lowest energy structures of (SrO)n clusters for n = 10 to 18 and
n = 24, as resulting from PBEsol geometry optimisations

4.3.2 Structures of Calcium Oxide Nanoclusters

Small Clusters (n ≤ 12)

Table 4.3 shows the structures of small clusters of (CaO)n with n = 4 to 12. GM for even-

n clusters are the same as they are for (BaO)n and (SrO)n clusters, with some variation

in other low-lying LM compared to (BaO)n and (SrO)n clusters. In particular there are the
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same non-cuboid rocksalt cut LM as were seen for (SrO)n, with only one new structure

which also contains n = 4 SBUs in the third-lowest n = 6 LM. Odd-n GM are more

open than they were in (SrO)n for n = 5 and 7, while for larger sizes n = 9 and 11 the

structures are largely the same as (SrO)n ones, including the rocksalt cuts.

Large clusters (13 ≤ n ≤ 18, n = 24)

Table 4.4 shows structures of (CaO)n clusters with n = 13 to 18 and 24. Almost all GM

are again rocksalt cuts, with even-n GM being cuboids (where low-energy cuboids are

feasible), and the same cuts as seen in (SrO)n otherwise. Interestingly, even the n = 14

cuboid rocksalt cut makes it into the top 3 despite being heavily undercoordinated: as it

is a 7×2×2-atom cuboid, atoms in this structure can have at most 4 bonds and are thus

quite far away from bulk-like character. Similarly, for n = 16 and n = 24, additional non-

cuboid rocksalt cuts are observed in the top 3; the n = 16 one is cut from the 3 × 3 × 4

(n = 18) structure by removing one of the edges (compared to the 2 × 4 × 4 n = 16

GM), while the n = 24 third-lowest LM is a highly irregular cut taken from the 3 × 4 × 5

n = 30 cuboid cut (cf. the n = 24 GM is the 3 × 4 × 4 cuboid cut). Additionally, a new

structure featuring a barrel composed of 8-atom rings is observed as the third-lowest LM

for n = 17. n = 17 is also the only cluster size where no rocksalt cut was found; however,

all top 3 structures contain n = 4 SBUs and the top 2 structures feature them for the

majority of their structure (28 and 30 out of 34 atoms, respectively).
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1st 2nd 3rd 1st 2nd 3rd

n 4 5

∆E/eV 0.0 0.0 0.010 0.097

n 6 7

∆E/eV 0.0 0.378 2.033 0.0 0.341 0.357

n 8 9

∆E/eV 0.0 0.570 0.625 0.0 0.443 1.452

n 10 11

∆E/eV 0.0 0.531 0.566 0.0 0.073 0.314

n 12

∆E/eV 0.0 0.657 0.843

Table 4.3: Three lowest energy structures of (CaO)n clusters for n = 4 to 12, as resulting
from PBEsol geometry optimisations
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1st 2nd 3rd 1st 2nd 3rd

n 13 14

∆E/eV 0.0 0.616 1.274 0.0 0.184 0.598

n 15 16

∆E/eV 0.0 0.585 0.724 0.0 1.006 1.042

n 17 18

∆E/eV 0.0 0.211 0.316 0.0 1.015 1.761

n 24

∆E/eV 0.0 2.583 3.493

Table 4.4: Three lowest energy structures of (CaO)n clusters for n = 13 to 18 and
n = 24, as resulting from PBEsol geometry optimisations

4.3.3 Structures of Magnesium Oxide Nanoclusters

Small Clusters (n ≤ 12)

Finally, structures of magnesium oxide clusters do look significantly different from the

other three; small clusters are shown in Table 4.5. For even n, only n = 4 and 10
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have cuboid GM. Where available (n = 6, 9 and 12) the GM are barrels composed of

6-membered rings, and otherwise most GM are a combination of barrels and n = 4

SBUs.

1st 2nd 3rd 1st 2nd 3rd

n 4 5

∆E/eV 0.0 1.090 0.0 0.607 1.152

n 6 7

∆E/eV 0.0 0.267 2.403 0.0 0.505 0.515

n 8 9

∆E/eV 0.0 0.048 0.481 0.0 0.823 2.173

n 10 11

∆E/eV 0.0 0.188 0.345 0.0 0.012 0.027

n 12

∆E/eV 0.0 0.365 0.597

Table 4.5: Three lowest energy structures of (MgO)n clusters for n = 4 to 12, as
resulting from PBEsol geometry optimisations
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The cuboid rocksalt cuts all still appear in the top 3 (except for n = 9), but aren’t GMs

when more open barrel-incorporating structures are available. Also noteworthy is that

many low-lying LM are bubbles (e.g. n = 9 and 12, as well as the n = 8 GM), that is they

are even more open and under-coordinated compared to the rocksalt phase.

Large clusters (13 ≤ n ≤ 18, n = 24)

The three most stable structures for (MgO)n clusters with n = 13 to 18 and 24 are shown

in Table 4.6. There is less of a clear image on whether rocksalt cuts or barrels are

preferred.
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1st 2nd 3rd 1st 2nd 3rd

n 13 14

∆E/eV 0.0 0.342 0.753 0.0 0.055 0.136

n 15 16

∆E/eV 0.0 0.323 0.576 0.0 0.385 1.830

n 17 18

∆E/eV 0.0 0.683 0.743 0.0 0.833 1.097

n 24

∆E/eV 0.0 2.242 2.530

Table 4.6: Three lowest energy structures of (MgO)n clusters for n = 13 to 18 and 24, as
resulting from PBEsol geometry optimisations

Rocksalt cut GMs are present for some sizes where barrels are not available, such

as n = 13 and n = 16. However, where both rocksalt cuts and barrels are available

(n = 15, n = 18 and n = 24) things become less clear. The preferred structure for

n = 15 is the barrel, but for n = 18 the rocksalt cut is preferred – this means that the bulk

transition size, the size beyond which bulk-like structures are preferred, is between those

two. For n = 24, the GM is again the rocksalt cut, with the two next lowest LM structures
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composed of barrels and n = 4 SBUs. Indeed, many other low-lying LM are rocksalt cuts

(e.g. the second-lowest LM of n = 13 and 15 as well as the third-lowest for n = 18),

barrels (second-lowest n = 18 LM) or combinations of the two (second- and third-lowest

for n = 14; third-lowest n = 15; second-lowest n = 16, second- and third-lowest n = 17).

The n = 14 GM is also a combination of n = 4 SBUs and one barrel. Other structures

of note are the n = 17 GM, which is partially composed of n = 4 SBUs and partially of

8-membered rings, and was seen previously as a CaO LM, and the third-lowest n = 16

LM which is a bubble, and the only bubble found in these larger sizes.

4.3.4 Normalised Clustering Energies

Presented here are the normalised clustering energies[32, 128] (NCE) of clusters as

a measure of relative stability of the clusters. As in Chapter 3, these are based on the

following expression, which takes the difference of the energy of a cluster from that of the

GM for n = 1. the linear stick configuration:

NCE(n) =
E(n)

n
− E(1)

This provides the stabilisation energy gained by each cluster to form from a bath of n = 1

units. A lower NCE means more stabilisation. Only GM energies are discussed as the

data for GMs is the most relevant for applications such as guiding experiment.

The NCEs for GM clusters of sizes n = 4 to 18 are shown in Figure 4.2.
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Figure 4.2: NCEs for GM clusters of all 4 compounds, as resulting from PBEsol calcula-
tions.

The first obvious trend, as reported earlier for barium oxide, is that the NCEs of nan-

oclusters decrease with an increase in cluster size, toward the bulk limit. A second ob-

servation from the overall plot is that NCEs increase with cation size: this is expected

since a smaller cation is associated with stronger bonding and thus clustering is more

energetically favourable. The difference between the average NCE for all cluster sizes

is larger between BaO and SrO than it is between SrO and CaO, or between CaO and

MgO, and by far the smallest between SrO and CaO. The ratios for averages, that is

taking the mean NCEs of all GM clusters and then comparing them to the BaO value,

are 1.00:1.58:1.70:2.11 for BaO:SrO:CaO:MgO. Corresponding ratios for the bulk gener-

alised normalised clustering energy (gNCE) are 1.00:1.38:1.51:1.88. One can infer from

this that the NCEs of (MgO)n clusters are closer to its bulk value gNCE at these sizes.

NCEs of (MgO)n also approach the bulk value most quickly (in that larger size clusters

have markedly lower NCEs), while NCEs of (BaO)n clusters approach its bulk gNCE most

slowly. Indeed, the averages of NCEs of these cluster sizes are between 73 and 75% of

bulk values for SrO, CaO and MgO while they are 65% of the bulk value for BaO. Simi-

larly, the n = 18 NCEs are between 80 and 81% of bulk values for SrO, CaO and MgO
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and much lower, at 70% of the bulk value for BaO. This confirms that NCEs of (BaO)n

clusters converge much more slowly toward the bulk limit compared to very similar values

for the three other alkali earth metal oxides.

When looking at NCEs of individual clusters, we can see that the plots for SrO and

CaO follow quite similar progressions with very similar features. For example, NCEs

for n = 5 are the highest in both compounds, and n = 16 ones are exceptionally low

compared to similar sizes. These features are also present in the BaO plot, but much

less pronounced: the BaO NCE plot has fewer features with smaller differences in NCEs

between different cluster sizes. This can be partially attributed to the fact that the values

of the NCEs themselves are smaller by a factor of more than 1.5 compared to the other

three compounds. The graph of NCEs as a function of size for MgO has some features

that differ, mirroring the trend in GM structures. Structures with notably low NCEs include

n = 6, 9, 12 and 16, again going from barrel shapes to a cuboid as clusters grow larger.

Since it is so notable how close NCEs of calcium and strontium oxide clusters are,

and we know that their ionization energies[82] are also very close to each other, the

same plot has been repeated, but reporting NCE
Ionization Energy–this is shown in Figure 4.3. We

immediately notice from this that values for MgO, CaO and SrO are largely the same, with

BaO values being far less negative. The most ready explanation for this is that relativistic

effects change bonding in BaO, an effect that has been previously observed in other

cases[134, 135]. Comparing the three similar plots for MgO, CaO and SrO, it is apparent

that some features are different in the case of MgO; for example, n = 10 is a maximum

for MgO but not for CaO or SrO.
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Figure 4.3: NCE/IE for clusters of all 4 compounds, as resulting from PBEsol calculations.

4.3.5 Second-Order Energy Differences

Second-order energy differences, ∆E, give a measure of stability of a cluster size relative

to neighbouring sizes. The second-order energy differences are discussed here again

and, as in Chapter 3 defined as

∆E = E(n)− 1

2
(E(n+ 1) + E(n− 1))

where ∆E is the second-order energy difference and E(n) is the energy of the GM of

size n. These give a measure of how stable a GM cluster is compared to its nearest

neighbours in size; a negative second-order energy difference corresponds with a more

relatively stable cluster.

For reference, all second-order energy differences are shown in Table 4.7.

Second-Order Energy Differences for BaO, SrO and CaO clusters

Figure 4.4 shows second-order energy differences for the GM of BaO, SrO and CaO

clusters on one plot. Cluster sizes with negative second-order energy differences were
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n / ∆E/eV MgO CaO SrO BaO
5 0.1962 0.2421 0.2202 0.1781
6 -0.2460 -0.2273 -0.1981 -0.1390
7 0.1059 0.1311 0.1169 0.0739
8 -0.0106 -0.0583 -0.0630 -0.0610
9 -0.1221 -0.0515 -0.0244 0.0217

10 0.0609 0.0127 -0.0023 -0.022
11 0.0477 0.0524 0.0450 0.0187
12 -0.1134 -0.0946 -0.0868 -0.0137
13 0.0498 0.0593 0.0737 -0.0065
14 0.0421 0.0134 -0.0060 0.0128
15 -0.0454 -0.0173 -0.0082 0.0068
16 -0.0301 -0.0628 -0.0552 -0.0291
17 0.0639 0.1041 0.0753 0.0103

Table 4.7: Second-order energy differences for GM cluster energies of sizes n = 5− 17.

similar across the three, so ball-and-stick models only of representative SrO structures

are overlaid on the plot.

Figure 4.4: Second-order energies of BaO, SrO and CaO GM clusters (n = 5 to 17).
Ball-and-stick models are shown for those clusters where the second-order energies are
negative, and representative SrO structures.
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All stable cluster sizes are rocksalt cuts. Second-order energies are markedly higher in

magnitude for CaO and SrO than they are for BaO, perhaps related to stronger bonding

in these two compounds. Exceptionally low second-order energies are found for all three

n = 6, 8 and 16 clusters. Additionally it is found that for SrO and CaO, the n = 12

clusters also have very low second-order energies, i.e. they are exceptionally stable.

This appears to go hand in hand with an exceptionally less stable n = 13 structure,

which for SrO and CaO is a rocksalt cut with a "missing corner". There are some other

differences: The n = 9 structure, which has a positive second-order energy in the case of

(BaO)9 has negative second-order energy differences for the other two and in fact these

second-order energies decrease with a decrease in cation size – this will become relevant

later on, when we consider polarity of these clusters and polarisability of the cations. As

n = 9 second-order energies straddle zero, the second-order energy of n = 10 clusters

shows the reverse of this behaviour: it increases with a decrease in cation size. Similarly

to the n = 9 case, the second-order energy of the (also polar) n = 15 cluster decreases

with a decrease in cation size and is only negative for SrO and CaO. Using second-order

energies as the criterion, magic number clusters of both are n = 6, 8, 12 and 16.

Second-Order Energy Differences for MgO clusters

Second-order energy differences of magnesium oxide clusters are shown in Figure 4.5.

This is separated from the three other compounds because the general features of the

plot in this figure, as well as the structures of low second-order energy GM of magnesium

oxide clusters, are sufficiently different that it warrants its own plot.
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Figure 4.5: Second-order energies of MgO clusters (n = 5 to 17), overlaid with the
second-order energies of CaO clusters to highlight the difference.

For these MgO clusters, generally every third cluster has a markedly negative second-

order energy: n = 6, 9, 12 and 15 are all exceptionally stable and therefore magic number

clusters, with GM structures that are barrel-shaped. However, n = 16 also has a second-

order energy which is negative and is thus also a magic number cluster. The fact that

both n = 15 and n = 16 have a negative second-order energy may indicate that the

bulk transition probably happens in this size range.1 The n = 8 second-order energy is

also slightly negative; this indicates that structures which incorporate 6-membered rings

might be generally preferred by MgO at small sizes, even where they are not "pure" barrel

structures. Overall, this plot might look similar to those for BaO, SrO and CaO because

n = 6, 12 and 16 are minima; however it is different because n = 9 and 15 are also clear

minima and the underlying structures are barrels, not rocksalt cuts.

1Together with the data for larger clusters found by Chen et al[58], it appears that this is much less well
delineated; the n = 21 GM is again a barrel shape, possibly because the cuboid rocksalt cut is polar.
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4.3.6 Total Dipole Moments of Clusters

Does the dipole moment play a further role in relative stabilities of cuboid rocksalt cuts

at sizes n = 9, 15 and 18? For sizes n = 9 and 15, there is only one possible cuboid

configuration each: these configurations are polar because they have 3 × 3- and 3 × 5-

atom layers, respectively. These layers will always have either one more cation or one

more anion, leading to charges on the layers and therefore an overall dipole. Based on

second-order energies previously discussed, these configurations become more stable

the smaller the cation is. In the case of n = 18, there are two possible rocksalt cut

configurations which are (meta)stable: the 6 × 3 × 2-atom configuration is non-polar but

has a relatively high surface area and fewer bonds (a total of 69), while the 4×3×3-atom

configuration has a total of 71 bonds and less surface atoms, but is polar because of its

3×3-atom faces. This configuration is more stable for MgO, CaO and SrO, but less stable

than the alternative for BaO.

When using a model of formal point charges for ions, the distance between layers

is paramount in determining the magnitude of the dipole of a cluster: with charges in

individual layers being the same across all compounds, a larger distance between layers

would lead to a greater dipole. Thus, one would naïvely expect the dipole moment to be

greatest for BaO and smallest for MgO. To look into this more, dipole moments for the

4× 3× 3-atom configuration of all four compounds were calculated. These are reported

in Table 4.8.

Cluster (MgO)18 (CaO)18 (SrO)18 (BaO)18

Dipole moment/ D 16.2 14.9 13.7 6.0

Table 4.8: Dipole moments of n = 18 4× 3× 3 cuboid clusters of MgO, CaO, SrO and
BaO as calculated using the PBEsol functional in FHI-aims

Contrary to the initial assumption, the dipole moment for the n = 18 polar cuboid

configuration actually decreases with increasing cation size. The change in expected be-

haviour is caused by the relative ability of the cations to reduce the total expected dipole.
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As we go down the group, cations become more polarisable and will compensate for the

dipole by deforming their electron cloud. In fact, polarisability of cations increases down

the group as the valence electrons are further away from the nuclei, almost doubling

each time, with Ba2+ cations having by far the largest polarisability[136], so its orbitals

can deform more easily and more mixing will occur. Thus, the dipole across the cluster is

more readily reduced in the case of barium oxide clusters compared to the other alkaline

oxide clusters of the same configuration. Therefore, the relative stability of these struc-

tures is not directly related to dipole, but instead might be related to an energetic penalty

imposed because of this polarisation effect on the cations. However, other factors should

be considered: perhaps the penalty for under-coordinated atoms is lower in the case of

(BaO)n clusters, for example.

Cation-anion-cation bond angles

The degree of polarisation can be related to the acuteness of cation-anion-cation (M–

O–M) bond angles in nanoclusters, as reported for clusters of ZnO and LaF3[37, 91].

M–O–M bond angles for n = 2 to 4 GM structures were compared to those found in the

corresponding idealised shapes: 90° for the n = 2 square and n = 4 cube, and 120° for

the n = 3 hexagon. The results are presented in Figure 4.6
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Figure 4.6: Deviation from ideal M–O–M angle for n = 2 to 4 DFT (MO)n GM configu-
rations compared to perfectly symmetric squares, hexagons and cubes, where M labels
group II cations.

In general, we see the largest deviation from idealised angles for n = 3, where the

angle is largest, and the smallest deviation for n = 4 where the angle is most constrained.

For magnesium oxide, Mg-O-Mg angles were smaller than the idealised angles. For all

three others, the angles were larger than the idealised one; in the case of CaO, all three

angles deviated by 2 to 4° , with these M–O–M angles growing larger (and consequently

O–M–O angles becoming smaller) as the size of cation increases.

This result is as expected based on the effect of polarisabilities. For magnesium oxide,

polarisability of the anion is much higher than that of the cation, and therefore the anion

is more likely to form an acute angle. As the cation size is increased, the relative polar-

isability of the cations increases, and therefore larger cations are more likely to move out

than smaller ones. This effect is most even in CaO, i.e. there is little puckering either way

in CaO.
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4.3.7 Coordination Number

Figure 4.7: Coordination numbers of alkali earth oxide cluster GM for n = 1 to 18 and
24, as calculated with PBEsol; bond length cutoffs selected appropriately for each com-
pound.

Is there a correlation between coordination number and cation type? Average coordina-

tion numbers per atom of all GM clusters are shown in Figure 4.7. For all four compounds,

average coordination number generally increases with nanocluster size, to slowly ap-

proach the bulk limit of 6 as expected. However, at these nanocluster sizes the average

coordination number is still quite far away from 6, with the highest, the n = 24 value, still

below 4.5.

In general, a similar trend to that of BaO reported earlier – higher coordination numbers

where cuboid rocksalt cuts are found – is also seen in SrO and CaO, with no clear trend

otherwise. Coordination numbers are generally smaller for MgO clusters below size n =

16, as expected from their structures.
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4.3.8 Energy Density of Structures

Compared to barium oxide clusters, all three other alkali earth oxide had a larger number

of synthesis target cluster sizes where only one unique structure is expected to be stable

for that size. Density of structure plots at 100K and 300K are presented in the following

subsections.

Strontium Oxide nanoclusters

Figure 4.8 shows the density of structures for strontium oxide clusters of sizes n = 8 to 18

and 24 at 100K (1) and 300K (2). First, cluster sizes which are less stable than the next

smaller size can be discarded immediately as they are unstable to decomposition. In this

case, this criterion is met by n = 17, which was also less stable than n = 16 per formula

unit in barium oxide, and n = 13. Therefore, these two can be discarded immediately. If

there is only one impulse under the leftmost peak in Figure 4.8, it means that only one

structure is likely to be found at a given temperature. At 100K, most of the remaining

sizes are actually ones where only one structure is likely to be found: this is true for

n = 8, 9, 10, 12, 15, 16, 18 and 24. Perhaps these would be good targets for a larger study

at this temperature. At 300K, things look slightly different – n = 8, 9, 12, 16 and 24 remain

synthesis targets2. The n = 10 structure is found to be very close in energy to the n = 9

one and thus it is possible that it could decompose at this temperature. For n = 18, there

are now two thermally accessible structures and for n = 15 three: the second-lowest

n = 18 minimum is the non-polar rocksalt cut while for n = 15, the other structures

actually both feature a barrel motif, with the third-lowest LM the barrel structure which

is the GM for (MgO)15. All clusters which fulfill the criterion of only one structure being

found are cuboid rocksalt cuts.
2Cluster sizes which are (a) more stable than the next smaller cluster size, and (b) where only one

structure is likely to be found in experiment
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(a)
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(b)

Figure 4.8: Density of LM for SrO clusters for n = 8 to 18 and 24 at 100K (a) and 300K
(b). Blue impulses indicate cluster energy per formula unit, green lines indicate smeared
energies, and red divisions mark n− 1 cluster energies.
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Calcium Oxide nanoclusters

(a)
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(b)

Figure 4.9: Density of LM for CaO clusters for n = 8 to 18 and 24 at 100K (a) and 300K
(b). Blue impulses indicate cluster energy per formula unit, green lines indicate smeared
energies, and red divisions mark n− 1 cluster energies.
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In Figure 4.9 we can see the density of structures for calcium oxide clusters of sizes n = 8

to 18 and 24 at 100K (first figure) and 300K (second figure). Again, n = 17 and 13 GM are

higher in energy per formula unit than n = 16 and 12 ones, respectively, and therefore

should be discarded as unstable. Additionally, the n = 10 GM is almost identical in energy

to the n = 9 one, again making decomposition a possibility. At 100K, of the other sizes,

ones where only one structure is likely to be found at 100K are: n = 8, 9, 12, 14, 16, 18

and 24. At 300K, n = 8, 9, 12, 16, 18 and 24 remain – increasing the temperature results

in the only non-cuboid becoming relatively less stable enough that an additional structure

is likely to be found for its size. Compared to (SrO)n clusters, the differences are that

there is one less cuboid rocksalt cut (the polar n = 15 one) fulfilling the criteria whilst one

non-cuboid becomes a valid synthesis target at 100K.

Magnesium Oxide nanoclusters

Figure 4.10 shows the density of structures for magnesium oxide clusters of sizes n = 8

to 18 and 24 at 100K (left) and 300K (right). Based on this, three sizes can be discarded

for being less stable than the next smaller size (n = 10, 13 and 17). Of the remaining

sizes, valid synthesis targets at 100K are n = 9, 15, 16, 18 and 24 and all of these except

n = 15 and 16 remain viable targets at 300K. These are barrels below the bulk transition

size at n = 15 − 16 and cuboid rocksalt cuts above it. At the bulk transition size, the

second-lowest energy clusters are the rocksalt cut for n = 15 and a structure featuring

barrels for n = 16; since we expect both motifs to be similar in energy at these sizes, it is

unsurprising that these sizes would yield significant amounts of both structures at 300K.

A perhaps more surprising result is n = 12, where several structures are very low energy.

This will be looked at in more detail in Section 4.3.9.
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(a)
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(b)

Figure 4.10: Density of LM for MgO clusters for n = 8 to 18 and 24 at 100K (a) and 300K
(b). Blue impulses indicate cluster energy per formula unit, green lines indicate smeared
energies, and red divisions mark n− 1 cluster energies.
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4.3.9 Spotlight: Multiple metastable structures of (MgO)12

While it is not predicted to be the best synthesis target for getting one unique cluster in

a size-selective synthesis, (MgO)12 is interesting for different reasons. It has four very

different LM which should be thermally accessible at both 100K and 300K. If, in size-

selective synthesis at appropriate temperatures, all 4 are detected in significant amounts,

this would confirm our result that they are all very close to each other in energy.

(a) Erel = 0.000 eV (b) Erel = 0.030 eV (c) Erel = 0.050 eV
(d) Erel = 0.056 eV

Figure 4.11: The four low-lying LM of (MgO)12, as resulting from geometry optimisations
using the PBEsol functional.

Figure 4.11 shows the four low-lying LM structures. The three lowest in energy, as

shown in Subfigures 4.11a, 4.11b and 4.11c, are representative of three archetypal clus-

ter motifs which can be found for a variety of 1:1 compounds[23]: a barrel, a cuboid

rocksalt cut and a bubble (which is also a truncated octahedron). The fourth low-lying

LM is a structure which contains both barrel and cuboid (n = 4 SBU) motifs. This again

shows that in the case of small (MgO)n clusters, multiple motifs are similar in stability.

For the other three group II oxides, the cuboid rocksalt cut is significantly lower in

energy than the other three structures. In the next section, we will look at how relative

energies of structures change with change in cation size for n = 12.

4.3.10 Relative energies with change in cation

In the previous section, we looked at n = 12 clusters of magnesium oxide. Here, we will

look at n = 12 clusters which have been datamined for all four compounds. Firstly, with

Figure 4.12, we will observe how relative energy rank changes with changes in cation,
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when optimised from BaO geometries. This plot shows for each starting BaO structure

the rank of the structures it optimised to for SrO, CaO and MgO, even where the structure

changed signifcantly upon optimisation. Therefore, it doesn’t show the true energy rank

of actual structures; it only shows how many (BaO)12 structures are required before a

certain structure for one of the other alkali earth oxides is found. Figure 4.13 shows en-

ergies, rather than just ranks, and we distinguish where structures have changed during

optimisation to become a different structure altogether.

Figure 4.12: Energy ranking of structures resulting from rescaling and reoptimising
(BaO)12 structures, plotted with respect to change in cation. Here, the number 1 structure
is the GM, with number 2 the second-lowest LM and so on.

Looking closely at Figure 4.12, only the top 5 BaO structures are required to find all

GM, but when investigating multiple low-lying LM for all four oxides, it becomes necessary

to include more BaO structures: for example, the second-lowest LM for CaO is resultant

from the structure ranked #20 in BaO’s list of LM. Although there appears no guarantee

that important LM have not been missed, we do believe that all important LM have been

found. One can point to the literature to suggest that at least the top 3 appear to have
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been found for all four oxides and all sizes using this method, in particular with recent

papers by Chen et al. and this work reproducing each other’s results.[31, 32, 33, 34]

However, even if the lowest-lying LM are there, the overall density of LM is bound to be

lower for SrO, CaO and MgO than it was for BaO because there are simply less than 20

LM that were found. While I could have re-run the evolutionary algorithm for the three

smaller alkali earth oxides in order to find a larger number of higher-energy LM, the most

important structures and pieces of information were found with the data mining alone and

therefore it was left at that.

Data in Figure 4.13 are again of n = 12, but linked by which structure they actually are,

not by which BaO origin structure they converged from, and this better highlights when

structures found for BaO were found to be unstable for the other three oxides. It shows

that some cluster shapes simply do not exist for all four oxides. Particular attention should

be paid to the three quintessential motifs, the rocksalt cut, barrel and bubble which were

discussed in Section 4.3.9 for (MgO)12: the rocksalt cut is a low-energy LM for all four

compounds (second-lowest for MgO) and the barrel is a low-energy GM (top 3) for all

four compounds. The bubble is the third-lowest in energy for MgO and is still found, albeit

high energy, for CaO and SrO, but disappears completely in the case of BaO.
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Figure 4.13: Energies relative to their respective GM of structures of (MgO)12, (CaO)12,
(SrO)12 and (BaO)12, as calculated using DFT (PBEsol).

Another trend noticeable from this plot is that the energies of the BaO clusters are much

closer to each other: this is most likely because some clusters of the other compounds

which were middling in energy have not been found using this data mining approach.

However, this is not of too much concern since these missing clusters are not particularly

low in energy and the majority of this work is concerned with particularly low-energy

structures.

4.3.11 Bond lengths

Recall from the Introduction of this thesis the bulk lattice parameter data for MgO, CaO,

SrO and BaO bulk materials. Half of the lattice parameter in the rocksalt structure is one

M-O bond. How much do the bond lengths in our cuboid clusters diverge from the bulk

value? A few select sizes and their lowest energy cuboid structures were looked at in

detail; n = 4, 12, 16, 18 and 24—note that these sizes are all expected to be especially

stable sizes. Also note that the lowest energy cuboid for n = 18 is a different shape in
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the case of BaO, and thus different results are expected for this size and compound.

n BaO SrO CaO MgO

bulk 2.770 2.570 2.405 2.105

4 2.3998 2.2758 2.1429 1.9595

12 2.5368 2.3928 2.2413 2.0118

16 2.5580 2.4079 2.2545 2.0179

18 2.5610 2.4356 2.2741 2.0280

24 2.6122 2.4469 2.2844 2.0344

Table 4.9: Bond lengths in bulk BaO[80], SrO[81], CaO[82] and MgO[82], as well as
selected cluster sizes.

Figure 4.14: Average bond lengths (Å) of cuboid clusters of sizes n = 4, 12, 16, 18 and
24, as well as the expected asymptotes (bulk bond lengths).

The shortest bond lengths are reported for the n = 4 cluster; these are only between

87 and 93% of the bulk bond lengths. In general, bond lengths are shorter for smaller

clusters, and gradually increase as cluster size increases. This increase is very small

beyond n = 12, e.g. the change from n = 18 to 24 is ∼ 0.01Å for SrO, CaO and
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MgO and 0.05Å for BaO. However, bond lengths are still more than 0.1Å below the bulk

value at n = 24 for Ba, Sr and Ca oxides and not much below that for MgO, indicating

that clusters will have to be much larger than this to adopt structures with bulk-like bond

lengths. Another thing to note is that, for BaO, the n = 16 to 18 jump is much smaller

while the n = 18 to 24 jump is much larger, suggesting that the 6×3×2 cluster has bond

lengths which are closer to smaller clusters, while conversely (as in the cases of SrO,

CaO and MgO) the 4× 3× 3 cluster is more bulk-like when it comes to its bond lengths;

this is in line with the expectation that the 4× 3× 3 cluster will be more bulk-like as it has

more non-surface atoms.

4.4 Summary and Conclusions

Structures and stabilities of (SrO)n, (CaO)n and (MgO)n nanoclusters with n = 4 to 18

and 24 were investigated with the intention of comparing them to each other as well as

to results for (BaO)n clusters. Clusters of strontium and calcium oxide, like barium oxide

ones, generally showed a preference for adopting structures which were cuts from the

rocksalt phase. For CaOn and SrOn more non-cuboid cuts were found than for barium

oxide. However, these tended to not be the most stable structures when compared to

other sizes. Magnesium oxide clusters adopted barrel-like structures up to and including

the size of n = 15, after which the rocksalt cuts become more favourable, where both

structural motifs stay competitive until larger sizes. It was found that polar structures

such as the n = 9 rocksalt cut or the n = 18 4 × 3 × 3 rocksalt cut, were most polar for

MgO, where the cation is least polarisable to minimise the dipole, but the energy penalty

for being a polar cluster seemed largest for BaO. At least partially as a consequence of

preference in motifs, it was found that average coordination numbers for MgO clusters

tended to be smaller.

Analysis of all the LM that were investigated in this study to see if multiple structures

are likely to be found for each size reveal the patterns represented in Figures 4.15 and
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4.16. Red squares indicate that only one structure is likely to be found in size-selective

synthesis, while yellow squares indicate sizes for which multiple structures are likely to

be found at each temperature. Black squares indicate sizes which are likely be unstable

to decomposition into an n − 1 cluster and a n = 1 unit. These graphics could be used

by experimentalists to guide choice of sizes to synthesise when attempting to isolate one

single structure.

Figure 4.15: Number of LM likely to be found in experiments at 100K for each alkali earth
oxide and each cluster size.

Given more resources and time, I would have extended this study to include larger

clusters to get an idea of when they become more bulk-like in e.g. bond lengths. Future

work may also include looking at cross-doped versions of these clusters (e.g. doping

MgO with Ca2+ in place of a Mg2+ ion), as well as with other elements of similar size.

Additionally, further comparison of our results with experiment should be sought.

Also, investigation of these cluster on surfaces or in solution is of interest as these in

vacuo structures are not stable as they are.
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Figure 4.16: Number of LM likely to be found in experiments at 300K for each alkali earth
oxide and each cluster size.
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Chapter 5

Constructed Cuboid Clusters

5.1 Introduction

As already reported in previous chapters, cuboid rocksalt cuts with exposed [1 0 0] faces

are often particularly stable configurations for the alkali earth oxide nanoclusters. This

chapter is inspired by works by Chen et al.[32, 33, 34] which looked at normalised clus-

tering energies (NCEs) of a variety of alkali earth oxide clusters and extrapolated bulk

energies from them. We will investigate and report the NCEs of cuboids, and then fol-

low on to extrapolate energies of 1D nanowires, 2D slabs and 3D bulk material from

them. This allows for direct comparison of nanowires and slabs with vacuum-free cal-

culations of 0D and 3D materials while normal FHI-aims calculations produce an energy

difference due to the presence of the vacuum, making a direct comparison impossible.

1D materials’ applications include a wide range of fields such as energy storage[137],

catalysis[138, 139], touch screens[140], transistors[141] and biosensing[142]. 2D mate-

rials are primarily of interest here as substrates but have seen use in photovoltaics[143]

and biomedical applications[144].

Additionally, this chapter will look into the effects of shape on cuboid energy for a

number of sizes: are more cube-like or more needle-like nanoclusters more stable? It will

also investigate this, and the reasons for relative stabilities.

101
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5.2 Methods

Atomic configurations and energies of smaller clusters were taken from the data gener-

ated for Chapters 3 and 4. Larger clusters were constructed using one 8-atom unit cell

as a basis and then adding atoms systematically layer-by-layer in the spreadsheet pack-

age LibreOffice Calc. Structures were refined using DFT (PBEsol) in FHI-aims with a

tight basis set and the BFGS local geometry optimisation algorithm. Where convergence

was difficult, some extra basis functions were added to the metal, up to third-tier basis

functions, and then the resulting structure was reoptimised with the original basis set.

This was so that energies remain comparable between different clusters. In retrospect,

it would have been more efficient to reduce the number of basis functions for ease of

convergence and then increase it again in a second step.

The normalised clustering energies are, as in previous chapters,

NCE(n) =
E(n)

n
− E(1)

It is expected that there is a linear relationship between the NCE of a cluster and 1
n

.

Following this, the energy of an infinitely long nanowire should be where n → ∞, i.e.

where 1
n

= 0. If a linear fit is possible, it will be to a function of the form:

y = ax+ b

where b is the vertical axis intercept and therefore the value of the function where n→∞,

i.e. that of the infinitely long nanowire. This same process can be repeated taking

nanowire energies as a starting point to extrapolate slab energies, and finally, taking

slab energies to extrapolate bulk energies. Through this process of linear fits, gener-

alised NCEs (gNCEs) of nanowires, slabs and bulk material were extrapolated from the

NCEs of nanoclusters. Plots and extrapolations were produced in gnuplot using the fit

function which uses an implementation of the nonlinear least-squares (NLLS) Marquardt-

Levenberg algorithm[145, 146].
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Bulk energies were calculated in FHI-aims using a minimal unit cell, the PBEsol func-

tional with a tight basis set, and 8 k-points along each dimension.

Madelung potentials were calculated using the pot keyword in GULP. This calculates

the electrical potential Ui of all ions of the lattice felt by the ion at position ri:

Ui =
e

4πε0

∑
j 6=i

zj
rij

where zj is the charge of the ion at position j and rij is the distance between the ions

at positions i and j. This, multiplied by the charge of the ion at ri, gives the electrostatic

energy at the site, and therefore a measure of how (de)stabilised that ion is by this electric

potential.

5.3 Results

5.3.1 Extrapolating energies of extended structures from nanoclus-

ter energies

In this chapter, cuboid clusters of magnesium, calcium, strontium and barium oxides in

sizes ranging from 2 × 2 × 3 atoms (n = 6) up to n = 40 are considered. While a

2×2×2 cuboid-like structure was found for all four compounds, this structure was, when

optimised, generally too deformed to be considered bulk-like and extrapolations are only

concerned with sufficiently bulk-like structures; in particular, the 2 × 2 × 2 cuboids all

displayed much shorter bond lengths than larger clusters or, indeed, the bulk (at only

about 90% of the bulk bond length), as well as bond angles that particularly strongly

deviated from the 90 deg expected for the true cube.

When plotting the NCEs of clusters against n as seen for 2× 2×N clusters in Figure

5.1, we can already make some observations about the four alkali earth oxides.



104 CHAPTER 5. CONSTRUCTED CUBOID CLUSTERS

Figure 5.1: NCEs of 2× 2×N cuboid clusters as a function of n.

For example, the NCEs are lowest for MgO and become higher going down the group -

this is in line with bonding generally being stronger with a smaller cation. Additionally, SrO

and CaO NCEs are relatively close to each other compared to the more outlying cations.

This is in line with their ionisation energies being the most similar, whilst their ionic sizes

are more dissimilar and thus less correlated to NCEs. The other thing to notice is that

there is an inverse proportional relationship between the NCEs and n, which is easier to

see if the data is plotted as a function of 1
n

.

Therefore, in a next step, NCEs are plotted as a function of 1
n

(Figure 5.2). One im-

mediately notices multiple straight lines for each compound. Each of these straight lines

corresponds to a different diameter nanorod, e.g. 2× 2×N or 2× 4×N . The diameters

of nanorods included here are: 2 × 2, 2 × 3, 2 × 4, 2 × 5, 2 × 6, 3 × 3, 3 × 4 and 4 × 4.

Some of these, separated out, can be seen in Figure 5.3.

It is immediately visible from Figure 5.3 that the first two linear fits (for 2× 2- and 3× 3-

base nanorods) are much better than the third (for 4 × 4) as points visibly deviate from

the fitted line in the third case, where 4 × 4 × 3 energies are visibly higher than the fit

would predict for all four alkali earth oxides. The highest asymptotic standard error in the
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vertical axis intercept, as calculated in the fit by gnuplot, is 0.036% for SrO in the 2 × 2

dataset, while the highest error is 2.249% for CaO in the 4× 4 dataset. It was later found

that there was an error in calculating the energies of 4× 4× 4 clusters in particular which

caused the bad fit in the 4× 4 extrapolation.

Figure 5.2: NCEs of a variety of cuboid nanocluster as a function of 1
n

5.3.2 Extrapolation of nanowire gNCEs

In the following step, each of these nanorod diameters was separated out and a linear fit

found for each diameter of nanorods. Example plots are shown for 2× 2 (representative

of the regular case), 3× 3 and 4× 4 in Figure 5.3.
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2× 2

3× 3

4× 4

Figure 5.3: DFT (PBEsol) NCEs of 2× 2 (top), 3× 3 (middle) and 4× 4 (bottom)
nanorods as a function of 1/n.
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Even in the 2 × 2 dataset, longer nanorods tend to fit the line better, perhaps due to

the fact that larger clusters will be more bulk-like. This may partially explain why the 4× 4

data set provides a poorer fit, as only clusters up to N = 4 are included in it, however

it was also discovered later that there was an error in the 4 × 4 × 4 calculations for all

compounds, specifically. Out of all the datasets considered here (including the ones not

shown in these plots), only the 4 × 4× and 3 × 3 datasets have less than 5 data points

because only clusters up to n = 40 were investigated; however, the nanorods in the 3×3

data set are longer since the third coordinate has to be even to ensure neutral clusters.

Additionally, the 3× 3 clusters are generally expected to be higher energy as they will all

be polar. Polar clusters have been shown in Chapter 3 to be higher in energy generally.

An additional point of the 3× 3×N dataset is that the slope of the SrO data is lower than

expected in the usual case; this may be because SrO penalises polar clusters less (see

Chapter 4).

To extrapolate energies of nanowires from the nanorod data, the vertical axis intercept

is used here (as this is where 1
n

= 0 and therefore n → ∞). These extrapolated values,

including errors, are tabulated in Table 5.1.

To illustrate what we mean by nanowire, see Figure 5.4. A nanowire here is the equiv-

alent of a nanorod, but infinitely extending in one dimension.

Figure 5.4: A BaO nanowire in a unit cell.
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As expected, nanowires with a larger diameter have a lower gNCE, while nanowires

with similar cross-sectional areas such as 9-atom 3× 3 and 8-atom 2× 4 are very close

to each other in energy. It also becomes apparent here that the data of 4 × 4 nanowire

is indeed off as its energy is markedly higher than the energy of the 4× 3 nanowire, and

its error values are also much higher than those of the other nanowire extrapolations,

especially for MgO, CaO and SrO. This is because of the previously mentioned error in

the 4 × 4 × 4 calculations. It might therefore be neccesary to discard this data point as

the values are wrong and the errors are large and it is therefore unreliable; for example a

0.13 eV error (as in the case of MgO) in one of three points would dramatically alter the

fit.

hline MgO CaO SrO BaO

Nx ×Ny gNCE / eV gNCE / eV gNCE / eV gNCE / eV

2× 2 −6.198± 0.001 −4.896± 0.001 -4.528± 0.002 −3.380± 0.000

2× 3 −6.421± 0.005 −5.098± 0.010 −4.679± 0.007 −3.446± 0.006

2× 4 −6.560± 0.003 −5.207± 0.003 −4.783± 0.003 −3.525± 0.007

2× 5 −6.638± 0.003 −5.272± 0.003 −4.840± 0.006 −3.561± 0.008

2× 6 −6.683± 0.024 −5.314± 0.004 −4.878± 0.007 −3.582± 0.006

3× 2 −6.421± 0.005 −5.098± 0.010 −4.679± 0.007 −3.446± 0.006

3× 3 −6.563± 0.018 −5.256± 0.004 −4.771± 0.009 −3.749± 0.123

3× 4 −6.746± 0.014 −5.368± 0.011 −4.908± 0.014 −3.545± 0.020

4× 2 −6.560± 0.003 −5.207± 0.003 −4.783± 0.003 −3.525± 0.007

4× 3 −6.746± 0.014 −5.368± 0.011 −4.908± 0.014 −3.545± 0.020

4× 4 −6.616± 0.133 −5.250± 0.118 −4.803± 0.083 −3.491± 0.005

Table 5.1: Generalised NCEs for infinitely long nanowires of cross-section Nx × Ny, as
extrapolated from plots such as in Figure 5.3
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Figure 5.5: Extrapolation of gNCEs (from nanowire gNCEs) of slabs of thickness 2 atoms
(dashed), 3 atoms (solid), 4 atoms (dotted), and 4 atoms with 4 × 4 data removed (dot-
dashed).

From this extrapolated nanowire data, one can then further extrapolate data for slabs

of material by the same procedure. From the data presented here, it should be possible

to extrapolate energies for 2-, 3- and 4-atom thick slabs.

The N = 2 and 3 lines in Figure 5.5 look relatively similar to those we saw in the

nanowire extrapolation. As expected, extrapolated energies are lower for the N = 3 slab

than for the N = 2 slab (see Table 5.2). The third, dotted line, for N = 4, looks different:

slopes are near-zero and, in the case of BaO, actually positive, and it is clearly visible

that the line does not fit the data points, with 4 × 4 data being higher than the fit line in

all 4 compounds. As explained previously, the 4 × 4 data point was removed due to the

erroneous 4× 4× 4 value, and the 4-atom thick slab fitted without it. Note that, since this

was fitted to two data points only, errors are unknown for this particular fit. However, this

data seems to fit in much better with that of the 2- and 3-atom thick slabs.
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MgO CaO SrO BaO

Size gNCE / eV gNCE / eV gNCE / eV gNCE / eV

2 −6.927± 0.012 −5.522± 0.004 −5.048± 0.013 −3.679± 0.020

3 −7.024± 0.125 −5.623± 0.038 −5.097± 0.102 −3.796± 0.397

4 −6.767± 0.249 −5.378± 0.221 −4.895± 0.186 −3.485± 0.0711

4 (less data) −7.119 −5.690 −5.157 −3.585

Table 5.2: Generalised NCEs for infinitely extending slabs of varying thickness, as ex-
trapolated from plots in Figure 5.5

From this slab data, one can now also fit bulk energies in a final step. This is illustrated

in Figure 5.6. It is also possible to attempt to directly fit all clusters’ data in order to

extrapolate the bulk energy. This is shown in Figure 5.7. The question is: which method

yields more accurate results?

Figure 5.6: Generalised NCEs for infinitely extending slabs, as used to extrapolate bulk
energy, following the three-step method.
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Figure 5.7: Fitting to all nanocluster energies to extrapolate bulk energy using the one-
step method – the dashed lines indicate the DFT bulk energies, i.e. the limit we expect.

The results from both methods are tabulated together with DFT bulk energies in Table

5.4. Errors in the fit appear lower for the one-step method at first glance, however this is

primarily as it was fitted to a larger number of data points (hundreds, compared to 3 for

the 3-step fit’s last step). However, the errors relative to the DFT gNCEs are much larger

than the errors in the fit in both cases, for example the MgO fit of the 3-step method has

a fit error (uncertainty) of 0.052 eV while the actual result of the fit is 0.21 eV higher than

the DFT result.

MgO CaO SrO BaO

Method gNCE / eV gNCE / eV gNCE / eV gNCE / eV

Three-step method −7.29071± 0.05168 −5.8512± 0.01824 −5.25109± 0.03985 −3.60591± 0.3007

One-step method −6.46613± 0.02342 −5.13019± 0.01976 −4.7095± 0.01818 −3.47495± 0.01611

DFT data −7.50569 −6.03149 −5.51680 −3.99788

Table 5.3: Generalised NCEs for bulk materials as extrapolated from nanoclusters via the
three-step method, the one-step method, and from DFT energies.

DFT data of the bulk structures were obtained using the same functional and basis

sets as the cuboid calculation, with 8 k-points along each dimension. When comparing
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to the DFT data, the three-step fit does markedly better: The highest error in the three-

step method with reference to DFT data is 9.8% and occurs for BaO, while the lowest

is 2.8% for MgO. In the one-step method, errors range from 13.1% for BaO to 14.9%

in the case of CaO, i.e. all errors are higher, and for the three smaller cations they are

significantly so. Therefore, the three-step method is better at reproducing DFT results.

The next section will investigate if this can be improved by only including GM structures,

rather than constructed cuboids.

It is also possible to use intermediate results to draw direct comparisons between

different-dimensional nanostructures: for example, the NCE of a 4 × 4 × 4 cluster, -6.25

eV, is notably lower than the gNCE of our thinnest 1d structure, the 2× 2×N nanowire,

which is -6.20 eV.

One-step method using Global Minima

MgO CaO SrO BaO

Method gNCE / eV gNCE / eV gNCE / eV gNCE / eV

From cuboids −6.466± 0.023 −5.130± 0.02 −4.710± 0.018 −3.475± 0.016

From GMs −6.408± 0.049 −5.052± 0.052 −4.639± 0.045 −2.942± 0.031

DFT data −7.506 −6.031 −5.517 −3.998

Table 5.4: Generalised NCEs for bulk materials as extrapolated from nanoclusters via the
three-step method using cuboids, using GMs, and from DFT energies.

Figure 5.8 shows that it is also possible to fit linearly to GM structures in the same fash-

ion as all the fits above - but how good is the result? When we compare the energies

extrapolated from all cuboids in the 1-step method (Figure 5.7) with the new ones extrap-

olated from GMs, we find that the GM extrapolation actually performs marginally worse

than that from cuboids. This is at least partly because for some sizes, even the GMs are

high-energy and non-cuboid, but overall it seems like the three-step approach would still

perform the best.
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Figure 5.8: NCEs of GM clusters as a function of 1
n

5.3.3 Comparing different cuboids of the same size

This is somewhat of a continuation of themes in earlier chapters: how do energies vary

between different shaped cuboid cuts of the same size? Comparisons were drawn for

sizes n = 24, 27, 28, 30, 32 and 36. Their energies relative to the lowest of each size are

tabulated in Tables 5.5 and 5.6.
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n/ MO structures; energies / eV/MO

24 2× 2× 12 2× 3× 8 2× 4× 6 3× 4× 4

MgO 0.319 0.140 0.079 0.000

CaO 0.271 0.126 0.068 0.000

SrO 0.208 0.097 0.042 0.000

BaO 0.090 0.046 0.00000 0.017

27 2× 3× 9 3× 3× 6

MgO 0.095 0.000

CaO 0.085 0.000

SrO 0.054 0.000

BaO 0.000 0.022

28 2× 2× 14 2× 4× 7

MgO 0.259 0.000

CaO 0.219 0.000

SrO 0.179 0.000

BaO 0.100 0.000

Table 5.5: Energies of cuboid structures of sizes n = 24, 27 and 28.

To minimise surface area and maximise bulk-like character, it is expected that clusters

will adopt as close to spherical a shape as possible. In the case of cuboid rocksalt cuts,

the closest shape to the sphere is a cube (where all side lengths are the same). In some

cases, "closeness to a cube" is ambiguous, and is therefore defined here as a large

cross-sectional area along the smallest surface plane. For almost all MgO, CaO and

SrO cluster sizes and one BaO size, structures which are closer to a cube are lower in

energy. For example, for the (n = 30) 2× 5× 6 cluster this value is 2× 5 = 10, while for

the 3 × 4 × 5 cluster of the same size it is 3 × 4 = 12; the latter is therefore closer to a

cube in shape, and indeed lower in energy. There are still other considerations such as

whether a cluster is polar or not. We know from other published data[32, 33, 34] that in

the case of polar lowest-energy cuboids such as for n = 27, it is possible that the true
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GM is non-cuboid. Since this chapter only deals with constructed clusters, a comparison

which also accounts for non-cuboids is not included.

n/ MO structures; energies / eV/MO

30 2× 2× 15 2× 3× 10 2× 5× 6 3× 4× 5

MgO 0.366 0.173 0.074 0.000

CaO 0.311 0.154 0.064 0.000

SrO 0.242 N/A 0.038 0.000

BaO 0.115 0.064 0.000 0.024

32 2× 2× 16 2× 4× 8 4× 4× 4

MgO 0.273 0.000 0.002

CaO 0.231 0.000 0.004

SrO 0.190 0.000 0.012

BaO 0.107 0.000 0.022

36 2× 2× 18 2× 3× 12 2× 4× 9 2× 6× 6 3× 3× 8 3× 4× 6

MgO 0.402 0.201 0.118 0.076 0.086 0.000

CaO 0.342 0.177 0.101 0.065 0.076 0.000

SrO N/A N/A 0.071 0.040 N/A 0.000

BaO 0.134 0.079 0.021 0.000 N/A 0.023

Table 5.6: Energies of cuboid structures of sizes n = 30, 32 and 36.

One exception to the trend where the more cube-like structures are lower in energy are

the n = 32 clusters, where the 2× 4× 8 structure (with a smallest cross-sectional area of

8) is preferred over the 4× 4× 4 structure (smallest cross-sectional area of 16) in all four

oxides, although this is only by a few meV per formula unit (at most 22.2 meV/MO in the

case of BaO). This is the only size where the structure which is closest to the cube is not

preferred by MgO, CaO and Sr, while for BaO, some other structure is preferred in nearly

every case, with the exception of n = 28 where the most cube-like structure is not very

close to a cube at all at 2×4×7 atoms, and its 2×2×14 alternative has the very extreme

smallest cross-sectional area of 4 atoms. It has to be noted that even where BaO prefers
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other structures, it is always by ∼ 20 meV/MO: a smaller margin than is usually seen in

the other three oxides.

5.3.4 Madelung potentials

One way to elucidate relative stability of individual ions is to look at the Madelung potential

at ionic sites. If the Madelung potential times the ionic charge is lower, this corresponds

with more stabilisation at the ionic site. Because Madelung potentials for all sites were

found to be stabilising here, only their absolute values will be taken into consideration

henceforth.

Madelung potentials for ionic sites in the bulk materials were calculated in GULP and

are reported below, to compare to nanocluster Madelung potentials. Only the values at

O2− sites are reported as the Madelung potentials at Ba2+ cation sites have the same

absolute value in the bulk. These are tabulated in Table 5.7. The magnitude of the

potential is largest in MgO and gets smaller when the cation becomes larger; this is

simply because here, the charge of the ions is kept the same (±2) while the distance

between them increases with increasing cation size.

Compound MgO CaO SrO BaO

U / V 23.909 20.927 19.583 18.169

Table 5.7: Madelung potentials at O2− sites, calculated using GULP
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The 1D case

Figure 5.9: Madelung potential at the most outlying and central ion sites in chains of
alternating Ba2+ and O2− ions of different lengths, calculated using the rigid ion model in
GULP.

In a next step, a simplified model of these nanoclusters was used: a linear chain of

alternating Ba2+ and O2− ions, at the bulk bond distance, that was lengthened 2 at a time

(to preserve charge neutrality). First, this was done without any optimisation, with cores

only. In this model, it was found that for the most outlying ions, the absolute value of the

Madelung potential got smaller with more ions added, approaching some number below

7.6. For the ions closest to the centre of the chain, the potential oscillated about ∼ 14.3.

These are shown in Figure 5.9. In this model, Ba2+ and O2− are equivalent as they are

spaced evenly and their charges are of equal magnitude. Geometrically, results for the

other three oxides should be equivalent, just scaled according to bond distance.

When shells are added and relaxed, the system becomes asymmetrical. Specifically,

for the most outlying ion sites, the magnitude of the Madelung potential is slightly higher

at the Ba2+ site than at the O2− site, while in the case of the middle sites, the same is

true at very small sizes and it reverses slowly for larger sizes. Overall, we again see a
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steady decrease in the Madelung potentials of outlying sites with growing chain length,

and an oscillation about ∼ 14.4 at central sites. This is shown in Figure 5.10.

Figure 5.10: Madelung potential at outlying and central ions in chains of alternating Ba2+

and O2− ions of different lengths, as calculated using the shell model in GULP.

The 3D case: cuboids

For calculating the Madelung potential at ionic sites in the cuboids presented above,

DFT (PBEsol) geometries were used as the starting point and the rigid ion model was

employed. Values reported here will be: the Madelung potential at outlying (corner) sites,

the Madelung potential at a most central atom, and the average absolute value of the

Madelung potential for each cluster. For each oxide, different length nanorods of 2 × 2

base are considered: 2×2×6, 2×2×8, 2×2×12 and 2×2×16. Notice that the last is

a n = 32 nanocluster. To complement this, the two other n = 32 cuboids (2× 4× 8 and

4× 4× 4) are also considered here to help explain their relative energies for the different

compounds. We will look in detail again at the most outlying atoms, the central atoms,

and finally the average magnitude of Madelung potentials taken from all ionic sites.

In particular, we will look at the extreme cases of barium and magnesium oxide, with
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the other two oxides lying in between in behaviour.

The Madelung potentials at outlying and central sites for barium oxide cuboids are

shown in Figure 5.11. As expected from what we know about puckering in these nan-

oclusters (see Chapter 4), the stabilisation about barium ions is stronger than the sta-

bilisation about oxygen ions: angles about oxygen ions open up in barium oxide nan-

oclusters, so they become closer to each other, destabilising overall, while angles about

barium ions become more acute, they therefore move further from each other, and are

relatively stabilised. Indeed, the magnitude of the Madelung potential becomes larger

than it is in the bulk on these sites.

Figure 5.11: Madelung potential magnitudes at outlying and central ions in cuboid barium
oxide clusters, as optimised by DFT.

Absolute values of Madelung potentials for both outlying and central sites are roughly

the same for different lengths of 2 × 2 × N nanorods, but change when the structure is

expanded along a different dimension. In that case, the Madelung potential for central Ba

atoms becomes much stronger, while the Madelung potentials for the three other sites

under investigation weaken slightly. The Madelung potential of central and outlying O2−
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is almost identical, while for Ba2+, the central atom is significantly more stabilised than

the outlying one.

The equivalent plot for magnesium oxide cuboids is shown in Figure 5.12. Most no-

tably, the Madelung potential is stronger than in barium oxide, as expected due to what

we know from the bulk and about bond lengths. Here, oxgens (which have more acute

angles about them) are more stabilised, even when compared to the bulk, and magne-

sium cations are relatively destabilised, as the angles about them widen.

Figure 5.12: Madelung potential magnitudes at outlying and central ions in cuboid mag-
nesium oxide clusters, as optimised by DFT.

Going from 2× 2× 16 to 4× 4× 4, Madelung potentials at the central O2− and outlying

Mg2+ sites, while they decrease at outlying O2− and central Mg2+ sites; in fact, for the

4 × 4 × 4 cluster, the Madelung potential of the outlying oxygen anion site is lower than

that of the outlying Mg cation site, breaking with the general trend of Madelung potentials

at Mg2+ sites being stronger.

The Madelung potentials of sites in (CaO)n and (SrO)n clusters lie somewhere between

these two, with Madelung potentials at cation sites slightly stronger than those at oxygen

sites for both.
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Finally, we will look at the average value of the magnitude of the Madelung potential

at ionic sites in all of these nanoclusters to see how strong overall stabilisation due to

electrostatics is. These are shown in Figure 5.13 and Table 5.8.

Figure 5.13: Average Madelung potential magnitudes at ionic sites in cuboid alkali earth
oxide clusters, as optimised by DFT.

It can be seen clearly from the figure that in all 4 cases, the average magnitude of

the Madelung potential at ionic sites increases when the length of a 2× 2-base nanorod

is increased; this effect is strongest in magnesium oxide nanorods. It is also clearly

visible that the 2×2×16 cuboid has a lower average Madelung potential magnitude than

the 2 × 4 × 8 one in all 4 cases. What is slightly less clear from the figure, but can be
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MgO CaO SrO BaO
2× 2× 6 22.40 20.12 18.8 17.60
2× 2× 8 22.53 20.19 18.86 17.65
2× 2× 12 22.67 20.27 18.92 17.69
2× 2× 16 22.74 20.3 18.95 17.72
2× 4× 8 22.95 20.45 19.08 17.81
4× 4× 4 22.91 20.42 19.04 17.80

Table 5.8: Average Madelung potentials across all ionic sites for MgO, CaO, SrO and
BaO cuboids.

gleaned from the table, is that the average Madelung potential value at ionic sites actually

decreases when going from 2× 4× 8 to 4× 4× 4 cuboids in all 4 cases - probably due

to the error in 4× 4× 4 calculations being geometrical in nature. This result is also in line

with energy rankings of these n = 32 cuboids, where the 4×4×4 cuboid was erroneously

reported to be higher in energy (less stable) than the 2× 4× 8 for all alkali earth oxides.

5.4 Summary and Conclusions

Geometry optimisations were performed for cuboid rocksalt cuts of MgO, CaO, SrO and

BaO of sizes up to 80 atoms. It was found that there was a linear relationship between

1 over the size of the clusters and their normalised clustering energy. This relationship

was exploited to extrapolate generalised normalised clustering energies of 1D, 2D and

3D structures in a three-step method. Extrapolated energies were then compared to bulk

energies from DFT calculations, and it was found that through this three-step method

accurate bulk energies could be extrapolated, while a direct extrapolation from cluster

energies led to less accurate results.

The energies of the cuboid nanoclusters were then examined in more detail. It was

found that in most cases, for a given size the preferred cuboid was likely to be that which

maximised volume and minimised surface area, i.e. the one closest to a cube geometri-

cally, with the exception of BaO, where more oblong structures are preferred.

Madelung potentials were then calculated for strings of alternating Ba2+ and O2− ions

as well as selected cuboid rocksalt cuts of MgO, CaO, SrO and BaO. It was found that
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for the string of ions, Madelung potentials of outlying ion sites become smaller the larger

the structure, while those of central ion sites oscillate about some value. For the cuboids,

it was found that neither outlying nor central ion sites have Madelung potentials which

change much when a nanorod is lengthened; they do change when the nanocluster is

grown in other dimensions instead of becoming a thin, long nanorod. It was also found

that there is some correlation between the average magnitude of the Madelung potential

at ionic sites with the energy rankings of different-dimensional cuboids of the same size.
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Chapter 6

Barium Oxide nanoclusters on

Graphene

6.1 Introduction

In practice, small nanoclusters such as the ones discussed herein are only metastable

in vacuo as they will coalesce to form larger nanostructures or bulk material. Therefore,

they are usually kept in some environment that stabilises them: they may be capped;

suspended in some solution; or anchored on a surface, e.g., by defects in the surface.

For this study, it was decided to investigate the barium oxide nanoclusters from Chapter

3 on a surface, namely graphene. In this form, they can be investigated experimentally,

as well as used for potential applications such as catalysis.

Graphene is a commonly used substrate to deposit nanoclusters onto[147, 148], with

defects in the graphene surface as well as functional groups on it (such as in graphene

oxide (GO)) acting as anchoring points for the nanoclusters[149]. Titanium oxide nan-

oclusters on defective graphene have previously been investigated computationally us-

ing density functional theory (DFT)[76, 78, 150]. When functionalised as GO, it has the

additional advantage of being transparent to electron microscopes, allowing for optimal

imaging of the nanoclusters themselves.

The main challenge in a study of this BaO-graphene system, then, is to develop a

125
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fast and computationally inexpensive method to calculate properties of the system and

perhaps simulate its dynamics. This has been attempted here. Additionally, some static

modelling of nanoclusters on defective graphene and (a model for) GO has been con-

ducted.

6.2 Methods

This chapter is divided into two parts: In the first part, interatomic potentials were devel-

oped to model the interaction of barium oxide nanoclusters with a graphene surface. In

the second part, DFT calculations were carried out to investigate how these nanoclusters

interact with both pristine graphene and graphene oxide.

6.2.1 Development of interatomic potentials

In the first part of this chapter, attempts at developing interatomic potentials to model

the interaction of barium oxide nanoclusters with graphene are presented. Details of the

potential development will be shown in Section 6.3.

As experimental data was not readily available, all potentials are fitted to DFT data,

which was collected using the FHI-aims code and the PBEsol GGA functional with a

tight basis set, without the dispersion correction (which led to a potential for errors in

cluster-surface interaction energies). Single point calculations were performed for this

part. During the fit, the graphene sheet and the clusters were each kept at the same

geometry and only their relative position was varied. As such, only the potential to be

fitted (plus a constant term) was used during those calculations.

A range of potential types was tested; both the rigid ion model and the shell model, and

both Morse and Buckingham/Born-Mayer potentials. Combinations of these were trialled

with and without the presence of image charges.
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6.2.2 DFT calculations of barium oxide clusters on Graphene and

Graphene Oxide

In the second part of this chapter, clusters were first modelled approaching a fixed

graphene surface, and then approaching a graphene surface functionalised with an alco-

hol group, respectively.

Calculations on the pristine graphene surface involved geometry optimisation of the

cluster using the PBEsol functional, with a light basis set in a first step, and then refine-

ment using a tight basis set.

Due to time and computer time constraints, calculations on graphene oxide involved the

following steps: the functionalised graphene surface was optimised using first a light, and

then a tight basis set and the PBEsol functional. Then, the cluster was positioned above

the surface at a distance of 2.8Å . The geometry was then optimized using a light basis

set and PBEsol. Due to aforementioned time constraints, the structures resulting from

this were not re-optimised using a tight basis set, instead only a single point calculation

was run to make them comparable with our previous calculations which used a tight basis

set.

6.3 Results

6.3.1 Fitting of potentials for the BaO-graphene interaction

Setup of the DFT calculations

Potentials were here fitted to DFT data gained from single-point calculations. As such, it

was first necessary to find a suitable unit cell size for these DFT single-point calculations.

After checking that in general, FHI-AIMS calculated properties (such as the band struc-

ture) of both graphite and graphene correctly, this involved finding a suitable size of the

cell in the direction of the graphene plane (x and y directions in the unit cell) and a suit-

able separation between graphene sheets (z direction in the unit cell). This is illustrated
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in Figure 6.1: the xy-plane is in the plane of the graphene sheet, with the z-direction

perpendicular to it.

Figure 6.1: Example of a graphene cell, with large separation between graphene layers.

The z direction was investigated second. For this, calculations were set up with one

4-atom graphene primitive cell per unit cell while z was varied. The z length was varied

from 2 Å to 60 Å. Overall, this looks as expected (see Figure 6.2, and for a breakdown

in different distance ranges, Figure 6.3). In the short range (< 3.5Å), this looks like a

standard repulsive potential (see Fig. 6.3a). From experimental data of graphite, we

know that there should be a weak attractive force between graphite layers at a separation

of about 3.3Å. However, in graphite the layers are arranged in a staggered (out-of-phase)

manner (please refer back to Figure 1.2 for an illustration of this), and so we expect that

with planes stacked in-phase here, the separation at which there is an attractive minimum

is slightly larger because atoms are closer to each other at the same separation. Indeed,
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what is found is a weak attractive interaction of less than −10 meV/4C with a minimum

at just over 4Å separation (Figure 6.3a). In the range of 6-10 Å (Figure 6.3b), some

unexpected fluctuations can be observed. These are less than 0.05 meV/4C. We will

nonetheless investigate what is causing these fluctuations. Moreover, we will investigate

why there are also slight fluctuations around 40 Å.

Figure 6.2: Energies of a 1× 1 graphene sheet in a 3D periodic unit cell as a function of
separation between sheets, as calculated using FHI-aims/PBEsol.

In order to investigate these fluctuations, calculations on the long range were run for

the same unit cell with a larger basis set (up to second-tier improvements), and with a cell

larger in the xy direction (Figure 6.4). Fluctuations with the larger unit cell are much less

significant; however, the energy appears to be uniformly decreasing at this range which

is contrary to expectation but can probably be safely ignored as this effect is ∼ 2µeV/4C.

Additionally, the energies are all about 0.8 meV/4C higher.
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(a) The weakly attractive short range, around the minimum

(b) Slightly longer range

(c) Long range – note fluctuation at 40 Å.

Figure 6.3: Energies of a 1× 1 graphene sheet in a 3D periodic unit cell, different length
ranges, as calculated using FHI-aims/PBEsol.
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When the basis set size was increased, fluctuations in the energy were reduced sig-

nificantly; the difference between z = 10 and z = 60 values was also ∼ 2µeV. However,

there were some convergence problems and FHI-aims had to be run with

override_illconditioning set to True to get results for this because with large basis

sets, ill-conditioned matrices arise. For this calculation, the larger basis set might at first

seem like the better option as it will result in more accurate energies overall while also

keeping fluctuations low, but there are convergence difficulties, and in subsequent calcu-

lations, where there is a nanocluster atop the surface, a larger xy-plane will be necessary,

which is sufficient to eliminate this error.

Figure 6.4: Energies of a 1× 1 and 5× 4 graphene sheet in a 3D periodic unit cell, with
the z-length varied.
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(a)

(b) Long range only

Figure 6.5: Energies of (BaO)1 in a 50Å×y × 50Å unit cell without graphene, where y is
varied

Next, we try to find the extent of xy-plane for a nanocluster in an otherwise empty

unit cell that is large enough that the interactions of the cluster with its periodic images

are sufficiently small. Two directions (z and one of the directions of the xy-plane, y) are
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kept fixed at 50 Å, with the assumption that this is sufficiently large to have only minimal

interaction with images of the cluster in adjacent cells along these axes. First, a stick –

(BaO)1 at equilibrium bond length – is chosen. This will also be the first "model cluster"

for potential parametrisation. Here, the interaction can be reasoned to be repulsive at any

separation as like charges are always nearer each other than opposite charges. Indeed,

this appears to be the case – see Figure 6.5.

From Figure 6.5 it is apparent that the forces in this system do seem to be repulsive at

all length ranges (Subfigure 6.5a), but that the difference in interaction energy drops to

about 0.1 meV between 40 and 50 Å. Therefore, 40 Å seems an appropriate choice.

Figure 6.6: (BaO)2 square in a 50Å×y × 50Å unit cell, where y is varied.

Because this dominance of repulsive Coulomb interactions is not always found, the

calculation was repeated with a square of ions, (BaO)2, at the equilibrium bond distance
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for the (BaO)1 stick (i.e. not the optimised (BaO)2 cluster). This is situated in the xz

plane with bonds parallel/perpendicular to the z-direction, while the y-coordinate is var-

ied. Again, the energy change drops below 0.1 meV between 40 and 50Å. However,

there is now an attractive range with the minimum at ∼ 3.5 Å and a well depth of ≈ 780

meV (likely more if the structure had been allowed to relax fully).

Ba-O stick on graphene: no image charges

A set of DFT single-point calculations was employed in order to get energies, which were

then used to parametrise interatomic potentials, to model the interaction of graphene with

barium oxide clusters. For this, clusters were simulated at different distances from the

surface and different orientations. In a first attempt, the n = 4 cuboid cluster was used,

however this did not immediately yield usable potentials. To step back, we reduced the

problem to the n = 1 Ba–O stick, where one atom only is strongly interacting with the

surface. And so, to start with, one potential at a time may be parametrised1: Ba–C, or

O–C, respectively. The stick was therefore positioned above the surface orthogonal to it

in the "top" position (see Figure 6.7b) above the surface.

(a) Cluster approaching graphene plane
(b) Possible sites of cluster positioning atop
the graphene plane

Figure 6.7: Model of the BaO stick above graphene: (a) varying the distance between
the stick and graphene (b) above one of three possible sites on graphene: "top" atop an
atom (A), "int" interstitially (B), or "centre" over the centre of a ring (C).

1This is while keeping the system closer to (BaO)n clusters than it would be using just Ba2+ and O2−

above the surface.
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Distances between the surface and the nearer ion ranged from 2.2 Å to 10.0 Å; how-

ever, 6.5 Å is the upper end of the range where FHI-aims does not experience conver-

gence problems (in the case of oxygen nearest the surface) or large fluctuations which

appear unphysical (in the case of barium nearest the surface), so two different types of

potentials each were tested, both including and omitting distances above 6.5 Å, keeping

in mind that they should be less important for these short-range potentials. To begin with,

only a single potential was fitted for each case, under the assumption that only the atom

closest to the surface has a significant repulsive contribution to the energy due to charge

overlap. Electrostatics were included, and to simplify the model in these initial potential

parametrisations the rigid ion model was used so the charges were as detailed in Table

6.1.

Element Charge

Ba core +2.0

O core −2.0

C core +0.0

Table 6.1: Charges of barium, oxygen and carbon in the rigid ion model

The simplest case, then, is only considering one potential for the nearer ion and the

Coulomb term, as well as a constant to be able to adjust the asymptote, as the zero

of DFT energies is expected to be different from the zero of IP energies. We know the

electrostatic term, and need to only model size effects. Both Buckingham and Morse

potentials were parametrised in each case. Interactions here are between charged and

non-charged species and attempting to fit both types of potential allows us to see whether

these interactions are more covalent or ionic in character. The sum of squares S was

noted down for each case, see Table 6.2.
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Potential form Pair S

Buckingham O-C 0.000697

Morse O-C 0.000317

Buckingham Ba-C (≤ 6.5Å) 0.006048

Morse Ba-C (≤ 6.5Å) 0.002659

Buckingham Ba-C (≤ 10.0Å) 0.011506

Morse Ba-C (≤ 10.0Å) 0.059547

Table 6.2: Sums of squares S for different single potentials of carbon interacting with
oxygen and barium

Looking at the potentials and the DFT data they have been fit to together shows that

agreement is very good. The energies are shown in Figures 6.8 (C–O potentials) and

6.9 (C–Ba potentials) and it is difficult to even distinguish most of the IP curves from

DFT ones with the naked eye. Absolute errors for each are shown in Figure 6.11. The

C–O errors are all below 3meV in magnitude, whilst the C–Ba errors are below 12meV

in magnitude in the case of the Buckingham potentials, but the Morse potentials reach

errors as high as 40meV in the long range. All potentials replicate the data they were fitted

to very well. Table 6.2 shows that the Morse potential performs better in both scenarios.

However, when the data that was excluded for the Ba-down potential (d > 6.5 Å) was

included, it becomes apparent that the Buckingham potential performs much better, as

this is where the high error in the Morse potential appears. In particular, in the long range

of the Ba-down case the Morse potential approaches zero much too quickly and indeed

approaches the wrong asymptote.
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(a) C–O Buckingham potential

(b) C–O Morse potential

Figure 6.8: Single O-C potentials generated from the Ba-O stick approaching graphene,
compared to DFT data
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(a) C–Ba Buckingham potential

(b) C–Ba Morse potential

Figure 6.9: Single Ba-C potentials generated from the Ba-O stick approaching graphene,
compared to DFT data
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(a) C–O Buckingham potential error

(b) C–O Morse potential error

Figure 6.10: Errors in single O–C potentials generated from the Ba-O stick approaching
graphene, relative to the DFT data they were parametrised against
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(a) C–Ba Buckingham potential error

(b) C–Ba Morse potential error

Figure 6.11: Errors in single Ba–C potentials generated from the Ba-O stick approaching
graphene, relative to the DFT data they were parametrised against



6.3. RESULTS 141

The parameter values of the potentials used as a starting point going forward are as

shown in table 6.3 (with sums of squares S cited).

O core – C core Morse Ba core – C core Buck

S 0.000317 S 0.011506

De / eV 0.013369 A / eV 151.821156

a / Å−1 1.571146 ρ / Å 0.094453

r0 / Å 3.281059 C / eV Å6 75.768208

Table 6.3: Parameter values of single potentials (C–O and C–Ba) to model the approach
of the Ba-O stick toward graphene

In the next step, instead of using one potential per orientation, two potentials (C–Ba

and C–O) were fitted simultaneously. When combining 2 potentials to model the curves

for each of the orientations, we expect to improve the accuracy of the "main" potential (for

the element facing the graphene surface), whilst receiving fairly unreliable values for the

further away element which is not accurately captured in the short range here – this will

be improved upon in the next step.

O nearest the surface s.sq. 0.000192

O core – C core Morse Ba core – C core Buck

De / eV 0.007422 A / eV 151.821156

a / Å−1 1.659252 ρ / Å 0.094453

r0 / Å 3.400141 C / eV Å6 75.768208

Ba nearest the surface s.sq. 0.002961

O core – C core Morse Ba core – C core Buck

De / eV 15073.052564 A / eV 2656.310036

a / Å−1 1.733533 ρ / Å 0.313498

r0 / Å -3.345021 C / eVÅ6 78.120996

Table 6.4: Parameters of pairs of potentials when optimised for one orientation. The
potentials which are likely to be unreliable are greyed out.
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As can be seen in Table 6.4, these potentials still differ greatly, and the potentials for

the atom that is further away from graphene have changed significantly from the previous

potentials, whereas the ones for the closer atom are at least still within the same order

of magnitude. Additionally, very large changes in these further away potentials led to

very small improvements in the sum of squares during the development of the pairs of

potentials as expected, so the data sets were simply too insensitive to changes in these

potentials to optimise them well, so the next step was to combine both orientations, using

the "closer atom" potentials as a starting point. From the sums of squares we can see

that having a second potential to account for the second ion improves fit quality.

Next, a pair of potentials was fitted to both orientations simultaneously, with result-

ing values shown in Table 6.5, and their percentage difference from the initial potentials

shown in Table 6.6.

Ba core – C core Buck O core – C core Morse

A / eV 3065.95055 De / eV 0.006452

ρ / Å 0.307204 a / Å−1 1.679617

C / eVÅ6 90.663526 r0 Å 3.420378

Table 6.5: Parameters of pairs of potentials when optimised for both orientations.

Ba core – C core Buck O core – C core Morse

A 2.514 % De 51.739 %

ρ 0.397 % a 6.904 %

C 2.733 % r0 4.246 %

Table 6.6: Absolute difference in parameters of potentials optimised for both orientations
compared to those optimised for one orientation.

Most notably, there is a ∼ 50% change in the value of De in the C–O potential, but a

large percentage corresponds to a very small change here as De, representing the very

shallow well depth, is very close to zero. More generally, the difference in parameters for
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the O–C potential is also more pronounced, see Table 6.6. This could be indicative of

previous calculation difficulties in the "O down" configuration of our model system. The

sum of squares for both orientations is 0.006747, so still sufficiently low to be considered

a good fit.

The data from these best n = 1 potentials compared to DFT data for both orientations

is shown in Figure 6.12. Again, it is difficult to see a difference between the potential data

and the DFT data with the naked eye, in line with the very small sums of squares.

Figure 6.12: Potentials fitted to both orientations of the Ba–O stick, as compared to DFT
data for this system.

Image charges

One possible physical improvement to this model is the addition of image charges. When

a charged or polar particle is present above a metallic (i.e. conductive) surface, we can

expect a change in the electrostatic potential as if there were another particle of equal

and opposite charge mirrored below the surface. In terms of potentials, for each ion

in our nanocluster we now try adding another ion of equal and opposite charge below

the surface. It is important that this ion is the "mirror image" of the ion above the surface.
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Hence we constrain this image charge to move with the real ion, with x- and y-coordinates

of both ions being equal, and, holding the surface fixed at z = 0, their z coordinates equal

but with opposite sign.
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(a) C–O Buckingham potential

(b) C–O Morse potential

Figure 6.13: Single O–C potentials generated from the Ba-O stick approaching graphene,
with image charges, compared to DFT data
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(a) C–Ba Buckingham potential

(b) C–Ba Morse potential

Figure 6.14: Single Ba–C potentials generated from the Ba-O stick approaching
graphene, with image charges, compared to DFT data
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(a) C–O Buckingham potential

(b) C–O Morse potential

Figure 6.15: Errors in single O–C potentials generated from the Ba-O stick approaching
graphene, with image charges, compared to DFT data
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(a) C–Ba Buckingham potential

(b) C–Ba Morse potential

Figure 6.16: Errors in single Ba–C potentials generated from the Ba-O stick approaching
graphene, with image charges, compared to DFT data
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As before, the parameters for the potentials are developed separately, and then put

together with both potentials optimised for each orientation. The results for separate po-

tentials are shown in Figures 6.13 and 6.14. The most striking observation is that the

C–O potentials are very strongly mismatched from DFT data, with their minimum at too

large an interatomic distance, the asymptote at too high a value, and being generally too

spread out. This effect appears to be nearly identical for both Buckingham and Morse po-

tentials. The C-Ba potentials have much smaller errors and are too narrow instead of too

spread out, with their minima appearing to be at slightly too close an atomic separation.

If we now plot the errors of each potential (shown in Figures 6.15 and 6.16), it will indeed

become apparent that the errors of the two different functional forms are very similar to

each other.

These two potentials were then further refined with equivalent steps to those without

image charges. The fit of the final potentials to DFT data is shown in Figure 6.17. These

potentials fit DFT data much better than the initial ones. However, we can still see a

difference between the energies as calculated using our new IPs compared to DFT en-

ergy with the naked eye, so it looks like this fit is markedly worse than that without image

charges. Indeed, values for these potentials are captured in Table 6.7. Note that here,

both are purely repulsive (Born-Mayer) potentials because all attractive interactions are

captured by electrostatics and image potential terms. The sum of squares of this fit is

0.016197, about three times that of the fit without image potentials.
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Figure 6.17: Potentials fitted to both orientations of the Ba–O stick, as compared to DFT
data for this system, with image charges.

Ba core – C core Buck O core – C core Buck

A / eV 2634.553852 De / eV 42.466122

ρ / Å 0.304224 a / Å−1 0.488378

C / eV Å6 0.0 r0 / Å 0.0

Table 6.7: Parameters of potentials optimised for both orientations of the Ba–O stick
above graphene, with image charges.
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Testing these potentials

Figure 6.18: n = 1 potentials when applied to a n = 4 cluster approaching the graphene
surface.

Both sets of potentials were tested on the n = 4 cuboid cluster above the graphene

surface with its centre in the "top" position, with a barium atom closest to the surface. Re-
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sults of this are shown in Figure 6.18. The separate potentials (where different potentials

were optimised for different orientations) are indicated in green, DFT energies in blue and

the final potentials which were parametrised for both directions in orange. Both with and

without image charges, the difference between the two sets of potentials is dwarfed by

their difference to the DFT data. When no image charges are included, the attractive well

predicted by the potentials is too deep by a factor of about 3.5 and its minimum is at too

short a range. With image charges, attraction is underestimated by a factor of about 8.2

and the minimum is at too long a range.

If we assume this approach to developing potentials, i.e. using the n = 1 stick,

is sound, the answer would then lie somewhere in between, perhaps with a partial

(screened) image charge. However, it is quite likely that potentials from the n = 1 stick

simply do not have very good carryover to larger clusters. This is because the n = 1

stick is simply too chemically dissimilar from the other clusters to be a model for their

physicochemical environment. However, these potentials give a decent starting point

for refinement using larger clusters for the parametrisation – something that had been

difficult to do without a first guess.

n = 4 Potentials

Using the n = 1 potentials as a starting point, a new set of potentials was developed

with the n = 4 cluster as a basis instead of the n = 1 stick. The idea here was that this

would be much more similar to larger clusters, especially cuboids. There are multiple

orientations in which this cluster may approach the graphene surface, two of them which

have been used here are shown in Figure 6.19.

First, potentials were optimised for this cluster with one of its barium atoms facing the

graphene surface. The result of this is shown in Figure 6.20. The potential’s energies fit

the data well, with errors staying below 15 meV and a sum of squares of 0.023877.
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(a) (BaO)4 cube, flat (b) (BaO)4 cube, Ba facing down

Figure 6.19: (BaO)4 cube approaching graphene

Figure 6.20: n = 4 barium down potentials, and fitting errors.
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The potentials optimised for the n = 4 cuboid with Ba facing the graphene surface

were then tested on the same cluster, but approaching the surface with one of its surface

planes parallel to the graphene as in Figure 6.19a. The result of this is shown in Figure

6.21. Most notable is the difference in well depth. The well depth predicted by DFT is 0.4

eV, while the well depth when using potentials is 0.2 eV. The d at which the minimum lies

and other features of the plot are more accurate, but this underestimation of the attraction

means that the potential needs to be improved somehow.

Figure 6.21: n = 4 potentials, optimised for n = 4 with barium facing the surface, tested
on flat n = 4 cluster, no shells, no image charges.

One route toward further improvements is to include this data with the cluster ap-

proaching the surface in the "flat" configuration in the data used to parametrise the po-

tential. This was done successfully (see Figure 6.22).
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Figure 6.22: n = 4 potentials optimised for multiple cluster orientations, tested on the
cluster flat above the surface, no shells, no image charges.

Figure 6.23: n = 4 potentials, tested on n = 8.

The new potential was tested against the n = 8 cuboid cluster approaching the surface

(with a 4-atom face toward the surface). The result of this is shown in Figure 6.23.

The well depth is overestimated – while the DFT well depth is 0.35 eV, the well depth

predicted by the potential here is 0.45 eV, so the overestimation is by 29%. The energies
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of this potential also approach the asymptote in the far limit too quickly. However, this still

appears to be a large improvement over previous potentials.

Adding Shells to Model Polarisation

To improve upon the previous potential, the potential taken from barium facing the graphene

surface was re-parametrised iteratively, this time with shells on barium and oxygen ions.

Charges and spring constants were taken from the Lewis et al. potentials[109] which

were used for BaO previously and are tabulated in Table 6.8.

shells

Ba core 9.2030

Ba shell -7.2030

O core 1.0000

O shell -3.0000

C core 0.0000

spring constants

Ba 459.2000

O 41.7800

Table 6.8: Charges and spring constants for all cores & shells, as used in the shell model
here.

Errors in the fit are in the same range (∼ 15 meV or less, with a sum of squares of

0.030381 cf. 0.023877 without shells), similar as before (Figure 6.24), and suitably small.

This was then again tested against the "flat" dataset – this is shown in Figure 6.25. This

time, the potential correctly predicts the well depth and equilibrium distance between

the cluster and the graphene surface, but underestimates strength of binding in the 4-

6Å region. Overall, this potential performs better than that without shells, even though it

is parametrised against a smaller data set.
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Figure 6.24: Potentials parametrised for the n = 4 cluster with barium facing the surface
compared to DFT data, and corresponding errors.
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Figure 6.25: Potentials parametrised for the n = 4 cluster with barium facing the surface,
tested on flat cluster, with shells, no image charges.

Figure 6.26: n = 4 potentials with shells, tested against n = 8 DFT data.

When this potential using the shell model is tested on the n = 8 cluster, we again see
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an improvement: the DFT well depth is only overestimated by 13% (see Figure 6.26).

This model is therefore the best model yet.

At this stage, the next logical step is to fit against n = 4 with image potentials included.

This has been done, again first parametrising against the data set wherein barium is

facing the graphene surface. At first, this potential is again parametrised using the rigid

ion model, and shells will be added in the next section.

An assumption made when fitting the n = 1 potentials with image charges was that

there is no attractive interaction between the cluster and the surface that cannot be cap-

tured by the method of image charges itself. As such, the first set of potentials that a fit

was attempted for here were Born-Mayer potentials. The result of this is shown in Figure

6.27. As is visible in the plot, the well depth of the attractive interaction as modelled by

image charges alone is far too shallow.

Figure 6.27: n = 4 barium down potentials, and fitting errors.

As such, in an attempt to improve the model, full Buckingham potentials were used.

The result of this fitting as well as associated errors are shown in Figure 6.28. Errors

in the fit can be spotted by the naked eye, and are indeed up to 20 meV, slightly higher

than those of the equivalent potential without image charges. However, this error only

exceeds 15 meV in the short, strongly repulsive range, in which accuracy is less critical
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than that of the range at which attractive interactions dominate, or even the long range.

Figure 6.28: n = 4 barium down potentials with image charges, and corresponding
fitting errors.

When this set of potentials is tested on the same cluster in the flat orientation, it ac-

curately represents the well depth, but overestimates the equilibrium distance between

the cluster and the surface marginally (Figure 6.29). Therefore, it was decided to refine

parameters of the potentials against both data sets again (Figure 6.30). It turned out that
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this fit actually did not improve on modelling the minima of the potential wells. Therefore,

both sets of potentials (parametrised against the cluster with Ba facing the surface only,

and parametrised against Ba facing the surface and flat clusters) were tested against

n = 8.

Figure 6.29: n = 4 barium down potentials, modelling the flat configuration.

Figure 6.30: n = 4 potentials, parametrised against both Ba down and flat
configurations.
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Figure 6.31: n = 4 potentials, parametrised against Ba down, tested on n = 8

Figure 6.32: n = 4 potentials, optimised against both Ba down and flat configurations,
tested on n = 8.

Figures 6.31 and 6.32 show how the two sets of potentials performed for the n = 8

cluster. As the n = 1 potentials had for n = 4 clusters, they again overestimate the equi-

librium distance between the cluster and the surface slightly, and underestimate the well

depth - this time the underestimation is by roughly 45% in the case of the Ba down poten-

tial, and 36% in the case of the potential parametrised using both orientations. Overall,
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the potential parametrised against both cluster orientations performs slightly better, with

a marginally deeper well and generally less of a mismatch with the DFT data.

In a last step, we added shells to this model in order to attempt a further reduction in

errors. Unfortunately, the models parametrised for n = 4 both greatly underestimated

the binding strength of the n = 8 cluster to graphene, with the potential set parametrised

against both n = 4 orientations performing slightly better (Figure 6.33). Still, this set

of potentials underestimated the binding strength and overestimated the equilibrium dis-

tance more so than the rigid ion equivalent set of potentials did: by 53% in the case of

the Ba down potential, and by 46% in the other case.

Parameters for the two best sets of potentials are tabulated in Tables 6.9 (without image

charges) and 6.10 (with image charges).

Ba shel – C core Buck O shel – C core Buck

A / eV 4387.488513 A / eV 1.749917

ρ / Å 0.27815 ρ / Å 0.307424

C / ev Å6 32.21478 C / ev Å6 0.00

Table 6.9: Parameters of the best potentials without image charges.

Ba core – C core Buck O core – C core Buck

A / eV 4387.488513 A/ eV 1.749917

ρ / Å 0.27815 ρ / Å 0.307424

C / ev Å6 32.21478 C / ev Å6 0.00

Table 6.10: Parameters of the best potentials with image charges.

Overall, it appears that the answer lies somewhere in the middle: without image

charges, attractive interaction strength is over- and equilibrium distance underestimated,

while with image charges, the reverse happens. It is therefore reasonable to assume

that a model incorporating partial image charges may provide a higher quality model for

barium oxide nanoclusters above graphene. One way of implementing this in the future
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would be to just assign charges which are a fixed fraction of the charges of the real ions

to the image particles.

In fact, this is expected: the strength of the image potential above a material is propor-

tional to

1− 1

εr

where εr is the dielectric constant of the material. For metals, where εr =∞, this relative

strength is 1, corresponding with a 1:1 relationship of charges above the surface and

image charges. For an insulating material, where εr = 1, this is zero. For graphene, εr

has been measured as a number of different values, generally somewhere from 2 to 15

and the image potential will vary accordingly. If we use the value of the lattice dielectric

constant found in [151] which is of a graphene monolayer, and is εr = 2.9, the strength of

the image potential will be ∼ 0.66.

What we can glean from the development of these potentials is the following: The

interaction of barium oxide clusters with pristine graphene is relatively weak (expect ph-

ysisorption only). The model of image charges does not seem to adequately describe

this system without modification, and in fact omitting image charges altogether seems

to yield better results, but it is likely that the best result may be obtained by introducing

partial image charges.
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Figure 6.33: n = 4 potentials, optimised against both Ba down and flat configurations,
tested on n = 8.

6.3.2 DFT Calculations of Barium Oxide Clusters on Graphene &

Graphene Oxide

In order to gain more insight into the interaction of these clusters with a graphene surface,

a series of DFT calculations was performed. Results of these DFT calculations of n = 6

and 12 clusters above a pristine graphene surface, and n = 6 clusters above graphene

functionalised with an OH group are presented below.

Clusters of Sizes n = 6 and 12 Above Pristine Graphene

For the clusters of size n = 6, three configurations were chosen, as shown in Figure

6.34: the cuboid, which is the lowest energy configuration in vacuo, the barrel, which is

the second lowest, and the ring, which would allow for maximal wetting if surface wetting

is a dominant process. The ring was not a minimum found using DFT, so its configuration

resulting from the Lewis et al. potentials[109] was used. The barrel and cuboid were

deposited above the graphene surface in the orientations shown in Figure 6.34, while

the ring was deposited in the configuration where the plane of the ring was parallel to
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the plane of the graphene sheet. Consequently, results reported here might change if

different orientations of the clusters above the graphene sheet were investigated and

found to be lower in energy than the ones presented here. Additionally, once again the

dispersion correction has been left out by accident, and as a consequence the cluster-

surface interaction energies may not be accurate.

Figure 6.34: The three chosen configurations for n = 6: the cuboid, the barrel and the
ring.

The resulting energies are shown in Table 6.11. Adsorption energies here are the

differences of the total energy of the graphene-cluster system from the energies of the

graphene and cluster individually. These will suffer from the lack of dispersion correction

as well as from basis set superposition error and should therefore be looked at with

caution. Out of the three configurations investigated here, the cuboid remains the lowest

in energy. In fact, the adsorption energy appears to be strongest for the cuboid, at 213

meV stronger than that of the barrel. The "adsorption energy" for the ring is notably lower

in magnitude, but is here not a true adsorption energy as it is taken from the closest DFT

structure, which wasn’t a ring, so it includes a definite change in configuration along with

deformation above the graphene surface. Also listed are relative energies when using

our new interatomic potential; for this, shells were optimised with the DFT geometries

as a starting point in order to gain IP energies. Using these IPs, the barrel is predicted

to be lower energy than the rocksalt cut, something that was also true with the original

Lewis et al. IPs[109] in vacuo. The ring is correctly predicted to be much higher energy

than the other two structures. However, the accuracy is impacted by the suitability of
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the original BaO IPs and as such this method is not good enough to rank energies of

clusters and should only be used for first guesses at structures and positions above the

surface. Optimisation of both shells and cores was also attempted, however GULP did

not find minima in the energy landscape in these attempts, perhaps because the original

geometries were too far from actual minima for this more sensitive method to succeed.

Configuration rel. energy (DFT) rel. energy (IP) adsorption energy (DFT)

cuboid 0.000 0.828 −5.415

barrel 0.347 0.000 −5.203

ring 4.279 3.892 −3 .157

Table 6.11: Energies relative to the tentative GM of the cluster on the surface, and binding
energies for n = 6 clusters above a pristine graphene surface.

Next, we will look at how the clusters deformed above the surface. The first cluster we

will inspect is the cuboid, the lowest-energy structure out of the three. An illustration of

this is shown in Figure 6.35. The cluster had actually re-oriented itself completely during

geometry optimisation, now sitting diagonally above the graphene surface such that two

barium atoms and one oxygen atom were now facing the surface. The three atoms

closest to the graphene surface were all situated above "centre" sites on the surface.
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Figure 6.35: The cuboid configuration of the n = 6 cluster above graphene, as
calculated using the PBEsol DFT functional.

Assuming that this is the lowest energy state of this configuration above the surface,

there appears to be a preference of barium facing the surface as opposed to oxygen

facing the surface—in line with what was observed during parametrisation of potentials
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in Section 6.3.1.

The barrel configuration is the next cluster considered, as shown in Figure 6.36. Here,

the cluster stayed in the orientation it was put in at the start of the geometry optimisation.

However, one can see that a new puckering effect has emerged, bringing the barium

atoms in the bottom layer of the cluster closer to the surface than the oxygen atoms,

which in turn influenced the relative positions of the atoms in the top layer of the cluster,

where the oxygen atoms are now positioned closer to the surface, but still significantly

farther than the bottom layer, so the interaction will be smaller. The atoms are all situated

above "centre" sites on the graphene surface.
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Figure 6.36: The barrel configuration of the n = 6 cluster above graphene, as calculated
using the PBEsol DFT functional.

Finally, Figure 6.37 shows the ring configuration of the n = 6 nanocluster above the

surface. The associated energy is much higher than that of the other two clusters, there-

fore we can say that wetting is not observed, at least in this fashion. The cluster is

strongly puckered, with each of the oxygen atoms approx. 4.05 Å above the surface. Half

the barium atoms are closer to the surface (3.17 Å from it) and again positioned at "cen-

tre" sites on the graphene surface, while the other half are actually markedly further from

the surface, at a distance of 4.9−4.95 Å from it. This could be explained by a competition

between the barium atoms getting closer to the surface and the oxygen atoms moving

farther away from it, with this ring structure the most flexible out of the three discussed

here. Indeed, looking back at the barrel structure, the closer layer of barium atoms are on

average 3.40 Å from the surface, while the closer layer of oxygen atoms are 3.78 Å from

it—the difference in distances is smaller as the structure is less free to deform. In the

even more constrained cuboid, the two barium atoms closest to the graphene sheet were

found to be 3.45 Å from it, while the oxygen atom between them was 3.73 Å from the

surface, i.e. the difference in these distances was even smaller.
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Figure 6.37: The ring configuration of the n = 6 cluster above graphene, as calculated
using the PBEsol DFT functional.

For the n = 12 cluster, only two structures were investigated: the cuboid rocksalt cut

and the barrel. These are shown in Figure 6.38. The ring structure was omitted because

(a) there was no available starting structure and (b) from the n = 6 result, it is known

that this type of structure is unlikely to be favoured. This time, both structures were taken

from DFT. The clusters were deposited in two orientations above the surface, upright and

on their side, and the lowest-energy resulting structures are reported below.
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Figure 6.38: The two chosen configurations for n = 12: the cuboid and the barrel.

Table 6.12 shows the relative energies and adsorption energies of the two n = 12

structures above the graphene surface once optimised, in their lowest energy orienta-

tions. Again, the cuboid remains the lowest energy structure. However, the adsorption

energy here is slightly stronger (27 meV) for the barrel, making it 320.01 meV higher in

energy than the cuboid overall.

Configuration rel. energy (DFT) rel. energy (IP) adsorption energy

cuboid 0.000 −9.150

barrel 0.320 −9.177

Table 6.12: Energies relative to the tentative GM and binding energies for n = 12 clusters
above a pristine graphene surface.

Figure 6.39 shows the cuboid n = 12 structure above graphene. Unlike the n = 6

cuboid, this lies flat above the surface, with 6 barium and oxygen atoms each facing

the surface. The central layer of atoms is again positioned above "centre" sites on the

surface. However, due to lattice mismatch, the other atoms are positioned atop interstitial

sites or atop atoms on the surface. There is again a puckering effect, leading to the

barium atoms being closer to the surface than the oxygen atoms. The bottom layer of

barium atoms are 3.40− 3.53 Å from the surface, while the bottom layer of oxygen atoms

are 3.72 − 4.05 Å above the surface. These numbers are very similar to those found for

the n = 6 cuboid, which makes sense since the deformability of the two cuboids would

be similar.
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Figure 6.39: The cuboid configuration of the n = 12 cluster above graphene, as
calculated using the PBEsol DFT functional.

Figure 6.40 shows the barrel configuration of the n = 12 cluster above graphene.

Unlike the case of the cuboid configuration, the preferred orientation of this barrel (by

263meV) is upright above the graphene surface. Again, we observe a puckering effect.

The layer of barium atoms closest to the surface is 3.32 − 3.36 Å away from the surface

plane and all three barium atoms are again above "centre" positions on the surface. The

closest layer of oxygen atoms is 3.59−3.62 Å from the surface – that is, atoms are closer

to the surface than they were in the case of the n = 6 barrel. This may be because of

attractive interactions of the surface with the further away layers of the cluster; indeed,

attraction is relatively stronger than would be expected from the number of atoms directly
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facing the surface.

Figure 6.40: The barrel configuration of the n = 12 cluster above graphene, as
calculated using the PBEsol DFT functional.

Overall, in these last 2 sections, the adsorption energies seem very high considering

that we do not see chemisorption, and may be very wrong due to the lack of dispersion
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correction, as well as due to basis set superposition error.

Clusters of Size n = 6 Above OH-Functionalised Graphene

Several calculations were performed optimising the two low-energy n = 6 structures (the

barrel and the cuboid) above graphene with various defects, including vacancies, hy-

droxy groups and epoxy groups. However, only those above OH-functionalised graphene

finished within the time of this project.
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Figure 6.41: Result of optimising the cuboid configuration of the n = 6 cluster above
OH-functionalised graphene, as calculated using the PBEsol DFT functional.

Figure 6.41 shows what happens when optimising the cuboid configuration of the n = 6

cluster above OH-functionalised graphene: the OH group gets incorporated into the clus-

ter, and instead one of the other oxygen atoms is getting closer to the surface, specifically

2.8 Å from it. The cluster mostly retains its shape, with bonding in the upper half of the

cluster remaining identical to that of the cluster in vacuo.
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Figure 6.42: Result of optimising the barrel configuration of the n = 6 cluster above
OH-functionalised graphene, as calculated using the PBEsol DFT functional.

In the case of the barrel (Figure 6.42), the cluster’s shape changes significantly when
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the OH group is incorporated into it, and it starts to resemble a rocksalt cut. Here, the

(non-H) atom closest to the surface is a barium atom, at a distance of 3.00Å.

Energies of these 2 structures are tabulated in Table 6.13. The deformed cuboid re-

mains lower in energy than the (now severely deformed) barrel, and adsorption energies

are stronger than they were above pristine graphene - in line with the clusters being

situated closer to the surface.

Configuration relative energy adsorption energy

cuboid 0.000 −8.673

barrel 0.085 −8.723

Table 6.13: Energies relative to the tentative GM and binding energies for n = 6 clusters
above an OH-functionalised graphene surface.

6.4 Summary and Conclusions

Potential parametrisation

Interatomic potentials were parametrised to model the interaction of barium oxide nan-

oclusters with graphene. This was done both with and without image charges. It was

found that potentials parametrised against the n = 1 stick were unsuitable for modelling

larger nanoclusters; potentials parametrised against the n = 4 cuboid performed better.

Generally, the potentials which did not include image charges were better at reproducing

DFT results: When tested against a n = 8 cluster, these had an error in the well depth of

about 13% compared to 36% in the model with image charges. These potentials overesti-

mated binding strength and underestimated the equilibrium distance of the clusters from

the surface, while potentials including image charges underestimated binding strength

and overestimated equilibrium distances. Therefore, it is thought that the answer might

lie in partial (fractional) image charges. Further work is needed to investigate this. If a

good enough potential were found, a wide range of further calculation possibilities would

open up. For example, one could use the new potential for global optimisation of clusters
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above the surface, or MD simulations of clusters on the surface to investigate whether

surface migration is a concern.

DFT calculations

DFT calculations were performed on barium oxide nanoclusters above graphene, both

pristine (n = 6 and 12 clusters) and OH-functionalised (n = 6 clusters). It was found

that on pristine graphene, the barium atoms moved closer to the surface than the oxy-

gen atoms, and that the clusters deformed to accommodate this. The cuboid rocksalt

cuts remained the lowest in energy. Above OH-functionalised graphene, the adsorption

energy was stronger, and the clusters were found to relax to a position closer to the

surface. However, instead of remaining near the graphene surface, the OH group gets

incorporated into the cluster in both cases investigated here.

These results are preliminary and much further work is needed. Given more time and

computational resources, we would have investigated more sizes of clusters, and more

structures for each size, above pristine graphene. For graphene oxide and defective

graphene, the same holds, but additionally it would be good to investigate clusters above

an epoxy group, or clusters above graphene with a vacancy-type defect. Additionally, it

would be advantageous to re-evaluate the existing BaO-GO results using a larger basis

set.
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Chapter 7

Summary and Conclusions

In this chapter, results of this thesis are summarised and suggestions for future work

offered.

Throughout this thesis, several computational techniques have been used. Global

optimisation has been utilised in the forms of an evolutionary algorithm and data mining

to obtain tentative guess structures for (BaO)n nanoclusters with n = 1 to 18 and 24, as

measured using interatomic potentials. These structures were then refined using density

functional theory to obtain more accurate energy rankings for these structures.

It was found that even-n clusters preferentially formed cuboid rocksalt cuts and were

generally lower in energy than their odd-n counterparts. Cluster sizes n = 4, 6, 8, 10 and

16 were found to be relatively most stable, with only one exceptionally stable structure

per size – all of these are cuboid rocksalt cuts.

Using the (BaO)n structures gained from IP calculations as a starting point, cluster

structures were then data mined for strontium, calcium and magnesium oxides by scaling

them down according to ionic radii. It was found that strontium oxide and calcium oxide

also show preference for cuboid rocksalt cut structures, with synthesis target sizes of n =

8, 9, 12, 16 and 24 for SrO and n = 8, 9, 12, 16, 18 and 24 for CaO. At low temperatures

(100K) the n = 14 CaO cluster may also be a synthesis target for size-selective synthesis,

and thus the only non-cuboid fulfilling the criteria.

Results for small MgO clusters look dramatically different: n = 3k sizes are preferred
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up to n = 15, and the most stable configurations for these sizes are barrel shapes, not

rocksalt cuts. Synthesis target sizes are n = 9, 18 and 24 at 300K, and in addition to

these n = 15 and 16 at 100K.

Next, normalised clustering energies (NCEs) of cuboid nanoclusters were taken and

used to extrapolate energies of nanowires, slabs and the bulk. It was found that using a

three-step approach (extrapolating from nanoclusters to nanowires, then from nanowires

to slabs, then finally from slabs to the bulk) led to more accurate predictions than ex-

trapolating directly bulk energies from those of the nanoclusters. Madelung potentials

were calculated for ionic sites and there was found to be a correlation between these and

relative energy rankings of clusters.

In the final chapter, barium oxide clusters on a graphene surface were investigated.

First, interatomic potentials were parametrised to model the interaction of these clusters

with pristine graphene. These potentials revealed that the interaction of barium oxide

clusters with pristine graphene is relatively weak, and that there is likely to be a partial

image charge effect on the graphene surface.
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0D, 1D, 2D, 3D 0-, 1-, 2-, 3-dimensional
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DFT Density Functional Theory
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FT-IR Fourier transform-infrared spectroscopy
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KLMC Knowledge-Led Master Code

LM Local Minimum

MP2, 3 Second, Third Order Møller-Plesset Perturbation Theory

NCE Normalised Clustering Energy

NMR Nuclear magnetic resonance spectroscopy
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STEM Scanning Transmission Electron Microscopy
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Holzwarth, D. Iuşan, D. B. Jochym, F. Jollet, D. Jones, G. Kresse, K. Koepernik,

E. Küçükbenli, Y. O. Kvashnin, I. L. M. Locht, S. Lubeck, M. Marsman, N. Marzari,

U. Nitzsche, L. Nordström, T. Ozaki, L. Paulatto, C. J. Pickard, W. Poelmans, M. I. J.

Probert, K. Refson, M. Richter, G.-M. Rignanese, S. Saha, M. Scheffler, M. Schlipf,

K. Schwarz, S. Sharma, F. Tavazza, P. Thunström, A. Tkatchenko, M. Torrent,

D. Vanderbilt, M. J. van Setten, V. Van Speybroeck, J. M. Wills, J. R. Yates, G.-

X. Zhang and S. Cottenier, Science, 2016, 351, .

[123] C. Boothroyd, M. Moreno, M. Duchamp, A. KovÃącs, N. Monge, G. Morales, C. Bar-
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