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Abstract

The hippocampus is classically thought to support spatial cognition and episodic

memory, but increasing evidence indicates that the hippocampus is also important

for non-spatial, motivated behaviour. Hunger is an internal motivational state that

not only directly invigorates behaviour towards food, but can also act as a contextual

signal to support adaptive behaviour. Lesions to the hippocampus impair the inter-

nal sensing of hunger as a context, and hippocampal neurons express receptors

for hunger-related hormones. However, it remains unclear whether the hippocam-

pus is involved in sensing hunger and, if so, how hunger state sensing modulates

hippocampal activity at the circuit and cellular levels to alter behaviour.

Using in vivo Ca2+ imaging during naturalistic and operant-based feeding be-

haviour, pharmacogenetics, anatomical tracing, whole-cell electrophysiology and

molecular knockdown approaches, in this PhD I probed the functional role of the

ventral subiculum (vS) circuitry in hunger state sensing during feeding behaviour.

The results obtained implicates the vS in encoding the anticipation of food con-

sumption. This encoding is both specific to vS projections to the nucleus accum-

bens (vSNAc) and dependent on the hunger state; hunger inhibits the activity of

vSNAc neurons, and this inhibition relies on ghrelin receptor signalling in vSNAc neu-

rons. Furthermore, altering the activity of vSNAc neurons shifts the probability of

transitioning from food exploration to consumption. Finally, there is a distinct input

connectivity to individual vS projections, providing a potential neural basis for the

heterogeneous functions of projection-specific vS neurons.

Overall, this PhD advances the understanding of hippocampal function to en-

compass a nonspatial domain - the sensing of the hunger state – as well as clarify

the cellular- and circuit-level mechanisms involved in hunger state sensing. This

work presents evidence for a neural mechanism by which hunger can act as a
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contextual signal and alter behaviour through defined output projections from the

ventral hippocampus.



Impact Statement

Obesity and feeding disorders are important public health issues in the UK and

across the world. These disorders represent unmet clinical needs that lead to re-

duced quality of life and loss of economic productivity. In normal health, the decision

to seek and consume food depends on how the brain senses hunger, and how it

uses this information to plan future behaviour. Disrupting this decision-making pro-

cess is thought to underlie the maladaptive feeding behaviour observed in obesity

and anorexia. One candidate brain region that is involved in the higher-order control

of feeding behaviour is the hippocampus, where human and clinical imaging stud-

ies have demonstrated its role in making appropriate food consumption choices.

However, how the hippocampus senses hunger and uses this information to guide

behaviour remains poorly understood.

The experiments conducted in this thesis sought to test the hypothesis that

the hippocampus senses hunger in mice, and to clarify the mechanisms underlying

this process. My results demonstrate that a dedicated population of hippocampal

neurons is involved in sensing a circulating hormone that signals hunger; in turn,

the activity of these neurons depends on this hormonal signalling. Furthermore,

artificially manipulating the activity of these neurons is capable of influencing the

decision to investigate or to eat food. Finally, I found that this hunger-sensitive

population of neurons receives distinct signals compared to neighbouring, hunger-

insensitive neurons, suggesting a possible mechanism for the hunger sensing func-

tion of the hippocampus.

Until recently, the hippocampus has been thought to be important mainly for

encoding memory and supporting spatial navigation. The findings of this thesis

indicate that the function of the hippocampus is more wide-ranging, and involves

hunger sensing and controlling feeding behaviour. Knowledge of this function of
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the hippocampus will be important in not only understanding how biological organ-

isms adapt behaviour to current metabolic needs, but also in addressing the clinical

challenges posed by obesity and feeding disorders.
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Chapter 1

Introduction

1.1 The hippocampus and its canonical computations

The hippocampus is a medial temporal lobe brain region with a diverse array of

proposed functions, ranging from the encoding of episodic memory (Cohen and

Eichenbaum, 1993) and spatial navigation (O’Keefe and Dostrovsky, 1971) to anxi-

ety, motivation, planning and prediction (Moser and Moser, 1998; Bannerman et al.,

2002; Strange et al., 2014; Dong et al., 2009). To date, it remains debatable what

the exact function of the hippocampus is, and whether there exists a common

hippocampal algorithm that may link the seemingly distinct functions of the hip-

pocampus, e.g. the relationship between spatial navigation and anxiety. In this

introduction, I will summarise the main functions of the hippocampus, and discuss

the potential role of the hippocampus in resolving ambiguity, i.e. the notion that

cues are associated with uncertain (probabilistic) outcomes. I will then discuss how

one lesser known function of the hippocampus – interoceptive sensing and feeding

behaviour – may potentially represent an instance of a nonspatial function of the

hippocampus, and outline the questions related to this function that this thesis aims

to address.

1.1.1 Role of hippocampus in episodic memory and spatial naviga-

tion

The hippocampus is classically thought to be the site of memory encoding. Studies

in patients with lesions to the hippocampus, best exemplified by Patient H.M. and

corroborated by many other studies, indicate that the hippocampus is crucial for the

encoding of new memories, and in particular, episodic memory (Scoville and Mil-
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ner, 1957; Vargha-Khadem et al., 1997). Episodic memory is memory for specific

facts or events (as opposed to procedural memory, which is the implicit memory for

stimulus-outcome-response relationships that underlie behaviours such as habits).

The prominent role of the hippocampus in encoding episodic memory – which in-

volves relating discrete features of the environment and time, and binding them

into an episode – has inspired theories proposing that the hippocampus is crucial

for relational processing (Cohen and Eichenbaum, 1993). More specifically, the

same mechanism that allows the hippocampus to bind distinct cues into episodes

also enables the hippocampus to flexibly relate together not only physical cues in

space, but also non-physical quantities such as value and internal state (Behrens

et al., 2018).

These insights into the mnemonic functions of the hippocampus arose almost

in parallel with studies on the hippocampus’ role in spatial navigation. With the

discovery of place cells whose firing seemed to form a complete allocentric (with-

out reference-to-self) representation of the environment (O’Keefe and Dostrovsky,

1971), hypotheses began to emerge that the hippocampus was the site of a cogni-

tive map (O’Keefe and Nadel, 1978). This idea states that the hippocampus forms

a complete spatial representation of the environment, including the complex rela-

tionships between objects and events which occur in the environment. Consistent

with this hypothesis, as well as the role of the hippocampus in encoding memo-

ries, dorsal hippocampal lesions produce robust deficits in the Morris Water Maze

task - a learned, spatial task that requires animals to remember the location of a

hidden platform in an opaque pool by using extramaze cues (Morris et al., 1982).

Furthermore, a whole host of spatially-selective cells that form components of the

hippocampal circuit (grid cells, boundary vector cells, head direction cells etc.) have

been discovered since the first description of place cells (Hafting et al., 2005; Lever

et al., 2009; Taube et al., 1990), encouraging a strict view of the hippocampus as

being solely involved in physical navigation through space.

However, it is increasingly recognised that hippocampal function is not re-

stricted to physical space; rather, physical space represents just an instance of a

general relational mechanism in the hippocampus that supports navigation through

”memory space” – i.e. the links between elements of an experience (Cohen and
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Eichenbaum, 1993; Eichenbaum and Cohen, 2014; Behrens et al., 2018). Addition-

ally, it was noticed from early on that the hippocampus does not purely signal the

spatial environment; its activity also depends on nonspatial variables. For example,

in a non-match-to-sample task where odour cues are relevant, dorsal hippocam-

pal neurons reliably encode nonspatial variables such as approach behaviour and

odour identity (Wood et al., 1999). Further, the firing activity of place cells depends

heavily on a variety of external sensory and internal variables that seem to depart

from a purely spatial signal, including the encoding of goal locations and rewards

(Hölscher et al., 2003; Lee et al., 2012; Gauthier and Tank, 2018; Ólafsdóttir et al.,

2015), elapsed time (MacDonald et al., 2011), the taste and palatability of food

(Herzog et al., 2018) and motivational states such as thirst and hunger (Kennedy

and Shapiro, 2009; Carey et al., 2019). This sensitivity of hippocampal place cells

to experience of reward, nonspatial external and interoceptive cues, require an al-

ternative explanation beyond a purely spatial account of hippocampal function.

1.1.2 Role of hippocampus in emotional and motivated behaviour

In addition to the non-spatial determinants of hippocampal physiology in dorsal hip-

pocampus, the specific tuning to physical space of hippocampal pyramidal neurons

is not conserved throughout the entire hippocampus. More specifically, a functional

gradient exists along the long-axis of the hippocampus from dorsal to ventral re-

gions in rodents, or posterior to anterior regions in humans (Strange et al., 2014;

Dong et al., 2009; Bannerman et al., 2002; Moser and Moser, 1998). The strong

spatial tuning of hippocampal neurons was discovered and observed mostly within

dorsal hippocampus, where the highest proportion of place cells is found (Jung

et al., 1994) and from whose firing activity spatial information can be most accu-

rately decoded (Kjelstrup et al., 2008). By contrast, further ventral in the hippocam-

pus, hippocampal pyramidal neurons possess progressively poorer spatial tuning

and have broader and larger place fields that sometimes spanned the entire be-

havioural chamber (Kjelstrup et al., 2008; Komorowski et al., 2013; Royer et al.,

2010, Figure 1.1). While dorsal hippocampal neurons tend to selectively code

for a particular location in space, ventral hippocampal neurons tend to generalise

across spatial contexts, and instead encode for behaviourally meaningful contexts,

e.g. context A means odour A is rewarded while odour B is not (Komorowski et al.,
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2013). Consistent with this idea, lesions to the ventral hippocampus (vH) produce

relatively little deficit in spatial memory performance in the Morris Water Maze task,

while dorsal hippocampal lesions produced significant impairments in performance

in the same task (Moser and Moser, 1998). Together, these studies of hippocam-

pal physiology and lesion experiments demonstrate that information about physical

space is progressively less encoded by more ventral regions of hippocampus, sug-

gesting that other variables are more important.

dorsal

ventral
Figure 1.1: Schematic of the rodent hippocampus. Dorsal hippocampus (white) possesses
strong spatial tuning, whereas vH (black) is less tuned to spatial variables.

The vH has been classically associated with nonspatial behaviour such as fear

and reward learning, stress, motivation and threat processing (Strange et al., 2014;

Bannerman et al., 2002; Ito et al., 2005; Ito and Lee, 2016). Lesions of the vH ap-

pear to impair behaviours involving an approach-avoidance conflict, such as social

interaction with a novel conspecific, deciding to eat a novel food (hyponeophagia),

or exploring potentially dangerous environments (open arm of an elevated maze).

These observations suggest the hippocampus – especially its ventral component

– is performing some calculation that involves a comparison between alternatives

or conflicting options and resolution of this conflict (Davidson and Jarrard, 2004;

Vinogradova, 2001; Bannerman et al., 2012). Another interesting observation was

that lesions to vH produce inappropriate approach behaviour to ambiguous (Schu-

macher et al., 2015; Holland et al., 1999; Bannerman et al., 2002, 2012) and non-

reinforced cues (Davidson et al., 2007) or contexts, while activating vH tends to

promote avoidance behaviours (Jimenez et al., 2018; Ciocchi et al., 2015; Kheir-

bek et al., 2013; Adhikari et al., 2010). This negative correlation between ven-

tral hippocampal activity and approach behaviour suggested that, under approach-
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avoidance conflict, the vH is required for the inhibition of ongoing behaviour, either

to attend to salient cues or to gather more information to resolve uncertainty (Gray

and McNaughton, 2003; Bannerman et al., 2012). This gave rise to the behavioural

inhibition hypothesis, positing that the hippocampus inhibits behaviour to resolve

conflict (Gray and McNaughton, 2003). This similarity of behavioural responses

of such gain- and loss-of-function studies of hippocampus also appeared to mimic

the behaviour of animals provided with anxiolytic drugs (File and Gonzalez, 1996),

which implicated the vH in anxiety-related behaviour.

Anxiety has been conceptualised as the ‘suite of anticipatory affective, cog-

nitive and behavioural changes in response to uncertainty’ about some distal fu-

ture state (Grupe and Nitschke, 2013). Under this framework, the crucial element

that gives rise to the features of anxiety is the ambiguity of possible future threats.

Experimentally, anxiety is probed in animal models by leveraging on ethologically-

based tasks that produce approach-avoidance conflict (Calhoon and Tye, 2015). In

such tasks, rodents, and in particular mice, have to balance the trade-off between

exploring novel, potentially rewarding objects and environments, and hiding from

the sight of predators. The prototypical examples of such tasks include the ele-

vated plus maze (EPM) and social interaction tests. In these tasks, the ambiguity

lies in the unexplored arm of the EPM, or the unfamiliarity of the novel conspecific

in the social interaction test, which may represent sources of rewards or potential

threats. The overall duration of avoidance from the open arms or novel rodent are

used to quantify the level of anxiety in mice.

By using these ’anxiety-testing’ tasks, several groups have found that inhibit-

ing vH activity either through surgical lesions or optogenetic inhibition increase ex-

ploratory drive and reduce anxiety (Bannerman et al., 2002; Kheirbek et al., 2013;

Padilla-Coreano et al., 2016). Recordings of ventral hippocampal activity in freely-

behaving rodents in these tasks concomitantly showed elevated activity of vH dur-

ing high anxiety states – for example, during the transitions from the closed to open

arms of the EPM, the centres of the open field test, or when investigating a novel

conspecific (Adhikari et al., 2010; Ciocchi et al., 2015; Jimenez et al., 2018; Padilla-

Coreano et al., 2016). In humans, the balance between approach and avoidance

also depends on anterior hippocampus (the ventral hippocampal analogue in hu-
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mans; Bach et al., 2019; O’Neil et al., 2015). In a task that required participants to

judge varying levels of uncertainty about a potential threat, patients with damage

to the vH seemed to display inappropriate approach behaviour even under high un-

certainty states compared to healthy controls. These and many other studies have

galvanised the ’anxiety-view’ of ventral hippocampal function.

One implication of this framework of anxiety as being driven by uncertainty is

that the ambiguity of an outcome need not necessarily be ”negative” in valence,

like the possibility of threats such as predation in the open arms of the EPM or

the center of the open field test. This ambiguity can be neutral or ”positive”, such

as deliberating over the value of a reward (Lee et al., 2012; Bakkour et al., 2018),

inferring where, when and how much of a reward will be available given the cue or

environmental context (Riaz et al., 2017; Trouche et al., 2019; Duncan et al., 2018),

or working out the location and proximity to reward or goal locations (Bannerman

et al., 2012). Indeed, a key caveat of these ethologically-based ’anxiety’ tasks is

that they are unable to dissociate between increased exploratory drive and reward-

seeking versus a reduction in anxiety levels (Calhoon and Tye, 2015).

Consistent with this view, the ventral (anterior) hippocampus appears to be

involved in deliberating the value of choice (Lee et al., 2012; Bakkour et al., 2019;

Jeong et al., 2018; Ólafsdóttir et al., 2015). For example, Bakkour et al. (2019) used

a value-based decision-making task that required human participants to judge the

value of pairs of food snacks and to choose the snacks that they preferred; they ob-

served that longer deliberation time prior to choice – especially for snacks that were

close in their value rating – was correlated with activity in the anterior hippocam-

pus (Bakkour et al., 2019). This judgement of value also applies to food items with

which subjects have had no prior experience (Barron et al., 2013), suggesting that

the hippocampus is capable of searching through a model of the world and to flex-

ibly compare the value of novel items when required (Behrens et al., 2018). Thus,

ambiguity over the value of competing food items also engages the hippocampus.

This ambiguity resolution process seems to also apply in the dorsal hippocam-

pus. For instance, Bannerman et al. (2012) found that synaptic plasticity – a cellu-

lar substrate of learning – in dorsal hippocampus was not required for successful

spatial memory retrieval in the Morris Water Maze, but is instead specifically re-
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quired when a spatial task introduces ambiguity in the goal location (Bannerman

et al., 2012). The transgenic mice lacking functional NMDA receptors in dorsal hip-

pocampus performed poorly only in an ambiguous variant of the Morris water maze

task where the hidden platform was cued with a beacon over the platform, and an

identical ‘decoy’ beacon placed symmetrically opposite the platform. This specific

task introduced ambiguity in the form of visually identical beacons, which forced

animals to rely on extra-water maze cues to solve the task. Hippocampal-lesioned

rats seemed to persist in approaching the first beacon that they were closest to,

regardless of the correct beacon, suggesting inappropriate approach behaviour.

Thus, it appears that even dorsal hippocampus is required to resolve the ambiguity

of a goal location, rather than solely encoding the explicit spatial location of goals.

1.1.3 Ambiguity resolution as a canonical hippocampal computation

As a brief summary, the dorsal hippocampus appears to be specialised in encod-

ing space, while vH encodes approach-avoidance behaviour for both positive and

negative outcomes. Ambiguity resolution occurs both in dorsal and vH. Against this

backdrop is the hippocampus’ relational function that is important in binding distinct

features into episodes or schemas. How are all these concepts related to each

other? One possibility that ties together these ideas is that the relational function

of the hippocampus may be important for using past learned associations or mem-

ories to resolve decisions involving ambiguity (Biderman et al., 2020). Specifically,

learned associations can be used to prospect about likely futures given the current

state of the world and the actions taken from this state that lead to maximal re-

ward. Such a computation resembles a class of decision-making strategies known

as ’model-based’ planning.

A classical distinction in goal-directed behaviour is the separation of behaviour

into two main systems: model-free and model-based behaviour. Model-free be-

haviour arises from trial-and-error learning where an animal caches the value of

an action after repeated trials, and generates behaviour to maximise expected fu-

ture value based on this cached value. By contrast, model-based behaviour (or

planning) involves making decisions based on an internal model, i.e. a tree-like

model that links states with their outcomes and associated values. Choosing the

action that maximises value in model-based planning involves searching through
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the model and simulating future possibilities.

The development of behavioural tasks specialised to parse out model-free and

model-based behaviour, namely the two-stage sequential decision-making task

(Doll et al., 2015a,b), has provided insights into the neural substrates of model-

based planning. Evidence from humans with hippocampal lesions and optogenetic

inactivation of hippocampus in rodents indicate that the dorsal hippocampus is cru-

cial for model-based planning (Vikbladh et al., 2019; Miller et al., 2017). Using the

same task, Doll et al. (2015a) found that hippocampal activity in human subjects

correlated with the degree to which they used a model-based, as compared to a

model-free, strategy. More recently, novel computational models have been devel-

oped to explain a large range of experimental phenomena regarding hippocampal

physiology. One notable example is the successor representation, a planning strat-

egy that incorporates aspects of both model-based and model-free planning and

is able to capture a wide range of observations regarding hippocampal place cell

activity (Stachenfeld et al., 2017). Overall, there appears to be strong evidence that

the hippocampus supports model-based planning.

Furthermore, the hippocampus has been implicated in the prediction of upcom-

ing futures, a required step in deciding between competing options with ambiguous

outcomes (Johnson and Redish, 2007; Buckner, 2010; Stachenfeld et al., 2017;

Kay et al., 2020; Ólafsdóttir et al., 2015; Bakkour et al., 2019). For instance, John-

son and Redish (2007) observed that when rats were at a left-right decision point,

hippocampal place cell activity appeared to sweep forward, down one direction and

then to the other, suggesting a prospective function in the hippocampus. Such a

prospective mechanism, when combined with the extensive reports of value sig-

nals within the hippocampus (Lee et al., 2012; Jeong et al., 2018; Gauthier and

Tank, 2018), could potentially allow the hippocampus to simulate the future value of

different options – in much the same way as model-based planning. Such forward

prospection would be required for arbitrating between competing options during, for

example, approach-avoidance conflict or value-based decisions.

One main assumption of model-based planning is full knowledge of what the

current state is. Under naturalistic settings, the current state is often hidden or

only partially observable, and this contributes to the ambiguity of the likely outcome
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given the current state. Prevailing theories about the nature of ambiguity resolution

propose that whenever the current state or outcome is ambiguous, the information

contained within the ”context” becomes increasingly crucial to resolve the ambigu-

ity (Bouton, 1993; Rosas et al., 2013; Gershman, 2017). In model-based planning

terms, information contained within the context is required to determine which state

the animal is in exactly. What precisely is meant by context depends on the given

behavioural demands of a task. Context usually refers to the spatial environment

surrounding the animal, such as the behavioural apparatus, the testing box and ex-

perimenter. More generally, context can be defined as the combination of external

environmental factors or internal milieu that occurs at the same time as the animal

is engaging in a task or behaviour (Rosas et al., 2013); thus, physical variables such

as the testing box, or non-physical unobserved variables, such as task contingen-

cies and interoceptive cues like hunger or thirst, can individually or in combination

act as a context.

Gershman (2017) proposed that in tasks where ambiguity is low, such as when

a tone consistently predicts an upcoming footshock or reward, context is unnec-

essary for successful prediction of the outcome. However, under circumstances

of higher ambiguity, more information is required than is available in the external

cues alone, and the context provides additional information to reduce the ambigu-

ity. Thus, in this formalisation, what role the contextual stimuli will play depends

on the degree of ambiguity between the sensory stimuli and the outcome. The

hippocampus has been implicated specifically in the encoding of context and con-

textual retrieval – i.e. the recall of learned associations by the context that was

present at the time of memory encoding (Hirsh, 1974; Good and Honey, 1991; Cor-

coran and Maren, 2001). Therefore, one hypothesis is that tasks involving a higher

degree of ambiguity requires increasingly more information from the context and, in

turn, progressively engages the hippocampus.

One specific function of a context is as an occasion setter, which is defined as

a contextual or discrete stimulus that ”modulates the ability of another stimulus to

control behavior” (Trask et al., 2017, Figure 1.2A). For example, in a task where

animals are trained that a light cue is rewarded only when preceded with a tone

(T → L, L+), the tone sets the occasion for when the light cue predicts reward
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Food item Postingestive 
outcome

Hunger state
high low

Cue Outcome

Context

A

B

Modulatory context (adapted from Gershman, 2017)

Associative model of feeding 
(adapted from Davidson et al, 2014)

excitatory learning
inhibitory gate

Figure 1.2: Hunger as a contextual modulator of feeding behaviour. (A) Model of context
gating the behavioural responding to a cue. Adapted from Gershman (2017). The context
does not influence the outcome, but rather modulates how the cue is related to the out-
come. (B) Model of hormonal signals (”hunger state”) gating feeding behaviour. The model
assumes that feeding will occur when food-related cues predict a rewarding postingestive
outcome. However, food cues can predict both nonrewarding (when sated) or rewarding
(when hungry) outcomes. In this way, food cues are ambiguous. To resolve this ambiguity,
the hunger state provides the required information to determine the actual postingestive
outcome, thereby gating the causal influence of food cues to rewarding postingestive out-
comes.

and acts as a positive occasion setter. Conversely, a tone can set the occasion for

when the light cue does not predict reward (T → L, L−), and therefore act as a

negative occasion setter. In both cases, the light cue is ambiguous as it can lead to

both reward and no reward, and additional information from the tone disambiguates

this relationship. Thus, an occasion setter modulates the cue-outcome association

(Gershman, 2017). Consistent with the role of the hippocampus in the encoding

of contexts, the hippocampus is also crucial for contextual occasion setting (Yoon

et al., 2011). Thus, the hippocampus is important in resolving the ambiguity by

making use of information contained within the context.

Taken together, the seemingly disparate functions of the hippocampus appear
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to center around a common computation: the processing and resolution of ambigu-

ity. Tasks that involve an ambiguous outcome require deliberation over the outcome

of each option, and such a deliberative process may require the model-based plan-

ning computation and the encoding of context that the hippocampus is thought to

support.

1.2 Relationship of hippocampal computations to feeding

behaviour

How do the functions of the hippocampus, such as planning and ambiguity reso-

lution relate to motivated behaviours such as feeding? Firstly, model-based plan-

ning involves constructing models of relationships between distinct cues. Thus, the

complex relationships between multi-modal external and internal cues are exactly

what the hippocampus is thought to encode (i.e. relational and conjunctive codes)

(Behrens et al., 2018). Foraging behaviours like feeding are purposeful behaviours

that involve exploring an environment and locating food while avoiding danger. To

select the most optimal course of action, animals need to integrate a combination

of external cues such as the location and identity of the food, and internal physio-

logical state, such as hunger (Toates, 1981; Burnett et al., 2016). This requirement

of weighing up distinct cues and deliberating about future outcomes suggests that

the hippocampus may be crucial in orchestrating adaptive feeding behaviour.

In the past, feeding was conceptualised as a problem of optimal control, i.e.

deviations from a caloric set-point are detected as negative feedback that pro-

duces changes in behaviour to correct the deviation. Hull (1943) linked this idea

of negative-feedback homeostatic control to motivated behaviour by proposing that

negative feedback gives rise to an increasing drive that in turn motivates behaviours

to reduce the drive (drive-reduction theory). However, evidence suggests that an-

imals depart from a simple drive reduction strategy, and instead anticipate future

changes in their hunger state to produce behaviours well in advance of shifts in

caloric balance (Sterling, 2012; Andermann and Lowell, 2017). This predictive as-

pect of homeostatic regulation, termed allostasis, is increasingly recognised to be

an important determinant of goal-directed behaviour such as feeding and drinking

(Chen et al., 2015, 2016; Augustine et al., 2018, 2020). Therefore, brain regions
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which contribute to prospection about future states, for example the hippocampus,

may be important in regulating motivated behaviour.

Foraging and feeding behaviour have also been cast as a decision-making

process that involves selecting the most optimal action given the environmental

context. One key aspect of feeding is the ability to integrate external and internal

cues to judge the value of a food item and decide whether or not to eat it. Davidson

et al. (2014) argue that feeding behaviour, when viewed in this way, is essentially an

ambiguity resolution process over the value of food (Figure 1.2A–B). The value of

a given food item is ambiguous because the same food, depending on the hunger

state, can have different values. More specifically, the food item would predict a

highly rewarding post-ingestive outcome when the animal is hungry (Figure 1.2B),

but when sated, the same food item will predict a less rewarding outcome (Yiin

et al., 2005). To resolve this ambiguity, additional information about the hunger

state needs to be integrated before committing to a decision (Gershman, 2017;

Davidson et al., 2007, 2014). To describe the same phenomenon from a learning

perspective, the decision to eat or not depends on the appropriate configuration

of cues: the simultaneous presence of external food cues and hunger will drive

feeding behaviour, but food cue alone will not.

Experimentally, the structure of naturalistic feeding behaviour is often studied

as a set of behavioural modules comprising feeding-specific behaviours such as

food-directed exploration and consumption behaviour, maintenance behaviours like

grooming and resting, and general exploratory behaviour like rearing (Halford et al.,

1998). More specifically, this constellation of exploratory approach, eat, rear, groom

and quiet rest behaviours represents the behavioural satiety sequence (BSS) (Hal-

ford et al., 1998) that is used as a benchmark to characterise feeding behaviour.

In particular, food-directed exploration is often quantified in the BSS as approach-

ing, investigating and/or sniffing food. This particular aspect of feeding behaviour

may reflect a deliberative process on deciding whether to eat or not, through sam-

pling the sensory properties of food and combining external information with the

internal state. Thus, even under naturalistic conditions with no task structure, the

hippocampus may be involved in the moment-to-moment decisions on whether to

eat or not. However, no study has yet examined this possibility.
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Taken together, feeding behaviour can be viewed as an ambiguity resolution

task that requires integration about external food-related cues and internal hunger

state to decide whether or not to eat. This requirement of using information from

the context to resolve ambiguity, and prediction about future metabolic states, im-

plicates the hippocampus in controlling motivated behaviour like feeding behaviour.

1.3 Circulating hormones signalling the hunger state

Hunger is signalled by many circulating hormones that report satiety and food depri-

vation levels, such as leptin, cholecystokinin and ghrelin. Among these hormones,

ghrelin – often termed the ‘hunger’ hormone – is the most well-studied hormone

that is capable of stimulating appetite. Specifically, ghrelin is capable of increasing

hunger levels and driving feeding when acutely injected into rodents and humans

(Tschöp et al., 2000; Wren et al., 2001). Ghrelin is a 28-amino acid peptide pro-

duced by the stomach; the circulating concentration level of ghrelin closely tracks

meal times during the day, where it increases with fasting, reaches a peak before

a meal and falls after meal ingestion (Andermann and Lowell, 2017; Müller et al.,

2015). It binds to the growth hormone secretagogue receptor 1 (GHSR1a), which

is a seven-transmembrane Gq-protein coupled receptor that signals via phospholi-

pase C activation to increase inositol phosphate and intracellular Ca2+ levels (Mear

et al., 2013). GHSR1a is expressed both peripherally and centrally; in the brain,

GHSR1a is strongly expressed in hypothalamic regions such as the arcuate nu-

cleus, as well as ‘higher-order’ brain regions related to motivated behaviour such

as the midbrain, striatum and hippocampus (Zigman et al., 2006; Kanoski et al.,

2013; Hsu et al., 2016; Mani et al., 2014).

Although the hunger state is reported by a range of hunger- and satiety-related

hormones and metabolites, there is evidence that single, individual molecules can

act as principal drivers of the hunger state. One way to assess this possibility is to

train animals to report the hunger state using a learned task. For example, animals

can learn to associate their interoceptive hunger state – sated or hungry (after

24 hours of fasting) – with an upcoming reward or footshock, and in turn freeze

or not depending on their hunger state (Davidson and Jarrard, 1993; Hock and

Bunsey, 1998; Kanoski et al., 2007; Davidson et al., 2009b). Kanoski et al. (2007)

demonstrated that the sated state could be mimicked with an i.p. injection of either
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the hormones leptin or CCK in hungry animals, as reported through probe tests

of their behavioural responding. Conversely, hunger could be mimicked by drug-

induced reductions of glucose levels (Benoit and Davidson, 1996). These findings

show that an individual circulating factor can mimic the internal hunger state or

context to bias a learned behaviour, and supports the idea that the hunger state

exists – at least partially – through the actions of individual hormones.

Although no such direct comparisons have been made between ghrelin and

the fasted state, it is likely that ghrelin mimics the fasted state for several reasons.

First, acute infusions of ghrelin into sated subjects are sufficient to drive feeding

behaviour in both rodents and humans (Tschöp et al., 2000; Wren et al., 2001).

Second, there is a tight relationship between the duration of fasting, hunger lev-

els and circulating levels of ghrelin (Cummings et al., 2004; Natalucci et al., 2005).

Third, acute infusions of ghrelin increases the perceived pleasantness (value) of

food and similarly activate brain regions that are engaged by physiological fast-

ing, such as orbitofrontal cortex, nucleus accumbens and hippocampus (Goldstone

et al., 2014; Malik et al., 2008). Thus, at the behavioural and neural circuit levels,

ghrelin mimics the main features of fasted behaviour.

1.4 Hunger state as a context

Over the last few decades, hunger has been conceptualised as a drive (Hull, 1943),

as a gain control for the incentive value of food (Toates, 1981; Dickinson and

Balleine, 1994) and as a ‘discriminable interoceptive stimulus’ or a Pavlovian oc-

casion setter (Davidson, 1998). Can the hunger state act as an occasion setter or

context? To function as a context that is able to provide hunger-related information

to the hippocampus, and modulate behavioural response to food-related stimuli,

there should be experimental support for three conditions:

1. the hunger state possesses properties of a context, for example, modulation

of cue-outcome associations

2. the hippocampus uses (senses) hunger-related information

3. the hippocampus possesses the cellular components required for hunger

state sensing (receptors, circuits etc.)
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1.4.1 Hunger state as a context to guide behaviour

The fundamental property of a context is the ability to modulate the cue-outcome

relationship (Figure 1.2; Rosas et al., 2013; Gershman, 2017). Traditionally, in

contextual fear conditioning, the context is taken as the behavioural apparatus and

behaves like a punctate cue that predicts an upcoming footshock. Early evidence

demonstrated that hunger can also act as a context in this regard. Davidson and

Jarrard (1993) trained one cohort of rats to predict that the fasted state was fol-

lowed by a footshock while the sated state was not, and in the other cohort the

reverse training contingency was applied. The inherent ambiguity in the task was

the identical physical context; the only factor that differed between predicting shock

or no shock was the level of hunger. Importantly, animals were able to discriminate

between the hunger levels and freeze under the correct hunger state condition,

demonstrating that hunger was being used as a discriminative internal stimulus to

resolve the ambiguity of the upcoming footshock. However, hunger does not it-

self behave like a punctate cue to elicit the behavioural response. Using the same

hunger discrimination task, Davidson and Benoit (1996) showed that hunger alone

did not elicit freezing in a transfer test; rather, hunger modulated the physical con-

text and footshock relationship as an occasion setter. These findings underscored

the ability of hunger to function as a modulatory contextual stimulus, as opposed to

directly becoming associated with the outcome (Gershman, 2017).

In addition to an aversive outcome, this modulatory function of hunger also ap-

plies to the behavioural response towards appetitive rewards (Davidson et al., 2010;

Deacon et al., 2001; Hsiao and Isaacson, 1971). Davidson et al. (2010) conducted

an experiment that showed that hunger levels could be used as discriminative stim-

uli to predict the delivery of sucrose pellets. Rats trained to predict the delivery of

sucrose pellets under the fasted state predictably approached the delivery spout

more in the fasted compared to the fed state. Crucially, under the reverse condition

where the sated state predicted sucrose pellet delivery, rats approached the spout

more in the sated compared to the fasted state; this counterintuive observation has

been replicated in other studies (see Schepers and Bouton, 2017).

Additionally, the hunger state can act as a context to support goal-directed

behaviour (Kennedy, 2004). Rats that were alternately food- or water-deprived were
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able to associate goal boxes with either food or water, where one box contained

water when the animal was thirsty, one contained food when the animal was hungry

and the other box was left empty. This experiment demonstrated that the animals

were able to use their interoceptive motivational state to choose the appropriate

box to approach. These findings support the view that hunger can act as a context

to modulate cue-outcome associations for both aversive and appetitive outcomes.

For such hunger-dependent discrimination tasks , an intact hippocampus is

crucial for using hunger-related signals as discriminative stimuli for successful per-

formance (Davidson and Jarrard, 1993; Hock and Bunsey, 1998; Benoit and David-

son, 1996; Kanoski et al., 2007; Davidson et al., 2009a). In the case of aversive

outcomes, rats with ventral hippocampal lesions failed to freeze in the appropri-

ate hunger state compared to controls (Davidson and Jarrard, 1993; Davidson and

Benoit, 1996; Hock and Bunsey, 1998). In the case of appetitive outcomes, ventral

hippocampal lesions not only impaired discriminative responding under the appro-

priate corresponding hunger state, rats tended to persevere and inappropriately

approach the delivery spout during nonreinforced sessions (Davidson et al., 2010).

Lesioning the hippocampus also prevents animals from using their internal state to

select the appropriate behaviour (Kennedy, 2004). These studies indicate that the

vH is not only involved in integrating hunger signals to solve ambiguous tasks, but

also in inhibiting inappropriate behaviour.

1.4.2 The hippocampus senses and uses hunger-related information

Complementary evidence from lesion and neuroimaging studies from the human lit-

erature have also provided key insights into the role of the hippocampus in sensing

the hunger state. Clinical observations, such as those from Patient HM and others,

suggest that lesions to the hippocampus impaired the ability to report the subjec-

tive level of hunger (Scoville and Milner, 1957; Hebben et al., 1985; Rozin et al.,

1998); these patients tended to persevere to eat meals regardless of having eaten

a previous meal shortly before. Consistent with these case reports, studies using

functional magnetic resonance imaging (fMRI) have also observed hippocampal ac-

tivation after hunger state changes. For example, ghrelin infusions in sated human

subjects activate the hippocampus, in addition to other reward-related regions such

as nucleus accumbens (Goldstone et al., 2014; Malik et al., 2008). Gastric balloon
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distention of the stomach, a procedure that stimulates the vagus nerve and induces

satiety, also reliably increases the blood-dependent oxygenation level (BOLD) sig-

nal in the hippocampus in humans (Wang et al., 2006) and rodents (Min et al.,

2011). Presenting food-related visual cues after physiological fasting to human sub-

jects also increases the hippocampal BOLD signal (Wallner-Liebmann et al., 2010).

Thus, manipulations of the hunger state, from physiological fasting, exogenous ad-

ministration of ghrelin and stomach distension, all produce reliable activation of the

hippocampus, suggesting that the hippocampus senses the hunger state.

Additionally, decades of work have demonstrated that the hippocampus is sen-

sitive to motivational state (Kennedy and Shapiro, 2009; Carey et al., 2019). Normal

hippocampal physiology – for example, place cell activity during spatial navigation

– is in turn dependent on hunger. For example, the ensemble of place cell activity

that span an environment is unique to that environment; when this environmental

context changes, place cell activity either diminishes, switches to encode another

location within the new environment or disappears entirely, a process known as

remapping (Wills et al., 2005; Colgin et al., 2008). Kennedy and Shapiro (2009)

found that, within the same physical environment, place cell activity remapped de-

pending on whether the rats were hungry or thirsty. This demonstrated that even

spatial representations of the physical environment were anchored to the internal

motivational state.

Another signature of hippocampal physiology is the sharp wave ripple (SWR),

the synchronous activation of hippocampal ensembles (Buzsáki, 2015). The con-

tent of SWRs is the compressed replay of hippocampal sequence activity from past

experiences, usually during immobility and rest. Carey et al. (2019) found that

SWRs were also modulated by the motivational state. They used a task where rats

were alternately food- or water-restricted and trained to run down a T-maze with ei-

ther food or water on both ends. They reasoned that if the hippocampus was using

motivational state information to plan future goal-directed behaviour, then one might

expect the SWR content to be biased towards trajectories to rewards. However, the

authors found the opposite; SWRs detected when rats were on the rest platform

outside the task tended to be biased towards the arm with the nonpreferred food.

These findings build upon the idea that hippocampal representations are closely



1.4. Hunger state as a context 39

tied to the motivational state, and that the hippocampus is more strongly activated

during the ’devalued’ or sated condition.

1.4.3 Cellular components required for hunger state sensing

In keeping with the hippocampus’ role in sensing the hunger state, hippocampal

pyramidal neurons express a diverse array of physiologically important receptors,

for example, those involved in the signalling axes for stress, hunger and thirst

(Lathe, 2001; Lathe et al., 2020). More specifically to hunger, the hippocampus

is one of many regions that expresses the ghrelin receptor GHSR1a in both ro-

dents (Guan et al., 1997; Zigman et al., 2006; Hsu et al., 2015; Diano et al., 2006;

Mani et al., 2014) and non-human primates (Mitchell et al., 2000). However, the

source of ghrelin mediating GHSR1a signalling in the hippocampus remains de-

bated, and possible sources include peripherally circulating ghrelin (Banks et al.,

2002; Diano et al., 2006; Rhea et al., 2018) and central ghrelin-synthesising affer-

ents to hippocampus (Ferrini et al., 2009). There is evidence to support the entry

of peripheral ghrelin through the blood-brain barrier via a saturable mechanism

(Banks et al., 2002; Diano et al., 2006). For example, radioactive ghrelin admin-

istered peripherally via i.p. injection binds to hippocampal neurons in a saturable

manner (Diano et al., 2006) and is capable of not only inducing structural (Diano

et al., 2006) and functional (Diano et al., 2006; Ribeiro et al., 2014) plasticity, but

also influencing behaviour.

Despite the presence of the blood brain barrier around the hippocampus that

blocks the entry of circulating factors, it is thought that peripherally circulating hor-

mones are nevertheless able to gain access to the hippocampus constitutively

(Hamasaki et al., 2020). For example, the dye Evans blue is used to assess BBB

integrity; penetration of Evans blue either indicates damage to the BBB or a region

that is constantly exposed to circulating factors. Importantly, Evans blue can be

detected in the hippocampus after 15 minutes post-Evans blue injection (Hamasaki

et al., 2020), suggesting that the hippocampus is exposed to circulating factors from

the bloodstream. Furthermore, the transport of ghrelin across the BBB appears

to be dynamic; physiological fasting appears to increase the transport of ghrelin

across the BBB (Banks et al., 2008). By contrast, other groups have reported

that ghrelin is undetectable in the hippocampus (Furness et al., 2011) and there-
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fore unable to cross the blood brain barrier; they propose alternative mechanisms

for GHSR1a signalling in hippocampus, for example, indirectly through dopamin-

ergic input to the hippocampus which then activates heterodimers of GHSR1a-

dopamine receptor type 1 (D1) receptors (Kern et al., 2015), heterodimerising with

other receptor subtypes (Schellekens et al., 2015), or high constitutive activity of

the GHSR1a receptor independent of ghrelin binding (Damian et al., 2012). Al-

though it remains debatable whether ghrelin actually directly penetrates the BBB to

reach the hippocampus, there is nevertheless growing evidence demonstrating that

blood-borne circulating factors not only bind to hippocampal pyramidal neurons, but

also change their functional properties and alter behaviour.

Furthermore, the exact behavioural role of GHSR1a remains elusive. Mice with

blocked signalling of GHSR1a – either through a global knockout of GHSR1a or sys-

temic application of GHSR1a antagonists – show impaired anticipatory and ’higher-

order’ aspects of feeding regulation, such as appropriate feeding under a restricted

feeding schedule, social learning of food preference and context-dependent feeding

(Walker et al., 2012; Hsu et al., 2015; Davis et al., 2011; Gooley et al., 2006; Ver-

hagen et al., 2011), as opposed to a pure metabolic change in feeding behaviour.

Consistent with this interpretation, animals lacking the GHSR1a receptor show nor-

mal feeding behaviour and weight gain (Sun et al., 2008). Furthermore, activity in

reward-related regions like striatum correlates with ghrelin levels specifically during

anticipation of feeding, and not feeding itself (Simon et al., 2017). Thus, ghrelin sig-

nalling appears to mediate a higher-order, anticipatory and food-seeking behaviour,

potentially through its action in the hippocampus (Hsu et al., 2016). Overall, these

studies implicate the hippocampus in regulating feeding behaviour through the use

of higher-order contextual information related to hunger.

1.5 Anatomical and functional components of the vH

1.5.1 Anatomical connectivity implicates the hippocampus in inges-

tive behaviour

The hippocampus is well-positioned based on its connectivity to regulate motivated

behaviour, especially within vH. Its main output regions – in CA1 and subiculum –

are comprised of pyramidal neurons with efferent projections to distinct downstream
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areas, including prefrontal cortex, nucleus accumbens (NAc), lateral hypothala-

mus (LH), hypothalamic and preoptic areas (Naber and Witter, 1998; Hahn and

Swanson, 2012; Cenquizca and Swanson, 2006, 2007; Ding et al., 2020; Wee and

MacAskill, 2020). In particular, the NAc and LH are both involved in reward-seeking

and ingestive behaviour. These direct, monosynaptic projections to brain regions

classically thought to regulate survival and homeostatic functions highlight the po-

tential role of the hippocampus in contributing to motivated behaviours (Risold and

Swanson, 1996; Cenquizca and Swanson, 2006, 2007).

1.5.2 Hippocampus-to-nucleus accumbens projections

The nucleus accumbens is a collection of largely inhibitory cells called medium

spiny neurons (MSNs) in the ventral striatum. Often described as a limbic-motor in-

terface (Pennartz et al., 2011b), the NAc integrates heterogeneous inputs signalling

context (presumably from hippocampus), valence and value (e.g. from amygdala

and ventral tegmental area) (Reed et al., 2018) and translate them into overt be-

haviour through action selection pathways in the basal ganglia and other down-

stream pathways. Anatomically and functionally, the NAc is organised into the shell

(the medial and ventral band that forms the borders of the nucleus accumbens) and

core (the area that envelops the anterior commissure; Figure 1.3A–D) regions. The

shell region is thought to drive goal-directed behaviour by using contextual informa-

tion (Ito et al., 2008), while the core region drives reward-seeking using punctate

(discrete) cues.

Ventral subicular inputs specifically target the medial shell of the NAc (Figure

1.3C–D, Brog et al., 1993; Britt et al., 2012) in a unilateral manner, meaning that

there is little cross-hemispheric connectivity between vH and NAc. At the circuit-

level, vH inputs preferentially innervate D1 dopamine receptor-expressing MSNs

(MacAskill et al., 2014; Scudder et al., 2018) and parvalbumin-expressing, fast-

spiking local interneurons (Scudder et al., 2018; Trouche et al., 2019). Recently,

Trouche et al. (2019) demonstrated the functional significance of feedforward inhibi-

tion via local PV+ interneurons in NAc in supporting reward-driven place preference

behaviour; however, it remains unclear how the balance of excitatory vH inputs to

local PV+ interneurons and D1-expressing MSNs shape circuit activity in vivo in the

NAc to alter behaviour. In turn, both D1- and D2-expressing MSNs send outputs to
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Example experiment from ventral subiculum
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Figure 1.3: Hippocampal projections to nucleus accumbens. (A) Allen Brain Atlas coronal
section around the anterior-posterior level of +1.1 mm. (B) Projection density map of exper-
iment ID 585776749, involving GFP expression in vH (CA1, subiculum and prosubiculum)
in a Ntng2-IRES2-Cre mouse. Green dot represents the site of the AAV tracer injection, and
red cross represents the site of the coronal sections shown in (C–D). (C) Coronal section
of the nucleus accumbens from the example experiment from (B). Boxed area indicates the
zoom-in image in (D). (D) The nucleus accumbens in ventral striatum comprises the shell
and core regions. The banded region with most intense axonal projection from hippocam-
pus is the medial shell of the NAc. The core region around the anterior commissure is
relatively devoid of axonal projections from hippocampus. Data taken from the Allen Brain
Atlas.

a number of regions, including lateral hypothalamus (O’Connor et al., 2015), ven-

tral tegmental area (Baimel et al., 2019), preoptic area and brainstem (Voorn et al.,

2004).

These inputs and outputs of the NAc have been studied in the context of

reward-seeking, goal-directed and ingestive behaviours. Recent studies have

shown that NAc acts as a gate to producing consummatory behaviours. At the on-

set of consumption, the activity of excitatory inputs to NAc drops dramatically (Reed

et al., 2018), and activity within the NAc also remains silent at the onset of reward-
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driven behaviour (Taha and Fields, 2006). Additionally, non-specific inhibition via

local infusions of glutamate antagonists or GABA agonists into the NAc stimulates

robust food consumption behaviour (Maldonado-Irizarry et al., 1995; Stratford and

Kelley, 1997), while conversely nonspecific electrical stimulation of NAc interrupts

feeding behaviour (O’Connor et al., 2015; Krause et al., 2010). Specific activation

of D1-expressing MSNs projecting to downstream LH, and not D2-MSNs, potently

suppressed feeding behaviour (O’Connor et al., 2015) . Since the vH targets D1-

expressing MSNs (MacAskill et al., 2014; Scudder et al., 2018; Baimel et al., 2019),

and the vH is implicated in behavioural inhibition (Gray and McNaughton, 2003;

Reed et al., 2018; Yoshida et al., 2019), one intriguing possibility is that hippocam-

pal input to NAc may serve as a circuit mechanism for some form of feeding-related

behavioural inhibition. Consistent with this idea, inhibition of hippocampal input to

NAc increases the effort to consume a liquid food reward (Yang et al., 2019; Reed

et al., 2018).

Another function of the vH-to-NAc projection is in forming context-reward as-

sociations – and specifically in driving reward- and goal-directed behaviour based

on contextual cues (Trouche et al., 2019; Ito et al., 2008). Ito et al. (2008) used a

spatial appetitive context conditioning task where the combination of a light cue and

spatial context leads to sucrose pellet only in one of three possible spatial contexts.

Disconnection of hippocampal input to NAc with asymmetric lesions impaired place

preference behaviour in this task – suggesting that hippocampal input to NAc is

crucial for spatial-reward associations. Furthermore, recording in dorsal CA1 neu-

rons that project to NAc, Trouche et al. (2019) found that representations of the

spatial context in CA1 was required for conditioned place preference. At the synap-

tic level, long-term potentiation (LTP) at the vH to NAc synapse is also required for

contextual place preference (LeGates et al., 2018). These findings thus implicate

the hippocampal-to-NAc projection in forming context-reward associations.

However, to date, the functional significance of the vH-to-NAc projection has

mostly been examined in spatial tasks – where the conditioning box denotes the

spatial context that becomes associated with reward. Given the selective role of

the NAc shell in utilising contextual information to drive goal-directed behaviour,

one interesting hypothesis is that the vH projection to NAc may be specifically im-
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portant in relating nonspatial, internal contexts like hunger to food-related reward,

and that this information may be signalled to NAc to drive feeding behaviour; this

idea, however, remains untested.

1.5.3 Hippocampus-to-lateral hypothalamus projections

The lateral hypothalamus (LH) is a large, complex and heterogeneous brain region

that sits between the preoptic area and the VTA (Stuber and Wise, 2016). Function-

ally, it contributes to a variety of motivated behaviours, including energy balance,

drinking, sexual behaviour, arousal and stress and reward-seeking behaviours (Stu-

ber and Wise, 2016; Jennings et al., 2013, 2015; González et al., 2016). It is clas-

sically the site that elicits self-stimulation, where electrode stimulation in the medial

forebrain bundle (the white matter tract that courses through LHA) produces strong

reinforcement of lever pressing behaviour (Olds, 1958). Specifically, electrical stim-

ulation generates robust food consumption behaviour (Delgado and Anand, 1953),

while lesioning the LHA blunts food consumption (Grossman et al., 1978), although

some have proposed that it is more likely that the LH promotes a general increase

in motivational drive and arousal, rather than driving a specific motivational state

(Valenstein et al., 1968), likely by increasing hypothalamic input to the VTA sys-

tem to promote the reinforcement of actions. Mirroring this diversity in behavioural

functions, the LH is comprised of many genetically distinct cell-types that serve dis-

tinct roles (Mickelsen et al., 2019; Rossi et al., 2019). For example, glutamatergic

and GABAergic neurons appear to have distinct input and output connectivity and

behavioural functions (Jennings et al., 2013; Nieh et al., 2016). In turn, glutamater-

gic and GABAergic LH neurons also express the neuropeptides orexin, melanin

concentrating hormone (MCH), galanin and neurotensin to different extents, each

with seemingly distinct functions (Stuber and Wise, 2016; González et al., 2016).

Thus, the LH is a highly complex region with well-described functions in motivated

behaviours including feeding behaviour.

In terms of its connectivity, the LH receives diverse inputs from cortical regions

such as PFC and hippocampus, and subcortical structures such as lateral septum,

nucleus accumbens shell and VTA (Stuber and Wise, 2016; Cenquizca and Swan-

son, 2006, 2007). Specifically, ventral CA1 and subicular projections to LH are

monosynaptic and focused mostly around the perifornical region, as well as other
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hypothalamic regions such as dorsomedial hypothalamus, anterior hypothalamic

area and ventromedial hypothalamus (Cenquizca and Swanson, 2007; Hsu et al.,

2015; Petrovich et al., 2001, Figure 1.4). Additionally, vH sends disynaptic inputs

via NAc (O’Connor et al., 2015), lateral septum (Risold and Swanson, 1996) and

prefrontal cortex (Reppucci and Petrovich, 2016) to LH, producing additional com-

plexity of the hippocampal connectivity with the LH. On its output side, LH neurons

send projections to VTA (Nieh et al., 2016, 2015), lateral habenula, paraventric-

ular thalamus (Stratford and Wirtshafter, 2013) and other effector regions. Thus,

hippocampal input is well-positioned to influence motivated behaviour through the

extensive connectivity between the hippocampus and hypothalamus.

A B

C D

Example experiment from ventral subiculum

DMH LHA

AP + 1.3 mm

Figure 1.4: Hippocampal projections to hypothalamus. (A) Allen Brain Atlas coronal sec-
tion around the anterior-posterior level of +1.3 mm. (B) Projection density map of experi-
ment ID 152994878, involving GFP expression in vH (CA1, subiculum and prosubiculum) in
a wild-type mouse. Green dot represents the site of the AAV tracer injection, and red cross
represents the site of the coronal sections shown in (C–D). (C) Coronal section image of the
lateral hypothalamus from the example experiment from (B). Boxed area around the region
of the hypothalamus indicates the zoom-in image in (D). (D) Hypothalamus, including the
dorsomedial and lateral hypothalamic area (DMH and LHA, respectively), receives dense
inputs from ventral subiculum. Data taken from the Allen Brain Atlas.



1.6. Thesis overview 46

Little is known about the role of these direct, monosynaptic hippocampal pro-

jections to LH; the proposed functions of this pathway range from mediating the

learned aspects of feeding behaviour to anxiety (Hsu et al., 2015; Jimenez et al.,

2018). Hsu et al. (2015) found that direct ghrelin signalling in ventral CA1 projec-

tions to lateral hypothalamus is critical for learned aspects of feeding behaviour.

They entrained animals to feed during restricted times of the day, and found that

direct cannulation of ghrelin into vH increased food consumption, but cannulating

the GHSR1a antagonist potently reduced the amount of food consumed in meal-

entrained rats. This effect of GHSR1a antagonism was absent in control rats not

entrained to a feeding schedule, highlighting the specific role of the vH in learned

aspects of feeding behaviour. The projection from ventral CA1 to the LH has also

been implicated in anxiety. Jimenez et al. (2018) found increased activity of the

ventral CA1 projection to LH when animals were in the open arm of the EPM and

that inhibiting this projection increased open arm exploration. These few studies

suggest that hippocampal input to LH may be required for behavioural avoidance

and driving feeding behaviour in response to learned associations.

1.6 Thesis overview

As a brief summary of the preceding sections, I have discussed how the hippocam-

pus is important for ambiguity resolution. Feeding behaviour can be described as a

decision-making process with ambiguity surrounding the value of food, implicating

the hippocampus in the control of feeding behaviour. The hippocampus can also

use the hunger state as a context to guide behaviour. However, to date, no study

has addressed whether the vH is sensitive to the hunger state during innate, natu-

ralistic feeding behaviour, what behaviours its activity encodes during free-feeding

behaviour, and which hippocampal projections contribute to this function. Though it

is clear that motivational state affects hippocampal processing, the cellular and cir-

cuit mechanisms underlying this ability of the hippocampus in sensing the internal

state remains completely unknown. Furthermore, if the hippocampus does directly

sense hunger through defined hippocampal projections, it is not known what neural

mechanism – whether direct hormonal sensing or processing of synaptic input –

underlies this function. As a first step, an understanding of the input connectivity to

the vH is crucial; however, such a description is lacking. Thus, this thesis sought to
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address the following questions:

• What are the activity dynamics of the vH during feeding behaviour across

different states of hunger?

• What are the ventral hippocampal circuits specifically involved in encoding

feeding behaviour and the hunger state?

• What are the circuit and cellular mechanisms supporting this hunger sensitiv-

ity in vH?

• What is the input connectivity of the vS that might explain functional hetero-

geneity in the vH circuit?

In Chapters 3 and 4, I present data on the behavioural dynamics of feeding

when mice are presented with food under different states of hunger, and directly

relate these behavioural descriptions to vH neural activity. Using in vivo Ca2+ imag-

ing of ventral hippocampal activity, I show that specific hippocampal projections are

uniquely modulated by hunger during the anticipatory phase of feeding behaviour.

Then, in Chapter 5, I show that the systemic ghrelin and hippocampal ghrelin

receptors mediate changes in synaptic transmission in vH in vitro, and that impair-

ing ghrelin receptor signalling in vH prevents systemic ghrelin from changing circuit

activity in vivo. I also provide evidence that pharmacogenetic manipulation mimick-

ing the effect of ghrelin on vH is sufficient to alter the short term dynamics of feeding

behaviour without affecting food consumption. This highlights the role of GHSR1a

in vH projections to NAc as a mechanism for internal state sensing in hippocampus

and potentially as a modulator of food-seeking behaviour.

Next, in Chapter 6, I present results from a series of experiments that delin-

eates the input-output circuitry of the vH, in an attempt to identify upstream inputs

that may be relaying hunger-related signals to hippocampus.

Finally, in Chapter 7, I summarise the main findings of my thesis and discuss

the implications of my work, including how innate, motivated behaviours such as

feeding may require the hippocampus.



Chapter 2

Methods

2.1 Animals

Young adult C57BL/6 male mice (behavioral and anatomical experiments: at least 7

weeks old; whole-cell electrophysiology experiments: 7 – 9 weeks old) provided by

Charles River were used for all experiments. All animals were housed in cages of

2 to 4 in a temperature- and humidity-controlled environment with a 12 h light-dark

cycle (lights on at 7 am to 7 pm). Food and water were provided ad libitum (except

in food-restricted experiments). All experiments were approved by the UK Home

Office as defined by the Animals (Scientific Procedures) Act, and strictly followed

University College London ethical guidelines.

2.2 Stereotaxic surgery

Stereotaxic surgeries were performed according to previously described protocols

(Cetin et al., 2007). Mice were anaesthetised with isoflurane (4% induction, 1.5 to

2% maintenance) and secured onto a stereotaxic apparatus (Kopf). A single inci-

sion was made along the midline to reveal the skull. AP, ML and DV were measured

relative to bregma, and craniotomies were drilled over the injection sites. Long-shaft

borosilicate pipettes were pulled and backfilled with mineral oil, and viruses were

loaded into the pipettes. Viruses were injected with a Nanoject II (Drummond Sci-

entific) at a rate of 13.8 to 27.6 nL every 10 s. Following infusion of the virus, the

pipette was left in place for an additional 10 mins before being slowly retracted.

Stereotaxic coordinates are listed in Table 2.1.

Following injection of substances into the brain, animals were sutured and re-

covered for 30 mins on a heat pad. Animals received carprofen as a peri-operative
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Region ML AP DV

Medial prefrontal cortex 0.4 +2.3 -2.4
Lateral hypothalamus 0.9 -1.3 -5.2

Nucleus accumbens (medial shell) 0.9 +1.1 -4.6
Ventral subiculum (anterior) 3.4 -3.2 -4.3
Ventral subiculum (posterior) 3.4 to 3.5 -3.7 -4.3 to -4.7

Nucleus reuniens 0.25 -0.7 -4.4

Table 2.1: Stereotaxic injection coordinates for the different brain regions. All experimental
coordinates were based on the Paxinos atlas.

Virus Viral titre (genome copies / mL)

Rabies∆G-EnvA-H2B-mCherry-2A-CLIP 1.8 × 108

pAAV-synP-FLEX-splitTVA-EGFP-B19G 3.9 × 1012

pENN-AAV-hSyn-Cre-WPRE-hGH 1.3 × 1013

pAAV-hSyn-hChR2(H134R)-EYFP 2.5 × 1013

pAAV2-retro-CAG-Cre 5.3 × 1012

AAV1-CAG-Flex-GCaMP6f-WPRE-SV40 >1 × 1013

AAV1-CamKII-Cre-SV40 >1 × 1013

AAV8-hSyn-DIO-hM3Dq 7.9 × 1012

AAV8-hSyn-DIO-hM4Di 7.0 × 1012

AAV8-hSyn-DIO-mCherry 3.8 × 1012

AAV1-EF1a-DIO-mCherry-scrmb-shRNAmir 1.0 × 1013

AAV1-EF1a-DIO-mCherry-ghsr-shRNAmir 4.1 × 1013

Table 2.2: Viruses used for the experiments described in this thesis.

s.c. injection (0.5 mg/kg) and in their drinking water (0.05 mg/mL) for 48 hours

post-surgery. The titers of viruses used in the experiments described throughout

the thesis are listed in Table 2.2.

2.3 Behavioural studies

2.3.1 Stereotaxic surgeries

For photometry experiments, fibre cannulae were implanted following virus injec-

tion in the same surgery. The skull was roughened and two metal screws were

inserted into the skull to aid cement attachment. Photometry cannulas were tar-

geted to ventral CA1/subiculum. Cannulas were secured to the skull by applying

two layers of adhesive dental cement (Superbond CB). The skin was attached to

the cured dental cement with Vetbond. Animals received a subcutaneous injection
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of carprofen (∼5 µL of 0.5 mg/mL stock) prior to recovery in a warm chamber for 1

hour and continued receiving carprofen in their drinking water (0.05 mg/mL) for 48

hours post-surgery. Mice were allowed to recover for a minimum of 3 weeks before

starting photometry experiments. For overall vS neural activity recordings, a virus

mix diluted in a ratio of 1:1:2 was used, 1 of AAV1-CAG-Flex-GCaMP6f-WPRE-

SV40 : 1 of AAV1-CamKII-Cre-SV40 : 2 of sterile saline; total volume injected

= 300 – 400 nl. The virus mix was injected into vS. This dilution protocol was

used to delay excessive GCaMP expression, which could lead to reduced Ca2+

variance in the signal, affect cellular processes and reduce cell health (Resendez

et al., 2016). For projection-specific expression of GCaMP6f, either 150 – 200 nL

of rAAV2-retro-CAG-Cre or rAAV2-retro-Syn-Cre (Tervo et al., 2016) was injected

into the output site (PFC, LH or NAc); in the same surgery, 300 – 400 nL of a 1:3 di-

lution of AAV1-CAG-Flex-GCaMP6f-WPRE-SV40 in sterile saline was injected into

vS. For combined projection-specific fibre photometry and molecular knockdown

experiments, 150 – 200 nL rAAV2-retro-Syn-Cre was injected into NAc, and a 1:1

mix (400 - 500 nL) of AAV1-CAG-Flex-GCaMP6f-WPRE-SV40 and AAV1-EF1a-

DIO-mCherry-ghsr-shRNAmir or AAV1-EF1a-DIO-mCherry-scrmb-shRNAmir was

injected into vS.

2.3.2 Free-feeding task and fibre photometry recordings

Following at least 3 weeks post-surgical recovery, animals (10 – 12 weeks old)

were handled for at least 7 days before testing. During the last 3 days of habitu-

ation, empty plastic weighing boats and, in a subset of animals, a plastic tube lid

and a dollop of peanut butter (Skippy) were provided in the home cage to habituate

the animals to these objects. Animals were also habituated to patch cord attach-

ment while placed in the behavioural boxes during the last 3 days of habituation.

All behavioural experiments were carried out in Med Associates sound-attenuating

chambers containing behavioural boxes (21.59 x 18.08 x 12.7 cm) with blank walls.

Video recordings were conducted with infrared cameras (Playstation 4 Motion Cam-

era) positioned above each chamber, and video was acquired at 15 or 25 Hz using

Bonsai (Lopes et al., 2015). The different frame rates were due to a change of

PS4 cameras over the course of experiments, and this difference in frame rates

did not affect the resolution of capturing naturalistic behaviour given the relatively
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slower time course of evolving behaviours during feeding. All experiments were

performed consistently during the middle-to-end of the light cycle (from 2 pm to 7

pm) to control for circadian rhythm variables.

A typical workflow for a given animal is the following: photometry recordings

of neural activity were conducted first in the Fed, Fasted and Refed states over the

course of ∼3 days (Figure 2.1A). Then, the animal is habituated over the course

of 2 to 3 days with three separate intraperitoneal (i.p.) injection of 100 µL sterile

phosphate-buffered saline (PBS) to habituate them to manual scruffing and i.p.

injection. Following this, the animal is tested with photometry recording of neural

activity in the PBS and Ghrelin states in a counterbalanced order (Figure 2.1B–C).

Refer to Figure 2.1 for details of the experimental workflow.

For the Refeeding protocol (i.e. Fed/Fasted state comparison), the experiment

was conducted over ∼3 days. Animals were maintained on ad-libitum food access

and tested on the first day (Day 1: Fed); then, the animals were fasted overnight

for 16 to 18 hours and subsequently tested (Day 2: Fasted). Finally, animals were

tested again on the third day after at least 24 hours of re-feeding (Day 3: Refed).

On each test day, animals were habituated to the behavioural box for 10 mins after

attachment to the optic fibre patch cord. This habituation period was repeated for

all days of the experimental conditions, i.e. Fed, Fasted and Refed days. The

Labview programme controlling photometry signal acquisition was started at the

beginning of this 10-minute habituation period. Animals were then presented with

an empty weighing boat for 5 mins to habituate them to manual presentation and

the weighing boat, and subsequently presented with a single 3- to 5-gram chow

pellet in the weighing boat. The presentation of chow lasted for 10 mins before

termination of the recording (Figure 2.1A).

For the Acute hormonal manipulation protocol (i.e. PBS/Ghrelin comparison),

animals were habituated to patch cord attachment for a 10 minute period, as de-

scribed above. At the end of this habituation period, animals were given an i.p.

injection of either ghrelin (2 mg/kg; Tocris) or vehicle control (phosphate-buffered

saline, PBS; pH = 7.2). The order of the injections was counterbalanced across

animals. The volume of the i.p. injection was fixed at 100 µL. Animals were allowed

15 mins to recover post-injection before the presentation of non-food and food ob-
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A Refeeding experiment protocol

Habituation 
(10 mins)

Empty boat
(5 mins)

Chow
(10 mins)

B

C Acute hormonal manipulation: sequential presentation

Habituation 
(10 mins)

Habituation
(15 mins)

Object
(10 mins)

IP injection: 
PBS/Ghrelin

Chow
(10 mins)

Peanut butter
(10 mins)

Object
(10 mins)

Acute hormonal manipulation protocol

Habituation 
(10 mins)

Habituation
(15 mins)

IP injection: 
PBS/Ghrelin

Empty boat
(5 mins)

Chow
(10 mins)

Figure 2.1: Protocol workflow for photometry experiments in the naturalistic, free-feeding
setting. Animals were assessed in the Fed and Fasted states as described in (A), while
PBS and Ghrelin states were assessed as described in either (B) or (C). The inclusion of
non-food object (’Object’) and peanut butter was chosen to assess the possibility of value
coding in vS activity.

jects. Animals were then presented with a pellet of chow only (Figure 2.1B) or, in

a subset of experiments, manually presented with items in the following sequence:

a non-food plastic object (universal tube lid), standard lab chow (Envigo), peanut

butter (nutritional content per 100 g: energy, 613 kcal; fat, 51.6 g; carbohydrates,

14.1 g; protein, 25.3 g; salt, 0.45 g) and non-food object again for 10 mins each,

with 2 mins interval between each presentation (Figure 2.1C). This sequential pre-

sentation protocol was used to compare the effect of hunger state on vS activity

to non-food object (tube lid) and a high-calorie food item (peanut butter). This se-

quence of presentations, and more specifically the ordering of chow before peanut

butter presentation, was designed to avoid over-sating the animals with peanut but-

ter before chow presentation. The inclusion of a second plastic lid presentation at
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the end of peanut butter presentation was used to account for the possibility of pho-

tobleaching across the session duration. The day of ghrelin injection was selected

randomly for each animal, and PBS and ghrelin injection days were spaced apart

for a duration of at least 24 hours.

After termination of each testing session, the amount of chow or peanut butter

consumed during the 10 min presentation was weighed; any spillage of food was

recovered and subsequently weighed. The time of food or non-food presentation

was noted down and used to manually synchronise the photometry recordings to

the start of stimulus presentation. Photometry experiments with apparent failure

in equipment or software acquisition were discarded from further analysis. Pho-

tometry signals from experiments in which the signal did not exceed >2 standard

deviations above a 50-s preceding baseline before food presentation were excluded

from subsequent analysis as these indicate poor signal (either misplaced fibres or

injection sites, or inadequate expression). Data from all animals were included in

the final analysis.

2.3.3 Annotation of feeding behaviour

Feeding behaviour was analysed as a composite sequence of five simple, distinct

and reproducible behaviours. These elemental behaviours are: Approach (sniffing

or tactile interaction with the object or food without eating), Eat (biting food or chew-

ing movements close to food), Rear (standing on hindlegs while elevating head,

can be supported on the walls i.e. thigmotaxis), Groom (licking/scratching of fur,

limbs or tail, usually high-frequency movement) and Rest (motionless, usually in

corner of box). These behaviours together are referred to as the Behavioural Sati-

ety Sequence (BSS, Halford et al., 1998; Figure 3.1A–B). These features were

manually scored offline using Ethovision XT13 (Noldus). Where possible, manual

scoring was conducted in a blinded fashion to experimental groups. For a subset

of videos, two independent scorers conducted manual annotation of the behaviour

videos to ensure reproducibility. Manual annotation of BSS behaviours from 10-

minute videos spanning the food or non-food object presentation period were con-

ducted at 15 or 25 Hz on a frame-by-frame basis. This manual annotation produced

vectors of 0s and 1s, where 0 indicates the absence and 1 the presence of the BSS

behaviour.
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2.3.4 Analysis of feeding behaviour as a stochastic Markov process

Each behavioural dataset exists as a sequence of BSS behaviours. In other words,

the behaviour for a given animal is described by a vector of BSS behaviours oc-

curring over time. Although the total time spent engaging in one behaviour can

be computed from this vector, additional information regarding an animal’s feeding

strategy exists in the sequence of expression of each BSS behaviour (Burnett et al.,

2019). To analyse this sequential information in more detail, I analysed the anno-

tated behavioural patterns for each mouse as a stochastic Markov process that

defined the animal’s feeding strategy when presented with chow across different

states of hunger. Specifically, a Markov chain is a vector of states that change as a

function of time (Burnett et al., 2019). In this case, the Markov chain is comprised

of 5 states corresponding to the 5 BSS behaviours. These Markov chains are de-

scribed fully by a transition matrix P , where the Pij term represents the transition

probability from BSS behaviour i to j. As there are 5 BSS behaviours, P is a 5 × 5

transition matrix, where the rows represent the current BSS behaviour, the columns

represent the BSS behaviour one-step ahead and the values in each row sums to

1. To compute the empirical transition matrices for each animal, the frequency of

each possible transition from behaviour i was calculated and normalised by the total

number of behavioural transitions occurring from behaviour i. These transitions are

assumed to be Markovian, which simplifies the calculation of the transition proba-

bility P (state = j|state = i). Specifically, the probability of transitioning from state i

to state j is dependent only on the current state i and not on states preceding state

i. For each animal, there were four transition matrices, PFed, PFasted, PPBS and

PGhrelin.

Importantly, these Markov chain vectors disregarded information relating to du-

ration, i.e. the time spent in engaging in one behaviour and the inter-event duration

(Figure 2.2). In other words, by focusing on transitions between BSS behaviours,

this analysis was conducted time-agnostically; this method has been shown to ac-

curately capture moment-to-moment behavioural strategies under differing contexts

(Burnett et al., 2019) by focusing on the transition probability from one behavioural

bout to the next. For example, the vector [Approach, Approach, Eat, Groom] repre-

sents four distinct BSS bouts of variable length within and between bouts, but only
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Approach Eat Groom

time

interbout interval

Markov chain analysis

[Approach, Approach, Eat, Groom]

Figure 2.2: Example Markov chain analysis. Feeding behaviour unfolds as a sequence
of each component (bout) of the BSS behaviour. Bouts of BSS behaviours vary in their
duration within and between bouts. The Markov chain analysis disregards variability in
these durations, and distills the behavioural sequence into a vector of occurrence of each
BSS behaviour.

the transitions between bouts was analysed (Figure 2.2). Notably, frame-to-frame

transitions were not considered in this analysis.

2.3.5 Analysis of transition matrix similarity

To quantify and compare the transition matrices between different states of hunger,

I used the cosine distance as a similarity metric between two matrices (Burnett

et al., 2016). More specifically, the transition matrices PFed, PFasted, PPBS and

PGhrelin contained information about the probability of transitioning from one be-

haviour to the next behaviour, and I used the cosine distance to make inferences

about how hunger changes these transition probabilities. These 5 × 5 transition

matrices were ravelled to produce 25-dimensional vectors, with each element rep-

resenting a transition probability Pij . Thus, for a within-subject comparison of the

similarity in the transition vector between the sated and hungry states, the angle or

cosine similarity between the two transition vectors u and v, i.e. Fed and Fasted

state transition vectors respectively, was computed using the following formula (Bur-

nett et al., 2019):

cos θ =
u · v
‖u‖ ‖v‖

(2.1)
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Cosine distance = 1− cos θ

The range of the cosine distance is bounded in the interval [0, 1]. Values of the

cosine distance closer to 0 indicate a high similarity and a smaller angle between

the two vectors, while values closer to 1 indicate low similarity and a large angle be-

tween the two vectors. For this cosine distance analysis of BSS behavioural transi-

tion vectors, 3 values were computed for each animal: ”within-subject”, ”subject-vs-

mean (within state)” and subject-vs-mean (different state)” cosine distances. First,

the ”within-subject” cosine distance used the ’sated’ state (Fed and PBS) as the

baseline transition vector, and the cosine distance of the transition vectors for the

’hungry’ states (Fasted and Ghrelin) were compared to the baseline transition vec-

tor. Secondly, the ”subject-vs-mean (within state)” cosine distance measured the

distance of the sated transition vector of one animal to the mean sated transition

vector of all other animals in the cohort. This measurement provides an indica-

tion of the relative consistency of behavioural patterns in the sated state. Finally,

the ”subject-vs-mean (across state)” cosine distance measured the distance of the

sated transition vector of one animal to the mean hungry transition vector of all

other animals in the cohort. This measurement provides a control analysis for the

individual-to-population comparison offered by the subject-vs-mean (within state)

cosine distance, and should be similar to the within-subject cosine distance if the

behavioural vectors are consistent across animals.

2.3.6 Clustering of BSS behavioural transition matrices

Given the stereotyped nature of innate feeding behaviour (Berman et al., 2014;

Burnett et al., 2019), it is possible that the experimental manipulations of hunger

produced only a small discrete number of behavioural patterns that can be clus-

tered into distinct groups. To identify such groupings, I first reduced the dimension

of the 25-dimensional transition matrices using Fisher’s linear discrimnant analysis

(LDA). LDA identifies the subspace that maximises the discriminability between the

experimental manipulations of hunger, i.e Fed, Fasted, PBS and Ghrelin, by max-

imising the ratio of the between-class over the within-class variability. The between-
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and within-class variability were scatter matrices SB and SW, respectively, where SB

and SW are 25 × 25 matrices and the number of rows or columns corresponds to

each behavioural transition probability. The target variable was the hunger state

(labels of Fed, Fasted, PBS and Ghrelin). The projection matrix used to project the

vectors to the first two LDA axes was solved by matrix factorisation using singular

value decomposition (SVD) based on the LinearDiscriminantAnalysis function from

the sklearn package.

For clustering analysis in the reduced LDA subspace, Gaussian mixture model

(GMM) clustering was performed using the GaussianMixture function from the

sklearn.mixture package. GMM was applied on the n × 2 matrix containing the

transformed behavioural transition probabilities in the first two LDA subspace,

where n is the number of observations (60 observations) in the rows of the ma-

trix, and LD1 and LD2 are the columns of the matrix. The parameters for GMM

clustering were the following: 0.3 regularisation to the diagonal of the covariance

matrix, full covariance matrix for each component and 1000 maximum iterations.

The Gaussian component weights were initialised by k-means. To select the num-

ber of Gaussian components that best fit the data, the Bayesian information crite-

rion (BIC) was calculated:

BIC = k log n− 2 log L̂ (2.2)

where k is the number of model parameters, n is the observation number and

L̂ is the maximum likelihood of the model. The BIC value was calculated using the

GaussianMixture function. A supervised random forest classifier (100 estimators

and using the Gini criterion) was used to assess the robustness of the clustering

(Cembrowski et al., 2018a,b). The classifier was iteratively trained with 3 random

observations (0 to 39 observations) from a total of 60 observations, and the classi-

fier was used to predict cluster identity of the remaining observations. Each training

iteration was repeated 100 times with random sampling of observations to train the

classifier (for example, training the classifier with 3 observations was repeated 100

times, with random sampling of 3 observations of the dataset). The accuracy of the

classifier was computed as a function of the number of observations used to train

the dataset.
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2.3.7 Analysis of Ca2+ signals from fibre photometry

Figure 2.3: Setup of the photometry rig. See text for description.

Measurement of calcium fluorescence signals was carried out as detailed pre-

viously (Lerner et al, 2015; Figure 2.3). 470 nm and 405 nm LEDs were used

as excitation sources, and the light amplitudes were modulated sinusoidally at 500

Hz and 210 Hz carrier frequencies, respectively. The excitation light was passed

through excitation filters (for 470 nm and for 405 nm wavelengths), and a dichroic

mirror to combine the two LEDs into a single beam. A 49/51 beam-splitter was used

to split the beam into two independent excitation beams for simultaneous recording

of two animals. The excitation light was coupled through a fibre collimation pack-

age into a fibre patch cord, and linked to a large core (200 µm), high NA (0.39)

implant cannula (Thorlabs). Emitted fluorescence signals were collected through

the same fibre. Fluorescence output signal was filtered through a GFP emission fil-

ter (transmission above 505 nm) and focused onto a femtowatt photoreceiver. The

photoreceiver was sampled at 10 kHz, and each of the two LED signals was inde-

pendently recovered using quadrature demodulation on a custom-written Labview

software: this process involved using an LED channel as a signal reference, tak-
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ing a 90-degree phase-shifted copy of this reference signal and multiplying these

signals in quadrature. The multiplied signal was then low-pass filtered with a But-

terworth filter (order = 3, cut-off frequency = 15 Hz). The hypotenuse was then

computed using the square root of the sum of squares of the two channels. The

result corresponds to the demodulated signal amplitude and was decimated to 500

Hz before storing to disk.
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Figure 2.4: Pre-processing and motion correction of Ca2+ signals from fibre photometry.
See text for description of the pre-processing steps.

For analysis of photometry data, the .tdms data files were analysed with

custom-written scripts written in Python 3. The .tdms files containing the raw

470 nm and 405 nm signals were imported and inspected. Specifically, the 470

nm wavelength fluorescence (corresponding to the Ca2+-dependent signal) was in-
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spected for adequate signal-to-noise ratio in the Ca2+ signals (Step 1, Figure 2.4).

To correct for artefacts resulting from Ca2+-independent processes such as move-

ment, the Ca2+-independent 405 nm isosbestic wavelength signal was scaled to

the 470 nm wavelength. The coefficients for the scaling was computed through a

least-squares linear regression between the 405 nm and 470 nm signal (Step 2).

Finally, this estimated-motion (scaled 405 nm) signal was then subtracted from the

470 nm signal to obtain a pure Ca2+-dependent signal (Step 3).

Calcium activity signals time-locked to the presentation of each item (non-food

object, chow, peanut butter) were extracted using the time of presentation manu-

ally determined from video recordings. The signal was decimated to either 1 Hz

(for analysis of peri-presentation activity), or 15 / 25 Hz (for event-triggered and

regression analysis), z-score normalised (i.e. subtracted by the mean of signal

acquired during the 10-minute recording session, and divided by the standard de-

viation of the signal), filtered with a Gaussian filter (σ = 1.5) and baselined to the

mean signal in the -50 to -10 seconds preceding the time of presentation of food or

non-food object. For event-triggered analysis, the photometry signal was aligned

to the onset of each BSS behavioural event obtained from the manually scored be-

haviour. The behavioural events were clustered into bouts (defined as continuous

engagement in the behaviour), and the onset of each bout was taken as the time

point to align the photometry signal. A peri-event window of 20 s surrounding the

onset of the behaviour was obtained for each signal, and the resulting signal was

baselined to the time period from -10 to -7.5 seconds relative to the onset of each

event. All trials obtained for an animal were averaged to obtain a nested average

event-triggered signal; these signals were then averaged across mice to obtain the

population event-triggered average. Due to the stochastic nature of emitting a given

BSS behaviour, not all BSS behaviours were present in all animals. Only Approach

behaviour of bout length >1 second was considered for analysis, while Eat, Rear,

Groom and Rest of all bout lengths were included. Animals displayed Approach

behaviour consistently in all internal states of hunger, but the proportion of animals

showing Eat, Groom, Rest and Rear behaviours were variable.
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2.3.8 Linear encoding model relating behaviour to neural activity

To quantify the contribution of each BSS behaviour to neural activity, a multiple

regression model was used. The linear model was constructed using the Python

package sklearn, with the z-scored baselined photometry signal (dFz
Fz ) as the depen-

dent variable, and a regressor matrix of BSS behavioural arrays as independent

variables. The regressor matrix contained 27 regressors in total: 5 behavioural

regressors (Approach, Eat, Rear, Groom and Rest), 20 behavioural transition re-

gressors (for example, Approach → Eat), a manual presentation regressor and a

velocity regressor. The 5 behavioural regressors were coded as pulses of 0s and

1s, where 1s indicate the engagement in a BSS behaviour and 0s the absence

of engagement. The 20 transition regressors were included to account for any

possible contribution of behavioural transitions to the photometry signal, and were

derived as follows: a Markov chain vector of BSS behaviours was produced at 15

or 25 Hz and any across-BSS transitions (e.g. Approach → Eat, not Approach

→ Approach) occurring within 5 seconds was emitted as a temporal pulse of 1 at

the onset of the next BSS behaviour. To account for temporal distortion of the be-

havioural transition period in the associated Ca2+ activity, an exponential function

was first computed:

g(t) = AeBt (2.3)

where

A = 1

B = −
log( 1

A) + 1

t1/2
=

1

t1/2

where t1/2 is the half-life of the exponential function and set to 2 seconds. The

transition regressor was convolved with the exponential function:

f(t) ∗ g(t) =

∫ ∞
−∞

f(τ)g(t− τ)dτ (2.4)

where f(t) is the transition regressor and g(t) is the exponential function. This

produces a sharp peak to 1 and a decay rate of t1/2. The exponential decay func-
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tion was set to have a half-life of 2 s to approximate near-complete decay of the

GCaMP6f signal. The presentation regressor was set to an exponential function

with a peak time at presentation onset and a decay rate of 5 seconds to capture

the salience of stimulus presentation. Finally, the velocity regressor was a continu-

ous variable tracking the instantaneous velocity of the animal derived from position

tracking using Ethovision. The velocity signal was smoothed with a rolling mean fil-

ter (window = 3 seconds), and missing values from discontinuous position tracking

were imputed via linear interpolation.

The final linear encoding model was therefore the following:

Y = β0 +

NB∑
n=1

βBn +

NTr∑
n=1

βTr
n + βP + βV + ε (2.5)

where Y is the dFz
Fz in one animal, β0 is the intercept (bias), ε is a Gaussian

noise term, NB and NTr are the numbers of the behavioural and transition regres-

sors (5 and 20, respectively), βB, βTr, βP and βV are the beta weights for the be-

havioural, transition, presentation and velocity regressors, respectively. Specifically,

the beta weights βB can be interpreted as the isolated, average neural response

to engagement in that BSS behaviour. The crucial aspect of the linear encoding

model is the simultaneous inclusion of possible confounding variables, for exam-

ple, behavioural transitions and velocity, which may each contaminate the neural

response. The linear model thus statistically disambiguates the neural response to

BSS behaviour engagement from other events in close temporal proximity.

The linear model was fit using ridge regression, a version of the ordinary least-

squares regression that penalises the size of the estimated β coefficients by L2

regularisation. This ensures that the β weights were constrained to avoid overfitting,

and the penalty term α adjusts the degree of shrinkage of the β weights. Prior to

fitting, the dataset was split into an 80% training set to estimate the β weights

and 20% test set for evaluating the model predictions. On this training dataset,

a nested cross-validation procedure was used: first, the training dataset was split

into 5 folds for evaluation. For each fold, the α hyperparameter was tuned using

leave-one-out cross-validation (GCV). GCV works analogously to a grid search by

exploring the alpha parameter space, and selecting the α value that maximises the

prediction accuracy of the model; the values of α tested were 10−3, 10−2, 10−1, 100
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and 101, using the function RidgeCV on Python’s sklearn package. The values of

α did not differ significantly between the Fed and Fasted states or the PBS and

Ghrelin conditions. The photometry signal was resampled to 15 or 25 Hz to match

the sampling rate of the predictor matrix, and the predictor matrix was normalised

by subtracting the predictor matrix by its mean and dividing by the L2 norm of

the matrix, using the function RidgeCV. The β weights were computed analytically

using the following formula:

β = (XTX + αI)−1(XTY) (2.6)

where X is the predictor matrix, α is the ridge penalty term, I is the identity ma-

trix and Y is the observed dFz
Fz . Once fitted, the performance of the linear encoding

model was assessed by using the independent test set to compute the explained

variance (5-fold, cross-validated R2) value, or the coefficient of determination, de-

fined as:

R2 = 1− u

v
= 1−

∑
i(yi − ŷ)2∑
i(yi − ȳ)2

(2.7)

where u is residual sum of squares, v is the total sum of squares, yi is the

photometry signal at index i, ŷ is the predicted photometry signal at index i and ȳ

is the mean amplitude of the photometry signal in the test set. Linear models were

estimated separately for data from individual animals.

2.3.9 Operant feeding task

A behavioural task – referred to as the ’operant feeding task’ – was designed to

temporally dissociate the time leading up to food consumption. In this task, mice

were trained to press a lever to obtain a liquid food droplet (20 µL per droplet of

Ensure) in Med Associates behavioural boxes. In these boxes, there was a central

nose port, with an infrared beam break and a syringe delivery system to dispense

the liquid food. Flanked on either side of the central port was a left or right lever

(counterbalanced across animals). The behavioural apparatus was controlled using

custom written scripts written in MEDPC. To initiate a trial, the animal must press

a lever that is presented randomly at an inter-trial interval (ITI) between 10 and

20 s in duration (Lever out). If the animal does not press the lever within 5 s, the



2.3. Behavioural studies 64

lever is retracted and the ITI initiated. After an animal presses the lever (Lever

Press), the central nose port is illuminated (Cue Light) at a jittered time interval

between 0.5 and 1.5 s to signal availability of the liquid food. Then, following the

first nosepoke into the central nose port (Nosepoke), a trace interval of 0.05 to 0.25

s was added. Following the trace interval, 20 µL was dispensed (Food delivery),

the trial terminates and the animal goes into the ITI. The food is delivered at a

fixed-ratio of 1 lever press to 1 delivery (FR1). In this way, the delivery of food after

reward is deterministic. Each behavioural session lasted 1 hour. Mice were food

restricted and maintained at 90% of the baseline body weight during behavioural

training.

After becoming fully trained on the task (criterion, >50 lever presses per ses-

sion), fibre photometry recordings were performed as the animals engaged in the

task. After task acquisition, the hunger state was manipulated either by alternately

fasting the animals overnight (16 to 18 hours) or ensuring ad-libitum access to food

for at least 24 hours. For acute hormonal manipulation of hunger, ad-libitum fed

animals received either an i.p. injection of 2 mg/kg ghrelin or PBS 15 mins before

the start of behavioural testing on the operant feeding task. Behavioural events

corresponding to Lever out, Lever press, Cue light, Nosepoke and Food delivery

were signalled via TTL pulses. For analysis of the event-triggered averages, the

photometry signals were sampled at 50 Hz, filtered with a rolling mean filter (win-

dow size = 15) and baselined to the time period -1 to 0 s preceding the behavioural

event onset. For analysis of time-warped signals, the latency between Cue light

and Food delivery was first calculated. Only trials in which the latency was >0.01 s

was included for analysis. Photometry signals during the latency periods were then

resampled to a fixed number of samples (100 samples) using the function resample

from the scipy.signal module. Thus, photometry signals during the latency periods

of variable duration were resampled to produce a warped signal of fixed duration.

2.3.10 Pharmacogenetic manipulation using DREADDs

To selectively activate or inhibit neural populations at specific times, I used a type

of Designer Receptors Exclusively Activated by Designer Drugs (DREADDs), i.e.

the humanised muscarinic receptors. These receptors are modified G-protein cou-

pled receptors with a high binding affinity to the inert substance clozapine-N-oxide
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(CNO). The two main types of DREADDs, i.e. hM3Dq and hM4Di, are Gq-coupled

receptors that, respectively, lead to neuronal activation and inhibition.

These receptors were virally expressed in specific cell types using stereotaxic

viral gene delivery, as outlined above. To achieve conditional expression of hM3Dq

or hM4Di in specific vSNAc neurons, 150 nL of rAAV2-retro-Syn-Cre was injected

into NAc and, in the same surgery, 500 nL of either AAV8-hSyn-DIO-mCherry,

AAV8-hSyn-DIO-hM3Dq or AAV8-hSyn-DIO-hM4Di was injected into vS. After at

least 4 weeks of expression, animals were handled for at least 7 days, including 3

days of acclimation to the testing behavioural chambers and to food presentation.

Furthermore, animals were habituated to 3 days of i.p. injections with saline in the

behavioural boxes.

On test days, animals were either injected i.p. with control sterile PBS or CNO

(1 mg/kg; Hello Bio) 30 minutes before food presentation. These i.p. injections

were conducted in their home cage. Following i.p. injection, animals were placed in

the behavioural boxes and allowed at least 10 minutes of habituation to the boxes

and 5 minutes to an empty weighing boat prior to food presentation. A small pellet

of chow was presented to the animal in a plastic weighing boat for 10 minutes.

The amount of food consumed was weighed after food presentation. Analysis of

BSS behaviour was conducted offline using Ethovision XT, as outlined above under

’Feeding behaviour analysis’.

For pharmacogenetic food intake studies over the course of 24 hours, animals

were singly housed and fasted for 15 hours prior to the start of experiments (i.e.

remove chow at 6 pm on the first day, and reintroduce food at 9 am on the second

day). Thirty minutes before the start of food intake measurements (at 8.30 am),

animals received an i.p. injection of either 1 mg/kg CNO or PBS control. A pre-

weighed amount of chow was reintroduced into the food hopper at 9 am, and the

amount of chow consumed over 1, 2, 4, 8, 12 and 24 hours was serially measured.

The i.p. injection order of CNO or PBS was counterbalanced across animals. The

day of CNO injection was selected randomly for each animal, and PBS and CNO

injection days were spaced apart for a duration of at least 24 hours.
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2.4 Anatomical studies

The details of the methods outlined in this section have been published (Wee and

MacAskill, 2020).

2.4.1 Retrograde tracing

For CTXβ retrograde tracing, 150 nL of Alexa 555- or 647-tagged CTXβ was in-

jected into one of three output regions (PFC, NAc or LH). After at least 14 days

post-surgery, animals were sacrificed for histology. For rabies monosynaptic trac-

ing, experiments were done according to previously described protocols (Beier et

al., 2015). Adult male mice were injected with 100 nL of AAV2-retro-CAG-Cre or

AAV2-retro-synP-Cre into one of three output regions (PFC, NAc or LH), and in

the same surgery, 250 nL of AA2/1-synP-FLEX-split-TVA-EGFP-B19G was injected

into anterior or posterior vS. In a second surgery after at least 2 weeks, 300 – 400

nL of EnvA-RV∆G-H2B-mCherry was injected into vS. After 7 days of rabies ex-

pression, animals were sacrificed for histology.

2.4.2 Histology and imaging

Animals were deeply anaesthetised with a lethal dose of ketamine and xylazine

(100 mg/kg) and perfused transcardially with phosphate-buffered saline (pH = 7.2)

followed by 4% paraformaldehyde. Brains were dissected and post-fixed overnight

at 4ºC prior to sectioning. For CTXβ tracing analysis, 60-µm sections in the hori-

zontal plane were prepared using a vibratome (Campden Instruments). For brain-

wide rabies tracing analysis, 60-µm sections were prepared in the sagittal plane

with a supporting block of agar, and every second section was mounted and anal-

ysed. Sections were mounted on Superfrost Plus slides with ProLong Glass an-

tifade mounting medium (Molecular Probes) and imaged with a 5x objective using

a Zeiss Axioscan Z1 or 10x objective using a Zeiss SLM 800, using standard filter

sets for excitation/emission.

2.4.3 Whole-hippocampus cell quantification and analysis

For quantification of CTXβ-labelled hippocampal neurons, consecutive 60-µm coro-

nal sections spanning the hippocampus (approximately AP -4.3 mm to -1.0 mm)

were collected. Cell counting of retrogradely labelled neurons was conducted us-

ing custom written scripts in R based around the WholeBrain package (Fürth et
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al, 2018). Only sections containing labelled neurons in the hippocampus (∼ -4.3

mm to -2.8 mm) were analysed. Segmentation was performed using wavelet mul-

tiresolution decomposition on the WholeBrain platform in R, and the segmentation

parameters (pixel threshold, soma size, brain outline etc.) were adjusted slice by

slice to achieve accurate segmentation of neurons. For the registration of coronal

sections, five to six random brain sections were sampled and manually annotated

with approximate AP coordinates, and the remaining sections were assigned AP co-

ordinates based on interpolation. Registration was conducted in a semi-automated

fashion, where individual coronal sections were first automatically registered based

on the WholeBrain software and further refined by adding, subtracting and chang-

ing corresponding points to clear anatomical landmarks. For each injection in a

given experiment, the pair of projection-specific hippocampal populations were la-

belled with two fluorophores (Alexa Fluor 555 and Alexa Fluor 647). Segmentation

was conducted for each channel individually, while registration was conducted on

one image data from one channel and an identical registration was mapped onto

image data from the other channel. Cell count data were saved as .RData files,

imported into Python and analysed using Python 3.6. During the coronal cell count

analysis, the experimenter was blind to the assignments of fluorophore to projection

cell type.

For spatial distribution, correlation and logistic regression analyses, individual

sections were manually assigned AP coordinates by first estimating the posterior-

most AP coordinate by referencing the ABA, and then incrementing the next an-

terior coronal section at 60-µm steps until the last section in the coronal section

series. Only hippocampal cells in subiculum (‘SUB’) and CA1 residing in ventral

hippocampus (vH; DV -3.5 and -4.5 mm) were analysed. Cell distributions across

AP, ML and DV were determined by kernel density estimation using a Gaussian

kernel function and bandwidth estimated by Scott’s rule. Correlation analysis was

conducted to determine which brain axis covaries most with the projection type of

hippocampal neurons. For each injection pair per hemisphere, the covariation of

spatial position along each axis with projection type was computed using the point

biserial correlation using the scipy function scipy.stats.pointbiserialr. The absolute

value of the correlation coefficient indicates the degree of covariation, where |r| =
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1 indicates perfect correlation, and |r| = 0 indicates no correlation; the absolute

correlation coefficient was then compared across the different axes. To analyse

how the Pearson correlation coefficient changed as the positions of each cell was

rotated about the AP, ML and DV axes, the spatial positions of each cell in two axes

were rotated while holding the other axial position constant. The spatial position

matrix M was a 2× n matrix, where n was the total number of cells, each row cor-

responded to a brain axis, and each column contained the elements corresponding

to spatial position of one cell, i.e. M1,n and M2,n. This matrix was then rotated

using the following formula:

Mrot = QMori (2.8)

Q =

cos θ − sin θ

sin θ cos θ


where Mori is the original spatial position matrix, Mrot is the transformed ro-

tated matrix and Q is the rotation matrix with the degree of rotation specified by the

size of θ. Rotations were made from −90° to 90° in bins of 10°.

To identify which axis contributes most information to predict the projection

class of hippocampal neurons, I conducted logistic regression analysis using the

sklearn package in Python. For this analysis, the total vH cell counts from each

hemisphere were divided into 80% training dataset to train the multinomial logistic

regression model, and 20% test dataset to examine the performance of the model.

The train-test-split was crucial to assess how well the linear classifiers generalised

to unseen data, and thereby infer whether there was overfitting of the dataset in

the correlation analysis. The 10-fold cross-validated accuracy was calculated us-

ing the LogisticCV function, and the classifiers were assessed for how much their

performance degraded after removal of each brain axis (AP, ML or DV) as a pre-

dictor in the model. This reduction in accuracy after the removal of one predictor

(cv. ∆accuracy) indicates the unique information that spatial position along one

axis contributes to their performance. Note that 1 hemisphere out of 12 total hemi-

spheres from 6 animals was excluded from the dataset due to poor hippocampal

labelling.
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Finally, LDA was used to unbiasedly identify the plane which most optimally

separates the clusters of CTXβ-labelled, projection-specific hippocampal neurons

in the coronal plane. The between- and within-class variability were summarised in

scatter matrices SB and SW, respectively, where SB and SW are 3x3 matrices and

the number of rows or columns corresponds to each brain axis (AP, ML and DV).

The predictor variables for the LDA analysis were the registered spatial positions in

AP, ML and DV, and the target variable was the projection type (encoded labels of

NAc, PFC or LH). The entire dataset (n = 26,838 vH neurons counted from 10 ex-

periments; 6 animals) was split into an 80% training and 20% held-out test dataset.

The projection matrix used to transform the retrogradely labelled neurons to the

subspace that best maximises discriminability was solved by matrix factorisation

using singular value decomposition (SVD) based on the LinearDiscriminantAnaly-

sis function from the sklearn package:

S−1
W SBφ = φΛ (2.9)

where φ is the eigenvector (projection) matrix where the columns correspond

to the eigenvectors (linear discriminant orthonormal vectors), and Λ is the diagonal

eigenvalue matrix. The spatial positions of the held-out test dataset were then

transformed using the following formula:

X ′ = Xφ (2.10)

The transformed spatial positions were plotted as a function of the first and

second linear discriminants, and the distributions in the first and second linear dis-

criminants were determined by kernel density estimation.

2.4.4 Analysis of spatial positions of vS projections along the PD axis

For a subset of CTXβ injected brains (7 out of 13 brains), brain sections were pre-

pared in the horizontal plane to analyse the spatial positions of retrogradely labelled

vS projections to PFC, NAc and LH along the PD axis. Six to eight sections span-

ning vS (approximately DV -3.5 to -4.5 mm) were analysed per brain hemisphere.

Using ImageJ, horizontal sections of the hippocampus were digitally straightened

from the dentate gyrus to the end of subiculum using the Straighten function on
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ImageJ to approximate the PD axis. Labelled cells in each slice were manually

counted and registered to this axis using the ImageJ CellCounter plugin. Each reg-

istered cell was collapsed in the radial axis (y-coordinate), and only the proximal-

distal axis (x-coordinate) of each cell was used for spatial position analysis. The

CA1/subiculum border occurs approximately at 0.7 within this normalised proximal-

distal axis range and was anatomically defined as the disappearance of stratum

oriens and the fanning out of the pyramidal cell layer. The spatial positions were

analysed with custom Python routines.

2.4.5 Mapping and analysis of rabies-labelled inputs

Cell counting of rabies labelled inputs was conducted using WholeBrain (Fürth

et al., 2018), a recently developed automatic segmentation and registration work-

flow in R. After acquiring the imaged sections and exporting them as 16-bit depth

image files, images in the rabies mCherry channel were manually assigned a

bregma coordinate (ML -4.0 to 0.0 mm) and processed using WholeBrain (Fürth

et al., 2018) and custom cell counting routines written in R. The workflow comprised

of (1) segmentation of cells and brain section, (2) registration of the cells to the ABA

and (3) analysis of anatomically registered cells. As tissue section damage impairs

the automatic registration implemented on the WholeBrain platform, sections with

poor registration were manually registered to the atlas plate using corresponding

points to clear anatomical landmarks. Once all cells have been registered, the cell

counts were further manually filtered from the dataset to remove false-positive cells

(e.g. debris). Virtually all cells were detected in the injected hemisphere, apart

from a consistent set of contralateral CA3 inputs. Therefore, only the injected hemi-

sphere up to the midline was used for cell quantification analysis.

Each cell registered to a brain region was classified as belonging to an

anatomically defined region as defined by the ABA brain structure ontology. In-

formation on the ABA hierarchical ontology was scraped from the ABA API (link:

http://api.brain-map.org/api/v2/structure_graph_download/1.json) using

custom Python routines. The coarse-level (or parent) structures to which each cell

belonged were defined a priori and comprised the following: Hypothalamus, Iso-

cortex, Hippocampal formation, Thalamus, Cortical subplate, Pallidum, Striatum,

Midbrain, Pons and Medulla. All cells falling under these parent structures were

http://api.brain-map.org/api/v2/structure_graph_download/1.json
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analysed. The fine-level (or child) structures represent all brain regions existing as

subcategories of the corresponding coarse-level structure, e.g. nucleus reuniens

and paraventricular thalamus are fine-level (child) structures relative to Thalamus

(parent). For quantification of input fractions, cells residing in different layers within

the same structure, e.g. CA1 stratum oriens and stratum lacunosum-moleculare,

or subdivisions of nuclei, e.g. basomedial amygdala, posterior division (BMAp) and

anterior division (BMAa), were agglomerated across layers and subdivisions and

counted as residing in one single region (BMA).

2.4.6 Starter cell centre of mass (COM) quantification

To determine the starter cell COM, every 2nd sagittal section from both the rabies

mCherry+ and TVA-G GFP+ channels that spanned the extent of the TVA-G GFP+

expression in vS was obtained and analysed. Images were collected in order from

lateral to medial. Colocalised cells representing starter cells were manually reg-

istered onto digital plates from the Paxinos atlas using the ImageJ ROI Manager

function. The mean x-, y- and z- coordinates (corresponding to the AP, DV and ML

dimensions, respectively) represented the geometric COM along each axis. As the

TVA-G construct expressed TVA and G bicistronically (i.e. the exon for TVA and G

are linked by a self-cleaving 2A peptide), all cells were assumed to express TVA

and G in a 1:1 stoichiometry and unlikely to express one gene without the other.

Therefore, all colocalised cells were treated as starter cells.

2.4.7 Analysis of COM vs. projection dependence of inputs

To compare input fractions in the same brain (Figure 6.11), the input fractions were

normalised to the total number of extrahippocampal inputs (defined as inputs from

outside the hippocampal formation). The dataset containing cell counts from n =

20 brains were analysed according to projection or COM. Only fine-level structures

exceeding 1% of extrahippocampal input were assessed (15 brain regions). For

spatial-dependence visualisation, the input density for each brain region as a func-

tion of COM was visualised by first sorting the input fractions of each brain by the

COM in the posterior to anterior direction. The array of input fractions was then

interpolated to produce 500 data points, smoothed with a Savitzky-Golay filter (win-

dow size = 51 points, order = 3), and normalised by dividing each data point by the

total area under the curve.
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Multiple linear regression modelling was performed to compare the relative in-

fluence of COM and projection identity on the amount of rabies labelled inputs in

a brain region of interest. For each brain region, a multiple regression model –

in which the predictor variables were the COM and projection identity – was con-

structed using the ols function from the statsmodel package in Python. The overall

statistical significance of full models (containing COM and projection as predictors)

were assessed by ANOVA and computing the F-statistic values per brain region. All

p values generated from multiple comparisons were corrected using the Benjamini-

Hochberg method (false-discovery rate < 0.05). The models with adjusted p-values

< 0.05 were further analysed for statistically significant coefficients using the Wald

test and followed up with post-hoc pairwise Tukey multiple comparisons between

vS projection populations. To further assess the importance of each predictor to

the model, the likelihood ratio (LR) test was used to compare the full model to a

reduced model containing only one predictor – either COM or projection. The re-

duced models containing either COM or projection identity as a predictor were built

using the same ols function. The LR test was computed using the following formula

from the statsmodel package function compare lr test:

D = −2 log
Lrestricted

Lfull
(2.11)

where L is the likelihood of the model, and D is a test statistic that follows a

χ2 distribution with degrees of freedom (df) equal to the difference in the number of

predictors between the full and reduced restricted (reduced) model. The p-values

generated from multiple LR tests were corrected using the Benjamini-Hochberg

method (FDR < 0.05). As a complementary analysis, the projection-dependence

of extrahippocampal inputs from Figure 6.11A was further analysed using multiple

one-way ANOVAs, while the spatial-dependence of these inputs from 6.11B was

assessed using multiple Spearman rank correlation tests of input fractions against

starter cell COM. This analysis revealed similar patterns of biased connectivity

to the multiple linear regression analysis, where MPO and PA were detected as

projection-dependent inputs, but RE was detected as only COM-dependent.

To assess the relative goodness-of-fit of non-nested COM models or projection

models, I performed linear regression models with only one predictor by using the
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ols function from the Python package statsmodels. Linear models were built for

each brain region, where the target variable was the input fraction observed in that

brain region normalised to the total number of inputs, and the predictor variable

was either the COM or projection. For each of 35 brain regions in total, there were

20 observations (n = 20 brains). The models were fitted, and goodness-of-fit was

measured using the BIC. To compare model fits, the corresponding BIC values

computed from COM and projection models were subtracted to obtain ∆BIC.

2.4.8 ABA Mouse Brain Connectivity analysis of axonal projections

To validate the spatial targeting of rabies-labelled inputs as predicted by the multi-

ple linear regression analysis, axonal input density arising from the input ‘hits’ (i.e.

MPO, RE and PA) was analysed. For MPO, PVT and RE, three experiments were

analysed. For PA, the only two experiments available were analysed. All images

were downloaded from the ABA API using the Python package Allen SDK (2015).

The following experiments were used:

Input Experiment ID Transgenic line Image sections used for analysis

MPO 158738180 C57BL/6 158738374, 158738370, 158738366,
158738362, 158738358, 158738354

119846838 C57BL/6 119847348, 119847344, 119847340,
119847336, 119847332, 119847328

182459635 Gal-Cre KI87 182460001, 182459997, 182459993,
182459989, 182459985, 182459981

RE 204832205 Adcyap1-2A-Cre 204832574, 204832570, 204832566,
204832562, 204832558, 204832554

175374982 C57BL/6 175375180, 175375176, 175375172,
175375168, 175375164, 175375160

174957972 C57BL/6 174958286, 174958282, 174958278,
174958274, 174958270, 174958266

PA 304721447 Rbp4-Cre KL100 304721806, 304721802, 304721798,
304721794, 304721790, 304721786

545415593 Npr3-IRES2-Cre 545415944, 545415940, 545415936,
545415932, 545415928, 545415924

PVT 278510903 Ppp1r17-Cre NL146 278511259, 278511255, 278511251,
278511247, 278511242, 278511238

183225830 Grm2-Cre MR90 183226060, 183226056, 183226052,
183226048, 183226044, 183226040

301209502 Efr3a-Cre NO108 301209844, 301209840, 301209836,
301209832, 301209828, 301209824

Table 2.3: ABA dataset used for TRIO validation.

For each experiment, six consecutive coronal images (spanning approximately

-3.7 to -3.1 mm AP relative to bregma) of vH were downloaded and analysed using
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ImageJ. Only one hemisphere per brain was analysed. The brightness and con-

trast values were fixed for all sections obtained from a single experiment to allow

comparison of the relative fluorescence of axonal projections across slices. Im-

ages were downloaded with a downsample factor of 8, ROIs were manually drawn

around the vS (defined as the region below the rhinal sulcus, between the alveus

and the boundary of the CA1 stratum lacunosum moleculare and adjacent den-

tate gyrus or CA3 stratum radiatum border), and the mean pixel intensity within

the ROIs were measured. The pixel intensity values were normalised to that from

the posterior-most section, and the relative fluorescence intensities were compared

across the AP axis.

2.5 Whole-cell electrophysiology

2.5.1 Slice preparation

Acute, transverse hippocampal slices were used for all electrophysiological record-

ings. For retrograde labelling of projection-specific vS neurons, fluorescent

retrobeads (Lumafluor, Inc.) were stereotaxically injected into the target site (200

nl per injection site). Two weeks later, mice were deeply anaesthetised with a lethal

dose of ketamine and xylazine (100 mg/kg), and perfused transcardially with ice-

cold sucrose solution. Following perfusion, mice were decapitated, and their brains

were rapidly dissected. The dissected brains were then placed in ice-cold sucrose

solution and hemisected. The cerebellum was removed, and transverse slices

were prepared using a vibratome (VT1200S, Leica), with a 10° angle along the

ventromedial plane to obtain sections that were orthogonal to the long-axis of the

hippocampus. The thickness of hippocampal sections was 300 µm. Slices were

transferred to a bath containing artificial cerebrospinal fluid (aCSF) and recovered

first for 30 mins at 37°C, and subsequently for 30 mins at room temperature. All

recordings were performed at room temperature (22 – 24°C). All chemicals were

from Sigma or Tocris. The compositions of the slicing solution and aCSF were the

following (in mM) unless otherwise stated:

Whole-cell recordings were performed on retrogradely labelled hippocampal

pyramidal neurons with retrobeads visualised by their fluorescent cell bodies and

targeted with Dodt contrast microscopy. For sequential paired recordings, neigh-
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Reagent Sucrose aCSF

NaCl 10 125
Sucrose 190 0
Glucose 25 22.5
NaHCO3 25 25
NaH2PO4 1.2 1.25

KCl 2.5 2.5
Na+ ascorbate 1 1
Na+ pyruvate 2 3

MgCl2 7 1
CaCl2 0.5 2

Table 2.4: Slicing and aCSF composition. All values are indicated in mM (unless otherwise
stated).

bouring neurons were identified using a 40x objective at the same depth into the

slice. The recording order of neuron pairs was alternated to avoid complications

due to rundown. Borosilicate recording pipettes (3 – 5 M) were filled with one of

three types of internal solutions depending on the experiment (see below). The

compositions of the internal solutions were the following:

Reagent Cs-gluconate K-gluconate CsCl

Gluconate or Cl- 135
Cs-gluconate

125
gluconate

135
CsCl

HEPES 10 0 10
KCl 7 0 0

EGTA 10 22.5 10
Na-phosphocreatine 10 25 10

MgATP 4 1.25 4

Na2GTP 0.3 2.5 0.4
TEA 10 1 10

QX-314 2 3 2
pH 7.2 7.2 7.2 (using CsOH)

Osmolarity (mOsm) 290-300 290-300 290-300

Table 2.5: Composition of internal solutions for patch clamp recordings. All values are
indicated in mM (unless otherwise stated).

2.5.2 Channelrhodopsin2-assisted circuit-mapping experiments

CRACM of projection-defined vS neurons was done according to previously de-

scribed protocols (MacAskill et al., 2014). 7- to 9-week old animals were injected

with 250 nL of red (1:10 dilution in sterile saline) or green (undiluted) retrobeads in



2.5. Whole-cell electrophysiology 76

a counterbalanced order into two of three output regions (PFC, NAc or LH). In the

same surgery, 250 nL of AAV1-synP-ChR2-YFP was injected into RE bilaterally.

After at least 14 days of ChR2 expression, animals were sacrificed for electrophys-

iological recording.

Presynaptic release was elicited by illuminating ChR2 expressed in the presy-

naptic terminals of long-range inputs into the slice, as previously described

(MacAskill et al., 2014). Wide-field illumination was achieved through a 40x ob-

jective with brief 10 ms pulses of blue light over the recorded neuron from an LED

centred at 473 nm (CoolLED pE-4000, with corresponding excitation-emission fil-

ters). Light intensity was measured as 4 – 7 mW at the back aperture of the objec-

tive and was constant between all recorded cell pairs. When recording a cell pair,

the LED power was adjusted until responses were 200 pA in a connected neuron

or set to maximum in an unconnected neuron, and fixed at the same level when

recording light-evoked responses in the other cell. In all experiments, the aCSF

contained 1 µM TTX and 100 µM 4-AP to isolate monosynaptic connectivity and in-

crease presynaptic depolarisation, respectively. Recordings were conducted using

a Multiclamp 700B amplifier (Axon Instruments), and signals were low-pass filtered

using a Bessel filter at 1 kHz and sampled at 10 kHz. Data were acquired using

National Instruments boards and WinWCP (University of Strathclyde) and analysed

using custom routines written in Python 3.6.

For synaptic connectivity analysis, six recording sweeps were obtained for

each optical pulse duration. The signals were preprocessed by baselining the sig-

nals to the first 100 ms, low-pass filtering using a Bessel filter (cutoff = 2 Hz, order =

2), averaging across the six recording sweeps for each optical pulse duration, and

decimating the averaged signal to 1 kHz. The peak amplitude response of light-

evoked EPSCs was measured as averages over a 2-ms time window around the

peak compared to a 2-ms baseline period preceding the optical pulse. Only paired

data in which at least one cell received > 5 pA were included for analysis.

2.5.3 Miniature postsynaptic current recordings

Recording of miniature inhibitory postsynaptic currents (mIPSCs) was conducted

under voltage clamp with a ’high Cl-’, Cs-based internal solution. The high concen-

tration of Cl- in the internal solution increases the intracellular concentration of Cl-,
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thereby increasing the driving force for movement of chloride from the intracellular

to extracellular space. This concentration gradient shifts the reversal potential of Cl-

to ∼0 mV. Therefore, mIPSCs mediated by Cl- were recorded as inward currents

when the cell was voltage clamped at -70 mV. To record mIPSCs, the aCSF bath

solution contained APV (10 µM), NBQX (10 µM) and TTX (1 µM) to block synaptic

excitation and spontaneous IPSCs. In a subset of experiments, miniature excitatory

postsynaptic currents (mEPSCs) were recorded using a Cs-gluconate-based inter-

nal solution, and an external aCSF solution containing gabazine (10 µM) and TTX

(1 µM). Recordings were filtered at 1 kHz and sampled at 10 kHz prior to storing to

disk.

For analysis of mIPSCs, event detection was conducted using template match-

ing by cross-correlation (Clements and Bekkers, 1997; Jonas et al., 1993). The raw

trace was first high-pass filtered using a Bessel filter (cutoff = 1 kHz, order = 2).

Next, a prototypical mIPSC event was obtained by first manually selecting five mIP-

SCs of differing amplitudes and kinetics from different experiments, and averaging

the traces (Figure 2.5A). This averaged trace was then fitted with a function to

obtain the final template waveform (Figure 2.5B), using the biexponential alpha

function:

y = a(1− e
−t
b )e

−t
c (2.12)

where a, b and c are constants determined by minimising the mean-squared

error using the function optimize.leastsq from the scipy package. Then, a cross-

correlation of the template was conducted by flipping the template along the time

axis and conducting a convolution in the frequency domain after fast Fourier trans-

form (FFT) of the flipped template waveform and the recorded signal (Figure 2.5C).

The resulting signal reflects the correlation between the template waveform and the

recorded signal, where peaks in the correlation indicate a high probability of synap-

tic events. The same template waveform was used for all recordings. The threshold

for detection was set as 2×standard deviation of the cross-correlation signal above

the mean. The response kinetics and amplitude of each mIPSC event was calcu-

lated after fitting a biexponential function to the detected event (Figure 2.5D):
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Figure 2.5: Steps for detecting and analysing mIPSC. (A) Five manually chosen mIPSC
events from two different experiments (one ghrelin and one control injected animal) were
used to obtain an average template waveform. Scale: 20 ms (x-axis), 10 pA (y-axis). (B)
The average waveform was then fitted with a biexponential alpha function to obtain the
final template waveform. Scale: 20 ms (x-axis), 5 pA (y-axis). (C) The template waveform
was then used to find all events within a recorded signal, using cross-correlation by FFT-
based convolution. Upper trace is the normalised cross-correlation between the template
waveform with the recorded signal. Lower trace is the recorded signal. The dashed line is
the 2×standard deviation of the cross-correlation signal above the mean, which was set as
the threshold for detection. Asterisks (above) and circles (below) indicate detected events.
(D) The kinetics and amplitude of each detected mIPSC event was analysed after fitting a
biexponential alpha function with fast and slow decay components.

y = (1− e
−t
τrise )(A1e

−t
τfast +A2e

−t
τslow ) (2.13)

where τrise is the rise time of the event, τslow and τfast are the decay constants
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for the slow and fast components of the biexponential waveform respectively, and

A1 and A2 are scaling constants. The parameters were estimated again by min-

imising the mean-squared error using the function optimize.leastsq. The amplitude

was calculated by taking the minimum value of the fitted mIPSC. This value was

subtracted from a 4-ms baseline amplitude preceding the event. mIPSC frequency

was calculated by dividing the total number of events by the length of the record-

ing from first to last detected mIPSC event. This method of analysis is robust to

recording noise across experiments.

2.5.4 Electrical stimulation of Schaffer collaterals

Whole-cell current clamp recordings of retrogradely labelled vSNAc and vSLH pro-

jection neurons in CA1 and subiculum were conducted. The holding current was

adjusted to maintain cells at -70 mV. While recording neurons in current clamp

mode, a tungsten electrode stimular placed in stratum radiatum to stimulate vol-

leys of synaptic input along the Schaffer collaterals. The current amplitude was

adjusted such that postsynaptic potentials (PSPs) ranged from 3 to 5 mV. After a

baseline recording period of 5 minutes, ghrelin (100 nM) or vehicle was washed

onto the slices and recorded for 30 minutes. Slices were monitored for changes

in input resistance with a current step, and input resistances that changed >20%

were excluded from the analysis.

2.6 Quantification and statistical analyses

All statistics were calculated using the Python packages scipy, pingouin and

statsmodels, as well as R. Summary data are reported throughout the text and

figures as mean ± sem unless otherwise stated. For the majority of analyses pre-

sented in this thesis, normality of data distributions was determined by visual in-

spection of the data points. For linear model analysis of rabies labelled inputs in the

TRIO experiments (Figure 6.11), the normality of the dataset was assessed with the

Jarque-Bara test and equal variance with the Levene’s test. The input fractions for

multiple regions showed non-normality and heteroscedasticity in the input fractions

across projection populations. Therefore, all analysis for Figure 6.11 were con-

ducted after log-transformation of input fractions. Distributions of the data became

more Gaussian-like after log-transformation, as assessed again by the Jarque-Bara
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test and Levene’s test. All data were analysed using statistical tests described in

the figure legends. Correction for multiple comparisons was conducted using the

Benjamini-Hochberg method, unless otherwise stated. The alpha level was defined

as 0.05. No power analysis was run to determine sample size a priori. The sample

sizes chosen are similar to those used in previous publications. Throughout the

figures and text, the * symbol represents p < 0.05, unless otherwise stated, and

n.s. stands for not significant.



Chapter 3

The influence of hunger state on

feeding behaviour

Hunger is an internal state that not only invigorates behaviour towards feed-

ing, but also acts as a contextual cue for the higher-order control of feed-

ing behaviour. How hunger – and more specifically, the hunger hormone

ghrelin – influences the dynamics of feeding behaviour remains poorly char-

acterised. In this chapter, I quantify in detail the influence of physiologi-

cal (through overnight fasting) and artificial (through exogenous injections of

ghrelin) hunger on the dynamics of feeding behaviour. I found that hunger

through physiological and artifical manipulations are behaviourally similar,

allowing ghrelin to act as a proxy for physiological hunger in mice.

3.1 Introduction

Foraging in nature requires an animal to adaptively integrate external cues with

the internal metabolic state. Furthermore, adaptive feeding behaviour requires

an animal to predict future changes in caloric levels and therefore implement

‘higher-order’ feedforward processes to regulate feeding behaviour (Sterling, 2012).

Viewed in this way, feeding is a decision-making process that requires the integra-

tion of external environmental cues with the internal state to initiate feeding be-

haviour under appropriate conditions (Saper et al., 2002; Davidson et al., 2014;

Compan et al., 2015). Dysfunction of these higher-order processes is thought to

underlie the maladaptive feeding behaviour observed in anorexia nervosa and de-

pression.
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Hunger is signalled by circulating hormones that report the level of satiety and

food deprivation levels, such as leptin, cholecystokinin and ghrelin. Specifically,

ghrelin is capable of driving feeding when acutely injected into rodents and humans

(Tschöp et al., 2000; Wren et al., 2001). Levels of circulating ghrelin also closely

follow the duration of fasting (Cummings et al., 2004; Natalucci et al., 2005), and

infusion of ghrelin activates multiple brains regions in a pattern similar to overnight

fasting. Despite these results, most studies to date have focused on the influence

of ghrelin by measuring the amount of food consumed and changes in metabolic

parameters. By contrast, naturalistic feeding behaviour is comprised of a sequence

of feeding and non-feeding behaviours (Halford et al., 1998). It remains unclear

how ghrelin influences this structure of feeding behaviour.

Therefore, in this chapter, I sought to address how hunger – both through phys-

iological (overnight fasting) and artificial (exogenous administration of ghrelin) – in-

fluences the structure of feeding behaviour. Furthermore, I wanted to compare the

behavioural patterns produced by overnight fasting and acute ghrelin administra-

tion to observe whether ghrelin could function as a behavioural proxy for overnight

fasting.

3.2 Results

3.2.1 Feeding ethogram patterns depend on the hunger state

Under naturalistic settings, feeding behaviour is highly complex and is built from

simpler, stereotyped behaviours. These simpler behaviours can be divided into

feeding-specific behaviours, such as exploratory sniffing and investigation of food

(‘Approach’) and eating (‘Eat’), as well as non-feeding-specific behaviours (i.e.

‘Rear’, ‘Groom’ and ‘Rest’). These behaviours are easily observable and repro-

ducible, and together are collectively referred to as the behavioural satiety se-

quence (BSS, Figure 3.1A–B; Halford et al., 1998). The balance between spending

preferentially more time engaging in feeding-specific, as opposed to non-feeding-

specific, behaviours is critically dependent on the hunger state. Therefore, I first

sought to characterise how feeding behaviour, as a composite of these five simpler

behaviours, changes under different states of hunger.

First, I presented a piece of chow pellet to freely behaving mice with ad-libitum
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Behavioural satiety sequence

0 100 200 300 400 500 600
Time (s)

A
Chow presentation in 

behavioural box

Approach Eat Rear Groom Rest

B

Figure 3.1: Structure of the behavioural satiety sequence (BSS). (A) Presentation of chow
to a freely behaving mouse for 10 mins in a behavioural testing box. Video recordings of an
animal’s expression of BSS behaviours were obtained by overhead PS4 cameras. (B) Top:
Assortment of five behaviours comprising the Behavioural Satiety Sequence (BSS). Color
codes are the following: blue, Approach; yellow, Eat; green, Rear; red, Groom; purple,
Rest. Example images of each behaviour are provided, where Approach and Eat repre-
sent food-specific behaviours, while Rear, Groom and Rest are non-food-specific. Bottom:
Annotation of behaviour across the 10-minute presentation of food produced ethograms of
BSS behavioural expression across time. Raster plot illustrates the ethogram of an example
mouse following presentation of a piece of chow pellet.

access to food (Fed state) or after fasting overnight for 16 to 18 hours (Fasted state),

and observed their behavioural patterns. These experiments were conducted dur-

ing the middle of the light period (2 pm to 7 pm) of the circadian cycle. Analysis of

this experiment produced feeding ethograms for these mice that changed according

to the hunger state (Figure 3.1B). In the Fed state, animals consumed only small

amounts of chow; overall consumption increased reliably after an overnight fast

(amount of chow consumed in grams, fed = 0.04 ± 0.01; fasted = 0.34 ± 0.02, two-

tailed unpaired t-test, t = 15.05, p = 1.1 × 10-8, n = 12 mice; Figure 3.2A). Notably,

sated mice spent more time approaching and investigating the food (Approach), as

well as longer times in general exploratory activity (Rear) and maintenance activ-

ity (Groom; Figure 3.2B). With fasting, mice readjusted their strategy and spent

less time approaching food, rearing and grooming, and devoted most time to eating

(Figure 3.2C). Overall, this manifested as an increased proportion of time spent en-

gaging in feeding-specific behaviours, and less in non-feeding specific behaviours,

in the Fasted compared to the Fed state (Figure 3.2C). Thus, physiological hunger

shifts the balance from non-feeding-specific to feeding-specific behaviours.
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Figure 3.2: Behavioural satiety sequence expression in the ad-libitum fed state or after an
overnight fast. (A) Top: procedure of overnight fasting. Bottom: Amount of chow consumed
between fed and fasted states within 10 mins of chow presentation. (B) Durations of each
BSS behavioural component within a 10-minute session following presentation of chow
between Fed and Fasted conditions (duration of engagement of BSS behaviour in seconds:
Approach, Fed = 60.7 ± 5.5, Fasted = 13.1 ± 2.7; Eat, Fed = 16.2 ± 8.4, Fasted = 350.6 ±
28.3; Rear, Fed = 37.4 ± 3.8, Fasted = 6.4 ± 2.0; Groom, Fed = 37.5 ± 9.7, Fasted = 12.3
± 3.2; Rest, Fed = 22.9 ± 7.9, Fasted = 21.6 ± 8.0; n = 12 animals). (C) Proportion of time
spent between engagement in feeding-specific BSS (Approach and Eat) and non-feeding-
specific behaviours (Rear, Groom and Rest) as a function of hunger state. *p < 0.05
corrected for multiple comparisons using the Benjamini-Hochberg method. Data represent
mean ± sem.

The prototypical circulating factor that signals food deprivation and hunger in

rodents and humans is ghrelin (Tschöp et al., 2000; Wren et al., 2001; Müller et al.,

2015). Injections of ghrelin in animals robustly stimulates food intake, activates

brain areas similar to physiological fasting (Goldstone et al., 2014), and increases

the motivation to eat (Tschöp et al., 2000; Wren et al., 2001). However, it re-

mains unclear how ghrelin affects the behavioural satiety sequence (BSS), and

whether exogenous ghrelin accurately recapitulates physiological fasting. To deter-

mine whether exogenous ghrelin (via i.p. injection) produces a similar behavioural

strategy to fasting, I delivered 2 mg/kg of ghrelin or vehicle control (phosphate-

buffered saline, PBS) to sated, ad-libitum fed animals and waited 20 to 30 min-

utes before presenting them with a pellet of chow. I then recorded and analysed

their feeding behaviour within 10 minutes of food presentation (Figure 3.3A). Like

fasting, ghrelin elevated chow consumption compared to PBS-injected mice (chow

consumption within 10 mins in grams, PBS = 0.03 ± 0.01; Ghrelin = 0.22 ± 0.02,
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Figure 3.3: Behavioural satiety sequence expression after acute administration of ghrelin.
(A) Top: procedure of artificially-induced hunger via intraperitoneal (i.p.) injection with ghre-
lin. Animals were given i.p. injections of with either 2 mg/kg of ghrelin or vehicle control
(PBS), allowed to recover for 20 to 30 minutes, and presented with a pellet of chow. In-
jection order was counterbalanced across behavioural sessions. Bottom: Amount of chow
consumed following i.p. injections of PBS and ghrelin. (B) Durations of each BSS be-
havioural component within a 10-minute session following presentation of chow following
i.p. injections of either PBS of 2 mg/kg ghrelin (duration of engagement of BSS behaviour
in seconds: Approach, PBS = 41.5 ± 4.6, Ghrelin = 26.4 ± 2.7; Eat, PBS = 14.9 ± 3.7,
Ghrelin = 213.3 ± 20.2; Rear, PBS = 8.1 ± 1.8, Ghrelin = 4.9 ± 1.3; Groom, PBS = 107.7
± 20.7, Ghrelin = 35.1 ± 8.3; Rest, PBS = 164.1 ± 30.8, Ghrelin = 84.2 ± 16.0; n = 22
animals). (C) Proportion of time spent between engagement in feeding-specific BSS (Ap-
proach and Eat) and non-feeding-specific behaviours (Rear, Groom and Rest) following
administration of 2 mg/kg of ghrelin. *p < 0.05 corrected for multiple comparisons using the
Benjamini-Hochberg method. Data reported as mean ± sem.

two-tailed unpaired t-test, t = 9.85, p = 2.5 × 10-9, n = 22 animals; Figure 3.3A).

Sated, PBS-treated mice spent more time approaching food and engaging in non-

feeding specific behaviours such as grooming and resting (Figure 3.3B), consistent

with a Fed state-like behavioural pattern. By contrast, artificially inducing hunger

by ghrelin injection made mice spend less time engaging in Approach, Groom and

Rest behaviours, and, like the Fasted state, these mice devoted most time in Eating

behaviour (Figure 3.3A–C). Taken together, both physiological (through overnight

fasting) and non-physiological hunger (through i.p. ghrelin injections) shift the bal-

ance of behaviours from non-feeding-specific to feeding-specific behaviours.
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3.2.2 Feeding behavioural sequences are dynamic and depend on the

hunger state

However, the above measurements are whole-session quantifications and do not

capture an animal’s choice to engage in one BSS behaviour to the next. This infor-

mation about behavioural sequence represented an additional source of informa-

tion regarding an animal’s feeding strategy (Burnett et al., 2019). To analyse this

sequential information in more detail, I analysed the annotated behavioural patterns

for each mouse as a behavioural sequence that defined the animal’s feeding strat-

egy when presented with chow across different states of hunger. Specifically, the

sequence of scored behaviours were analysed as a discrete-time Markov chain, a

vector of behavioural states that change as a function of time (Burnett et al., 2019).

In this analysis, the set of states that defined the Markov chain were the five BSS

behaviours, yielding a total of 25 pairs of possible combinations of behavioural tran-

sitions. Like similar analyses of innate behaviour that have been reported (Carola

et al., 2011; Burnett et al., 2019), this analysis assumed that the feeding behavioural

sequence exhibited the Markov property (i.e. a ’memory-less’ process in which the

future BSS behaviour that an animal will transition to depends only on the current

BSS behaviour and not on previous behaviours; see Discussion). For any given be-

havioural Markov chain, a transition matrix Pij fully defines an animal’s probability

of transitioning from behaviour i to behaviour j, i.e. its overall behavioural strategy.

Thus, I computed the transition matrices for each animal in each hunger state, and

compared these matrices across different states of hunger.

This analysis revealed that marked differences in transition probabilities across

hunger occurred in the feeding-specific transitions (transitions between Approach

and Eat; Figure 3.4A–C). In the Fasted state, animals displayed increased

Approach-Eat and Eat-Eat transitions compared to the Fed state, indicating that

animals were more likely to transition to consuming chow when investigating food

and continue to revisit the Eating state. Fasted animals were also less likely to

engage in Approach-Approach transitions, indicating that once they engage in Ap-

proach, they were more likely to transition towards other behaviours, most notably

Eat behaviour. There were also reductions in transition probabilities in non-feeding-

specific behaviours, such as reduced Rear-Rear and Rear-Groom transitions, pos-
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sibly to reduce general exploratory behaviour in the service of increasing Eat be-

haviour. Thus, animals in the Fasted state prioritise eating by biasing transitions

towards Eating, and remaining in the Eat state, at the expense of Approach and

non-feeding specific behaviours.
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Figure 3.4: Markov chain analysis of BSS behavioural transitions across different states
of hunger. (A) Transition matrices for Fed and Fasted animals. Each row represents the
current BSS behaviour, and each column represents the next upcoming BSS behaviour.
(B) Graph diagrams of the transition matrices from (A), where each node represents a BSS
behaviour and each arrow (edge) represents the transition to another node. The width
of the edges are weighted by the transition probability such that thicker edges represent
a higher transition probability, and vice versa. Note that transition probabilities < 0.05
have been omitted as edges. (C) Matrix of transition probabilities and their modulation
by overnight fasting. The bar plots for each row share the same y-scale, and each pair
of bar plots represent the transition probability from behaviour i to behaviour j, where i
is the current BSS behaviour (row) and j is the next BSS behaviour (column). Pink box
highlights the feeding-specific behavioural transitions. (D) Transition matrices for PBS and
ghrelin-injected animals. (E) Graphs of transition matrices from (D). (F) Matrix of transition
probabilities and their modulation by ghrelin. All data represented as mean ± sem. *p
< 0.05 (two-tailed paired t-tests, corrected for multiple comparisons with the Benjamini-
Hochberg method).

Ghrelin injections in sated mice produced a qualitatively similar behavioural
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pattern to the Fasted condition. Firstly, animals displayed a reduced probability

of Approach-Approach transitions and increased probability of Approach-Eat and

Eat-Eat transitions compared to PBS-injected animals (Figure 3.4D–F). These pat-

terns, like the Fasted state, indicates that animals were unlikely to continue ap-

proaching food, and were more likely to transition to eating, and remain eating,

the pellet of chow. Furthemore, similar to the Fasted state, there were generalised

reductions in transitions towards non-feeding specific behaviours, such as reduced

Approach-Rear and Approach-Rest transitions. Thus, the effect of exogenous ghre-

lin on the animal’s strategy was qualitatively similar to the Fasted state by prioritising

changes in transitions towards feeding-specific behaviours.

3.2.3 Experimental manipulations of hunger produce two states: the

hungry and sated states

Next, I sought to quantify and make inferences about the similarity of the be-

havioural patterns (i.e. the transition matrices) between different states of hunger.

For this analysis, I used each 5×5 transition matrix as a 25-dimensional vector,

and computed the similarity of these behavioural vectors using the cosine distance.

Briefly, the cosine distance measures the angle between two vectors, producing an

absolute scalar value ranging from 0 to 1, where values close to 0 indicate high

similarity of two vectors, and values close to 1 indicate low similarity. This analysis

was carried out for each animal’s behavioural transition matrix in each hunger state

(i.e. Fed, Fasted, PBS, Ghrelin; Figure 3.5A). Specifically, an animal’s ’sated’ state

(Fed and PBS) was taken as the baseline condition, and the ’hungry’ state (Fasted

and Ghrelin) as the experimental condition; these two vectors for each animal were

then compared to produce a cosine distance metric (i.e. a Within-subject measure-

ment). Furthermore, to compare the similarity of the baseline conditions across

the entire cohort, an animal’s sated behavioural vector was compared to the mean

sated behavioural vector of all other animals in the cohort (i.e. Subject-vs-mean,

same baseline state). In this way, this analysis produced a within-subject com-

parisons of the similarities and differences of BSS behavioural sequences across

different states of hunger.

Using this analysis for the Fed and Fasted conditions, I observed that the Fed

and Fasted states produced highly dissimilar behavioural vectors, thus producing
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Figure 3.5: Comparisons of transition matrices across hunger states using the cosine dis-
tance analysis. (A) Each 5×5 transition matrix for each animal in each hunger state was
ravelled to produce a vector of 25 features, with each feature being a transition probabil-
ity. Three cosine distance values were computed for a single animal. Top: within-subject
comparison, where an animal’s vector in the sated state (e.g. Fed) was compared to its
corresponding vector in the hungry state (e.g. Fasted) by calculating the angle between
the two vectors. Middle: subject-vs-mean comparison (same state), where the transition
matrix of one animal in the sated state was compared to the average transition vector of
all animals in the cohort (excluding the animal being compared) in the same sated state.
The subject-vs-mean comparison would be low as the two vectors being compared arose
from the same state. Bottom: subject-vs-mean comparison (different state) which acts as
a control measure of comparing individual vs. mean effect. This subject-vs-mean angle
compares one animal in the sated state to the mean of whole cohort in the hungry state,
which would produce a large cosine distance similar to the within-subject comparison. (B)
Cosine distance analysis for the Fed and Fasted conditions. (C) Cosine distance analysis
for the PBS and Ghrelin conditions. (D) Across-animal comparisons of the Fed, Fasted,
PBS and Ghrelin conditions. Boxplots show median and the whiskers represent 1.5 times
the interquartile range. *p < 0.05, pairwise t-tests after correction for multiple comparisons
with the Benjamini-Hochberg method. Data represented as median ± 1.5 times the IQR.

a high cosine distance. In other words, the Fed and Fasted vectors had a large

angle. As control measurements, the individual subject-vs-mean comparison was

used, where the Fed vector of one animal was compared to the mean Fed vector of

all other animals (Fed-µFed). When comparing the Fed-Fasted vectors to the Fed-

µFed vectors (Figure 3.5B), the Fed-µFed vectors were more similar and thus had a

lower cosine distance compared to the Fed-Fasted vectors. This indicates that the

behavioural vectors produced by the Fed and Fasted states were more dissimilar

than when then Fed state was compared to itself (Figure 3.5B). This is consistent

with the shift from non-feeding towards feeding behaviours by overnight fasting.

Next, I compared the Fed vector of one animal to the mean Fasted vector of
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all other animals in the cohort (Fed-µFasted). This measurement acts as a control

to the subject-vs-mean vector comparison. I found that the Fed-µFasted angle was

larger compared to the Fed-µFed angle, indicating that the Fed state behavioural

strategy of a given animal was more dissimilar to the mean Fasted vector (repeated-

measures one-way ANOVA, F2,14 = 20.3, p = 7.4 × 10-5, n = 12 mice, Figure

3.5B). Notably, the Fed-Fasted and Fed-µFasted angles were similar, indicating that

the dissimilarity between Fed and Fasted states was consistent within- and across-

animals.

A similar analysis was conducted for the PBS and Ghrelin conditions. The

PBS behavioural vector was highly dissimilar compared to the Ghrelin behavioural

vector (i.e. the PBS-Ghrelin vectors had a high cosine distance). When com-

paring the PBS behavioural vector of one animal to the mean PBS behavioural

vector of the cohort (i.e. PBS-µPBS), the PBS-µPBS vectors resulted in low co-

sine distances, indicating a high similarity of behaviour between PBS conditions

across animals (Figure 3.5C). Finally, when comparing the PBS behavioural vector

of one animal to the mean Ghrelin behavioural vector of the cohort (i.e. PBS-

µGhrelin), I observed a high PBS-µGhrelin cosine distance. Thus, the similarity of

the behavioural patterns overall depended on the hunger state mediated by ghrelin

(repeated-measures one-way ANOVA, cosine distance measurements across dif-

ferent hunger state pairs, F2,42 = 51.5, p = 4.96 × 10-12, n = 22 mice). Together,

these findings indicate that sated animals injected with PBS had a consistent be-

havioural pattern, and that ghrelin reliably increased the cosine distance from the

PBS state by altering the pattern of feeding behaviour. Notably, the cosine dis-

tance was higher for PBS-Ghrelin vectors than PBS-µGhrelin vectors (Figure 3.5C).

This suggests that while ghrelin produced a behavioural pattern that was dissim-

ilar to PBS injections, ghrelin injections may produce subject-specific differences

in feeding behaviour that lowered the overall cosine distance across animals (see

Discussion).

Lastly, I made across-animal comparisons of the similarities of the behavioural

vectors between all ’sated’ and ’hungry’ states (Figure 3.5D). This analysis re-

vealed that Fasted-PBS and Fed-Ghrelin vectors were more dissimilar compared

to the within-state Fasted-Ghrelin and Fed-PBS pairs. Notably, the cosine distance
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between Fed-Ghrelin and Fasted-PBS was not significantly different, indicating that

in spite of the subject-specific variability produced by ghrelin injections, the Ghre-

lin state produced a reliably different behavioural pattern to the Fed state (Figure

3.5D). Taken together, the cosine distance analysis indicates that the experimental

manipulations of hunger produced largely stereotyped behavioural patterns, such

that hungry and sated states were associated with highly similar behavioural pat-

terns when compared within each state, but very dissimilar when compared across

state.

The behavioural strategy of a given animal is likely limited to only a small part of

the whole feeding behavioural space, given the stereotyped nature of innate feeding

behaviour (Berman et al., 2014; Burnett et al., 2019). Therefore, it is possible that

within my experimental manipulations, only a small discrete number of behavioural

patterns exist. Thus, I next hypothesised that feeding behaviour can be clustered

into distinct groups.

To answer this question, I first reduced the 25-dimensional behavioural tran-

sition vectors to 2-dimensions using Fisher’s linear discriminant analysis (LDA).

These 2 dimensions (i.e the first and second linear discriminants) maximised the

separability between each of the hunger states: Fed, Fasted, PBS and Ghrelin

(Figure 3.6). The LDA showed that the first and second LD axis had discriminability

ratios of 0.73 and 0.19, respectively, meaning that >90% of the discriminability be-

tween the hunger states could be explained by the first two LDA components. Next,

I ran unsupervised clustering of the dataset in LDA space using Gaussian mixture

modelling (GMM), which aims to identify clusters in an unsupervised manner by

modelling subgroups of data as independent Gaussian components (clusters). To

determine the number of Gaussian components which best fit the data, I iteratively

fitted GMM models with increasing number of Gaussian components and computed

the Bayesian information criterion (BIC) as a metric for model comparison. The

most likely number of behavioural patterns was fitted with two Gaussians (Figure

3.6A), corresponding perfectly to the hungry and sated states. Importantly, the re-

sults of the GMM clustering was robust as a supervised random forest classifier

only required 6 observations (10% of the dataset) to predict the correct GMM clus-

ter with ∼90% accuracy (Figure 3.6B). This finding means that the Ghrelin state
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Figure 3.6: Clustering of behavioural transitions produces two states: the hungry and
sated states. (A) Each 5×5 transition matrix was ravelled to produce a vector of 25 fea-
tures. Left : Dimensionality reduction using Fisher’s linear discriminant analysis (LDA) was
conducted to find the first two linear discriminants which best separated the hunger state
conditions: Fed, Fasted, PBS and Ghrelin. The 25-dimensional vectors were then pro-
jected onto this 2-dimensional subspace. Middle: A Gaussian mixture model was fitted to
the dataset in LDA space. The Bayesian information criterion (BIC) was used to select the
number of components, with the lowest BIC score occurring with two components (clus-
ters). Right : The dataset was clustered according to the two-component GMM, and show
that the two components perfectly represented the hungry and sated states, where cluster
1 is comprised of all Ghrelin and Fasted data points, and cluster 2 is comprised of all Fed
and PBS data points. (B) Robustness of GMM clustering as assessed by the accuracy
of a supervised random forest classifier trained with increasing number of observations in
the training dataset, and tested on the remaining dataset. Data plotted as mean ± 95%
confidence interval.

produced a behavioural pattern similar enough to the Fasted state to be clustered

together, consistent with the similarity of the BSS behavioural sequence produced

by the Fasted and Ghrelin states.

Taken together, the behavioural analysis presented in this section indicates that

sated and hungry animals have divergent behavioural strategies that are stereo-

typed and dependent on the hunger state. Furthermore, manipulating states of

hunger produced at most two behavioural patterns: the hungry and sated condi-

tions.
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3.3 Discussion

Foraging in nature for food is a complex behaviour that is built from simpler, stereo-

typed modules of behaviour (Halford et al., 1998; Burnett et al., 2019). The be-

havioural sequence that is expressed depends upon a multitude of external envi-

ronmental cues, such as the location and availability of food sources, and internal

cues, principally hunger but also other competing motivational states (Burnett et al.,

2016, 2019). In my experiments, I elected to manipulate hunger as the main factor

that alters the feeding strategy. As most studies usually focus on examining feeding

behaviour through measurements of food consumption, body weight or changes in

metabolic components (Uchida et al., 2013), the results described in this chapter

build upon the idea that hunger, and specifically ghrelin, alters feeding behaviour

through changes in the expression of simpler behaviours as a sequence, i.e. the

anticipatory and other maintenance behaviours that accompany the entire feeding

repertoire (Halford et al., 1998).

One expected finding of this behavioural analysis was that the time spent en-

gaging in feeding-specific behaviours (Approach and Eat) was most strongly mod-

ulated by hunger; hunger – both physiological and through ghrelin i.p. injections –

reduces the time spent investigating food (Approach) and increases the time spent

eating (Eat). Notably, I found that the time spent engaging in Eating occurred at

the expense of the maintenance or ’non-feeding-specific’ behaviours (Groom and

Rest). Thus, expression of feeding-specific behaviours competed with the expres-

sion of non-feeding-specific behaviours. Additionally, Rearing behaviour is a gen-

eral exploratory behaviour (Lever et al., 2006) that provided an important compari-

son to Approach, enabling the dissociation of a generalised increase in exploratory

drive with food-specific investigation. I found that the time spent Rearing did not dif-

fer between ghrelin- and control-injected mice (Figure 3.3), indicating that ghrelin

promoted food-specific investigation and not overall exploratory drive.

By taking into account the transition dynamics from one behaviour to the next,

the Markov chain analysis of feeding behaviour also provided higher granularity

of behavioural information beyond a simple frequency description of feeding be-

haviour. Specifically, strong hunger-dependent modulations in transitions dynamics

occurred between Approach and Eat behaviours, where hunger promoted an in-
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creased transition probability from Approach to Eat. Moreover, general changes in

transition probabilities across the other BSS behaviours demonstrates that hunger

biases the expression of feeding-specific behaviour at the expense of non-feeding-

specific behaviours. This applied to both overnight fasting, and exogenous injec-

tions of ghrelin.

Building upon this analysis, the transition dynamics matrices provided snap-

shots of feeding behavioural patterns across different hunger states that allowed

me to compare the similarity and difference of behaviours under different states

of hunger. This was achieved using the cosine distance between the transition

probability matrix. In particular, this analysis revealed that, as expected, the sated

states (Fed and PBS-injected) and hungry states (Fasted and Ghrelin-injected)

were highly similar to each other; however, while the Fasted state was highly dis-

similar compared to the sated states, the Ghrelin-injected state was dissimilar to

a lower extent compared to the sated states, although this subtle difference was

not significant (see Figure 3.5). This subtle difference is likely due to variabil-

ity in the subject-specific response to ghrelin inherent in the method, for exam-

ple, the variable accuracy of i.p. injections. Furthermore, ghrelin-injected animals

also displayed more ’Fed’-like features (Approach, Groom and Rest time profiles),

whereas overnight fasting brings about a stronger drive to eat at the expense of

the other behaviours. Another further difference between the Fasted and Ghrelin

states was their effects on velocity; animals on average moved with greater velocity

after overnight fasting compared to after receiving an i.p. injection of ghrelin (com-

pare Figure 4.5F and Figure 4.17A in Chapter 4). This suggests that while fasting

strongly modulates arousal, the behavioural effect of ghrelin appears to be more

specific to influencing Approach behaviour with less of an effect on arousal.

Despite these subtle differences between the Fasted and Ghrelin states, these

hungry states still produced highly similar profiles such that they could be clustered

together using an unsupervised Gaussian mixture clustering method, with the sated

states (Fed and PBS-injected) forming the other cluster. Therefore, one additional

finding from this behavioural analysis is that ghrelin recapitulates with high fidelity

the key behavioural features of the Fasted state. This means that ghrelin acts as

a reliable proxy of physiological hunger (at least behaviourally), which provided me
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with acute experimental control over hunger.

One assumption of the Markov chain analysis is that the BSS conforms to the

Markov property, i.e. previous behaviour does not affect future behaviour. Thus,

feeding behaviour under the Markov assumption is a stochastic process in which

any of the five main BSS behaviours (Approach, Eat, Rear, Groom and Rest) has

some probability of expression that is not dependent on past behaviour. Although

not explicitly tested for the Markov property, the Markov assumption is usually made

for behavioural observations occurring at a short timescale (minutes to hours, Car-

ola et al., 2011; Burnett et al., 2019). By contrast, feeding behaviour observed on

longer timescale (for example, days to weeks) are more likely to rely on longer-term

memory processes to regulate feeding behaviour, thereby violating the Markov as-

sumption (Davidson et al., 2014; Allcroft et al., 2004). Given that the period of

observation of feeding behaviour was short (10 mins in my experiments), the ex-

pression of each component of the BSS behaviour is likely stochastic and condi-

tionally independent from previous behaviours. However, future analysis could di-

rectly examine the history dependence of feeding behaviour by comparing history-

independent models, such as the Markov decision process model, and models

which take into account varying degrees of history, such as semi-Markov or autore-

gressive models, and compare the fit of these models to feeding behaviour.

In summary, this chapter has outlined that the structure of feeding behaviour is

crucially dependent on the hunger state, and that physiological fasting and hunger

brought about by ghrelin injections are highly similar. This observation also yields

the important implication that i.p. injections of ghrelin can be used as an experimen-

tal proxy for hunger, a fact that is leveraged in subsequent experiments outlined in

this thesis.



Chapter 4

Ventral hippocampal neural dynamics

during feeding behaviour

The hippocampus is a brain region important in encoding contexts, but how

internal contexts such as the hunger state is represented in hippocampal

circuits is not known. In this chapter, I present data from a series of experi-

ments that investigated the neural dynamics of ventral subiculum (vS) during

feeding behaviour across different states of hunger. I used in vivo Ca2+-

based fibre photometry in freely feeding mice, and manipulated their hunger

either physiologically (by overnight fasting) or artificially (by exogenous injec-

tions of the hunger hormone ghrelin). I found that the vS was most activated

when animals approach and investigate food, and that hunger reduces neu-

ral activity during this anticipatory phase of feeding behaviour. Furthermore,

this effect could be specifically mapped to vS projections to the nucleus ac-

cumbens, and likely encodes the value of food. Hunger therefore shifts the

encoding of value during food approach in hippocampal neurons that project

to nucleus accumbens, suggesting a projection-specific logic in the hunger

state modulation of hippocampal circuitry.

4.1 Introduction

The hippocampus is classically known to support the encoding of memory and spa-

tial navigation. By contrast, its ventral region is important in regulating emotional

and motivated behaviour (Strange et al., 2014). As discussed in the Introduction,

this dissociation of function across hippocampal regions suggest that perhaps the
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hippocampus is performing a more general computation in forming internal repre-

sentations about the relationships between discrete features of the environment to

predict outcomes and guide future behaviour (Stachenfeld et al., 2017; Pennartz

et al., 2011a; van der Meer and Redish, 2011; Biderman et al., 2020; Bannerman

et al., 2014).

In particular, the ventral hippocampus (vS) appears to be an important candi-

date brain region in directing the higher-order control of feeding behaviour (David-

son et al., 2007; Kanoski and Grill, 2017). Human patients with lesions to the

medial temporal lobe are impaired in describing their internal state and persist in

eating multiple consecutive meals (Hebben et al., 1985; Rozin et al., 1998; Higgs

et al., 2008). Lesioning the hippocampus in rats also disrupts the ability of animals

to use the hunger state as a contextual cue to disambiguate between uncertain

outcomes (Davidson and Jarrard, 1993; Hock and Bunsey, 1998), suggesting that

the hippocampus senses hunger-related signals for pattern completion.

The hippocampus also expresses diverse receptors for circulating feeding-

related peptides (Lathe, 2001; Lathe et al., 2020), such as the hunger hormone

ghrelin (Diano et al., 2006; Zigman et al., 2006; Guan et al., 1997; Hsu et al., 2015),

and the satiety hormone glucagon-like peptide 1 (Hsu et al., 2014; Kanoski et al.,

2016); direct cannulation of these hormones into the vS is sufficient to modulate

feeding (Kanoski et al., 2013; Hsu et al., 2015). Furthermore, hunger as a motiva-

tional state influences hippocampal physiology, such as place cell representations

(Kennedy and Shapiro, 2009) and sharp wave ripple activity (Carey et al., 2019). Fi-

nally, activating vS projections suppresses feeding behaviour (Sweeney and Yang,

2015; Reed et al., 2018; Yoshida et al., 2019) while inhibiting the vS increases time

spent feeding (Henderson et al., 2012). Together, these studies strongly suggest

that the hippocampus detects the internal hunger state to guide behaviour. How-

ever, it remains less clear what aspect of feeding behaviour is being served by

the vS, and whether vS is integrating hunger-related signals during the course of

naturalistic free-feeding behaviour.

Anatomically, the output region of the vS – the CA1 and subiculum area – is

critical in governing affective and motivated behaviours (Cooper et al., 2006; Cioc-

chi et al., 2015; Jimenez et al., 2018; Ding et al., 2020). It is believed to perform this
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function through intermingled and largely non-overlapping subpopulations of pro-

jection neurons with parallel output targets to diverse reward-related brain regions

(Naber and Witter, 1998; Wee and MacAskill, 2020), including the lateral hypotha-

lamus (LH; Cenquizca and Swanson, 2006, 2007; Swanson and Cowan, 1975) and

nucleus accumbens shell (NAc; Britt et al., 2012; MacAskill et al., 2012, 2014). In

particular, the LH is the classical site of intracranial self-stimulation, and manip-

ulating LH circuit activity can promote or suppress appetitive behaviours such as

feeding (Stuber and Wise, 2016; Jennings et al., 2013, 2015). The NAc shell forms

part of the ventral striatum and is known to integrate a multitude of signals relating

to context and value to produce actions (Pennartz et al., 2011b). Importantly, the

NAc is also known to control feeding behaviour (Maldonado-Irizarry et al., 1995;

Stratford and Kelley, 1997; O’Connor et al., 2015; Reed et al., 2018; Yang et al.,

2019). However, it remains unknown how each of these hippocampal-subcortical

pathways contributes to goal-directed feeding behaviour under naturalistic and un-

restrained settings.

In this chapter, I sought to address these questions by relating vS population

activity to the descriptions of feeding behaviour outlined in the previous chapter.

4.2 Results

4.2.1 Ventral hippocampal encoding of feeding behaviour across

hunger states

Having characterised feeding behaviour in detail in the previous chapter, I next

asked how the vS may be involved in the course of the BSS, and whether the ven-

tral subiculum (vS) in particular encodes a specific aspect of the BSS. To address

this question, I used Ca2+-based fibre photometry to monitor the neural activity

of populations of excitatory vS neurons as a bulk fluorescence signal. In wild-type

mice, I stereotaxically injected two viruses, AAV1/2-CamKII-Cre and AAV1/2-FLEX-

GCaMP6f-WPRE, into vS; this dual viral strategy ensured that the expression of the

calcium indicator GCaMP6f was preferentially restricted to excitatory neurons in vS.

Following at least 4 weeks of expression, animals were presented with a pellet

of chow for 10 mins in the Fed and Fasted states – as described previously – while

tethered to the fibre optic cable during testing sessions (Figure 4.1A). There was a
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Figure 4.1: Neural dynamics of excitatory vS neurons to presentation of chow across Fed
and Fasted states. (A) Schematic of stereotaxic injections to express the calcium indicator
GCaMP6f in excitatory vS neurons. After at least 4 weeks of expression, ad-libitum fed
animals were imaged by fibre photometry during a 10-minute presentation of a chow pellet
in a behavioural testing box. Mice were then fasted overnight, and the experiment was
repeated. (B) Heatmap demonstrating the ∆Fz

Fz
(z-scored Ca2+ activity) as a function of

time, aligned to the moment of chow presentation, and baselined to the period -50 to -10
s prior to chow presentation. Each row represents 1 mouse, and the signals have been
sorted by area under the curve (AUC) in the period 0 to 30 s. (C) Averaged z-scored neural
activity as a function of time, aligned to the moment of chow presentation. (D) The AUC
from 0 to 30 s between the Fed and Fasted conditions were compared (t = 2.89, p = 0.023,
n = 8 animals). (E) Linear regression of AUC against the amount of chow consumed during
the 10-minute chow presentation (Pearson correlation coefficient, r = -0.61, p = 0.012).
Data represent mean ± sem.

time-locked increase in Ca2+ activity at the moment of chow presentation (Figure

4.1B–C). Compared to the Fed state, vS activity in the Fasted state quickly dropped

to baseline levels, while in the Fed state vS activity remained elevated (AUC from

0 to 30 s in ∆Fz
Fz s

−1, Fed = 42.97 ± 3.75, Fasted = 12.43 ± 9.57, two-tailed paired

t-test, t = 2.89, p = 0.023, n = 8 mice; Figure 4.1D). Furthermore, I observed that

there was a negative correlation between the overall activity of vS following chow
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presentation and the total amount of chow consumed within 10 mins (Pearson cor-

relation coefficient, r = -0.61, p = 0.012; Figure 4.1E). Importantly, the order of the

Fed (day 1) and Fasted (day 2) conditions could not alone explain the reduction in

vS activity, as vS activity following 24 hours of refeeding state (Refed; day 3) was

comparable to that in the Fed state (AUC from 0 to 30 s between Fed and Refed

states, paired t-test, t = 0.74, p = 0.48, data not shown). Therefore, physiological

hunger produced by overnight fasting led to a reduction in overall vS activity imme-

diately following food presentation to chow, and this reduction correlated with the

amount of chow consumed.

Qualitatively, when directly examining the z-scored Ca2+ activity in vS during

the occurrence of feeding-specific BSS behaviours (i.e. Approach and Eat), vS

activity appeared to closely track Approach bouts with sharp increases in the Ca2+

signal (Figure 4.2A), whereas eating bouts appeared unrelated (Figure 4.2B). This

suggested that vS may be specifically encoding Approach behaviour as opposed

to Eating.
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Figure 4.2: Neural dynamics of excitatory vS neurons during Approach and Eat events.
(A) Example Ca2+ activity recording in one animal during (A) Approach and (B) Eat bouts.

To directly relate the vS activity to specific components of the BSS, and hence

determine which behaviour is encoded by vS, I first annotated the occurrence of

the BSS behaviours of the animals during the 10-minute presentation period – as
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described previously. I then aligned the photometry signals to the onset of each

BSS behaviour, and obtained event-triggered averages of the Ca2+ signals around

the time of each event. This analysis revealed qualitatively that Approach and Eat

resulted in the largest increases in vS activity, followed by Rear, Groom and Rest

(Figure 4.3). vS activity also appeared to be suppressed by hunger during Ap-

proach and Eat.
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Figure 4.3: Event-triggered responses of excitatory vS neurons to each BSS behaviour.
The ∆Fz

Fz
signal was aligned to the onset of each BSS event and baselined to the period -10

to -7.5 s relative to the event onset. Approach and Eat events were associated with positive
modulation of vS activity, while Rear, Groom and Rest events were variable and on average
unchanged. Data represented as mean ± sem.

However, one caveat of the event-triggered average analysis is that the pho-

tometry signals may be contaminated by more than one behavioural event. For

example, Approach and Eat behaviours often occur close in time together, and

these behavioural events may each bleed into the other event’s signal. To more ac-

curately quantify the level of vS activity during each event, I built a linear encoding

model that modelled vS activity as a linear combination of each component of the

BSS (see Methods for details; Figure 4.4A–B). This linear encoding model is able

to statistically separate the contributions of each BSS event to the recorded neural

activity. Briefly, the dependent variable of the linear model was the z-scored Ca2+

activity, and the predictor variables were comprised of 27 regressors in total: 5 main

behavioural regressors (Approach, Eat, Rear, Groom and Rest), 20 behavioural

transition regressors (for example, Approach→ Eat transitions), a stimulus presen-

tation regressor and a velocity regressor. The 5 behavioural regressors represented

the 5 core BSS behaviours, and were vectors of 1s indicating the engagement in

a BSS behaviour and 0s elsewhere. The 20 transition regressors were pulses of

exponential decays with a half-life of 2 seconds to capture any vS activity that may
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be related to transitions between BSS behaviours. To control for the salience of

the actual food presentation and the influence of animal movement (velocity), I fur-

ther included a stimulus presentation regressor as a pulse of an exponential decay

with a half-life of 5 seconds from the onset of chow presentation, and a velocity re-

gressor as a continuous analog signal of the instantaneous velocity of the animal.

Together, this linear encoding model approach allowed me to statistically dissociate

the photometry signals from neighbouring behavioural events and to capture any

dependence of the photometry signal to each BSS behaviour.
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ŷ = Xβ + ε

z-scored Ca2+  

fluorescence

Regressor m
atrix

Beta weights
Noise

β = (XTX + λI)-1(XTy)

Ridge penalty

Linear encoding model

5 behavioural
regressors

Photometry signal

Approach
 

Eat

Rear

Groom

Rest

Presentation
Velocity

20 transition
regressors

Behaviours:

Figure 4.4: Linear encoding model to quantify neural activity during each BSS behaviour.
(A) Example regressor (design) matrix comprising 27 regressors in total: 5 behavioural re-
gressors, 20 transition regressors, a stimulus presentation regressor and a velocity regres-
sor. Each BSS behavioural regressor was coded as temporal pulses of 0s and 1s, where
1s indicate engagement in the BSS behaviour and 0s elsewhere. Transition regressors
(e.g approach to eat) were defined as behaviours that changed to another BSS behaviour
within a 5-second window. Transition regressors were convolved with an exponential decay
function with a half-life of 2 s to capture the decay of GCaMP6f. The presentation regressor
was a pulse of an exponential decay with a half-life of 5 s. The velocity regressor is the
smoothed, tracked velocity of the animal during the 10-minute food presentation. (B) Top:
A multiple linear regression model was fitted with the dependent variable being the ∆Fz

Fz
and

the independent variable being the regressor matrix defined in (A). Bottom: The β weights
were computed using ridge regression, which implements an L2 regularisation to prevent
overfitting of the β weights.

In this analysis, I focused on how the vS neural activity was related to the five

main behavioural regressors (i.e. Approach, Eat, Rear, Groom and Rest), and use

the other regressors to control for any confounding contribution to the vS signal

(Figure 4.4A). The estimated β coefficients of the 5 behavioural regressors after
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model fitting can be interpreted as the isolated, average neural activity of vS in the

presence of each BSS behaviour, and thus signified how strongly each behaviour

was related to the calcium signal. In turn, the size of these β coefficients can be

used to infer the extent of up- or down-modulation of the Ca2+ signal by the pres-

ence of each behaviour. The model was fit using ridge regression with penalisation

(Figure 4.4B) and a cross-validation procedure (see Figure 2.1C in Methods). Us-

ing this procedure, the model captured substantial amount of the variance in the

Ca2+ signal (5-fold cross-validated R2 of models, Fed, = 0.38 ± 0.03; Fasted = 0.25

± 0.04).

To compare the extent of vS encoding of each BSS behaviour, I analysed the

fitted β weights for each BSS behaviour across the Fed and Fasted states. Firstly,

the β weights for each BSS behaviour depended on the hunger state (two-way

repeated-measures ANOVA, interaction between BSS behaviour and the hunger

state, F4, 28 = 8.27, p = 1.56 × 10-4; Figure 4.5A). In addition to this significant in-

teraction, there was a significant main effect of behaviour (F4, 28 = 5.62, p = 0.002),

indicating that vS activity is differentially encoding each BSS behaviour. In the

Fed state, Approach behaviour produced the largest β weights, followed by Rear,

Eat, Groom and Rest behaviour; this finding indicates that Approach behaviour

was most robustly encoded by vS activity. When analysing each BSS behaviour

separately, Approach behaviour was associated with a reduced β weight in the

Fasted compared to the Fed state, and more subtly Eat behaviour, while Rest be-

haviour was associated with a reduced β weight in the Fed compared to the Fasted

state (Figure 4.5A). Interestingly, feeding- and non-feeding-specific exploratory be-

haviours (Approach and Rear) were associated with positive β weights for vS activ-

ity, suggesting that exploration was encoded by the vS; by contrast, consummatory

behaviours such as Eat, Groom and Rest were lower compared to the exploratory

behaviours. Importantly, there was no significant main effect of hunger state (F1, 7

= 2.45, p = 0.16), indicating that hunger did not lead to a suppression of activity

irrespective of the type of BSS behaviour.

Next, I sought to identify which BSS behaviour-associated neural activity cor-

related most with food consumption. Furthermore, I asked which of the estimates

of vS activity during each BSS component significantly correlated with the micro-
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Figure 4.5: Linear regression of vS activity to the BSS. (A) The fitted β weights of the
ridge regression model for each BSS behaviour (Approach, Fasted = 0.02 ± 0.08, Fed =
0.51 ± 0.14, t = -3.33, p = 0.013; Eat, Fasted = -0.11 ± 0.10, Fed = 0.12 ± 0.12, t = -2.64,
p = 0.033; Rear, Fasted = -0.03 ± 0.11, Fed = 0.18 ± 0.06, t = -1.97, p = 0.089; Groom,
Fasted = -0.01 ± 0.14, Fed = -0.29 ± 0.11, t = 2.25, p = 0.059; Rest, Fasted = -0.06 ± 0.06,
Fed = -0.39 ± 0.10, t = 2.90, p = 0.023; paired t-tests, n = 8 mice). Note that the values
of the L2 regularisation penalty were unchanged between the Fed and Fasted conditions
(Wilcoxon signed-rank test, W = 1.5, p = 1.0) and thus cannot explain the differences in
the fitted β weights across hunger state. (B) Linear regression of the estimated β weights
with the amount of food consumed. Approach-related activity is significantly correlated with
subsequent food consumption, while Eat-related activity is not. (C) Linear regression of the
β weights with the transition probability from Approach to Eat (i.e. the normalised frequency
of Approach events that are followed by Eat events). Data represented as mean ± sem.

structure of feeding behaviour, and specifically the transition probability from Ap-

proach to Eat (the phase of feeding behaviour that is strongly modulated by hunger,

see Figure 3.4). By regressing the amount of food consumed within the 10 min-

utes session against the estimated β weights, I found that Approach-related ac-

tivity was specifically correlated with the subsequent amount of chow consumed,

while Eat-related activity was not (Figure 4.5B). Notably, Rest-related activity was
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positively correlated with food consumed, suggesting that low activity during Rest

might promote engagement in non-food-specific behaviour (see Discussion). Sim-

ilarly, by regressing the probability of Approach-to-Eat transitions to the estimated

β weights, I found that Approach-related activity was specifically correlated with

the probability that animals will transition to Eat bouts once they start approaching

and investigating food (Figure 4.5C). This finding further suggests that vS activity

may be important in gating the transition from Approach to Eat. Overall, the regres-

sion analysis demonstrates that the vS most strongly encoded Approach behaviour,

and that hunger reduced Approach-related activity in a manner that negatively cor-

related with the amount of food consumed and transition probability from Approach

to Eat.

As a control analysis, I analysed the effect of food presentation and velocity

on vS activity to determine if changes in the encoding of presentation or velocity

by hunger could have produced the changes in the encoding of BSS behaviours.

Hunger by overnight fasting did not modulate the coupling between chow presenta-

tion and velocity with vS activity (two-way repeated-measures ANOVA, interaction

between regressor type and hunger state, F1,7 = 1.07, p = 0.34, main effect of

regressor (presentation or velocity), F1,7 = 33.08, p = 6.98 × 10-4; main effect of

hunger state, F1,7 = 1.09, p = 0.33; Figure 4.6A). Crucially, the β weight for food

presentation was high, indicating that vS encodes the salience of food presentation,

while the β weight for velocity was minimal; this was important as the overall veloc-

ity was reduced in the Fasted state (velocity in cm/s, Fed = 1.70 ± 0.08, Fasted =

1.32 ± 0.11, two-tailed paired t-test, t = 2.80, p = 0.03; Figure 4.6B), corresponding

to the increased food investigation and consumption – with concomitant decreases

in locomotion – that accompany fasting. Furthermore, velocity specifically during

food approach was unchanged by hunger (velocity during approach in cm/s, Fed

= 2.00 ± 0.08, Fasted = 2.11 ± 0.15, two-tailed paired t-test, t = -0.60, p = 0.57;

Figure 4.6C). Together, these observations argue against the idea that changes in

salience encoding or movement contributes to the differential encoding of BSS be-

haviours, and specifically Approach behaviour, in vS activity across different hunger

states. Lastly, the fibre placements for all experiments involving imaging of the vS

were examined and confirmed to be localised within vS (Figure 4.7).
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Figure 4.7: Fibre implant locations for vS photometry experiments. Red dots indicate the
location of the fibre tips.

Combined, these data indicate that vS activity is highest during exploratory

behaviours such as Approach and lowest during consummatory behaviours such

as Eat and Rest, and that hunger changes the encoding of feeding behaviour in vS

population activity.

4.2.2 Ghrelin inhibits vS activity following chow presentation

The next question I sought to address was what signalling mechanism might under-

lie the hunger state dependence of the vS signal. In particular, ghrelin is an impor-
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tant circulating hormone signalling the hunger state; the hippocampus expresses

the ghrelin receptor (growth hormone secretagogue receptor 1a; GHSR1a; Zigman

et al., 2006; Kanoski et al., 2013; Diano et al., 2006). Additionally, I showed that

exogenous ghrelin can not only act as a reliable proxy to overnight fasting (Figure

3.6), but it also influences feeding behaviour by markedly changing the probability

of transitioning between Approach and Eat behaviours (Figure 3.4) – the phase of

behaviour that the vS seems to encode (Figure 4.5). Therefore, I chose to use i.p.

injections of ghrelin to gain acute experimental control over the hunger state. This

is important as the hunger manipulations used thus far – i.e. overnight fasting –

changes a panoply of satiety- and hunger-related hormones (Morton et al., 2014),

and many of these circulating hormones bind to receptors expressed in the hip-

pocampus (Diano et al., 2006; McNay, 2007; Harvey, 2013; Kanoski et al., 2013).

Therefore, in animals expressing GCaMP6f in excitatory neurons in vS, I de-

livered i.p. injections of 2 mg/kg ghrelin or PBS (control) and recorded vS activity

during presentation of chow (Figure 4.8A). Like the Fasted state, vS activity was

reduced following chow presentation in the Ghrelin condition compared to the PBS

condition (AUC from 0-30 seconds, PBS = 58.49 ± 10.92; Ghrelin = 25.91 ± 9.99;

paired t-test, t = 2.57, p = 0.03, n = 10 mice; Figure 4.8B–D). Mirroring the Fed

and Fasted conditions, vS activity was furthermore negatively correlated with the

amount of chow eaten (Pearson correlation coefficient, r = -0.508, p = 0.02; Fig-

ure 4.8E). Thus, Ghrelin recapitulated the gross overall reduction in vS activity

observed in the Fasted condition.

To clarify at exactly what phase of behaviour ghrelin may be modulating vS

activity, I manually annotated the BSS behavioural events for animals injected with

either ghrelin or PBS and aligned the photometry signals to the onset of these

events (Figure 4.9A). This event-triggered average analysis revealed qualitatively

that the predominant reduction in activity occurred during the Approach phase of

the BSS (Figure 4.9A).

To isolate the average neural activity during each BSS event, I used multiple

linear regression to directly relate the photometry signal to behaviour. The result-

ing linear models captured substantial variance in the photometry signal (model

5-fold cross-validated R2, PBS = 0.29 ± 0.05, Ghrelin = 0.27 ± 0.05). This analysis



4.2. Results 108

Ghrelin or PBS 
injection 

Image

20-30 
mins

CamKII-Cre and
FLEX-GCaMP6f in vS

-50 0 100
time (s)

−1

0

1

2

3

Δ
F z

/F
z

PBS
Ghrelin

PBS

Ghre
lin

0

20

40

60

80

A
U

C
 (0

 - 
30

 s
)

*

0 50
AUC (0 - 30 s)

0.00

0.05

0.10

0.15

0.20

0.25

C
ho

w
 e

at
en

 (g
) r = -0.508

p = 0.022

0

10

PBS

-50 0 100
time (s)

0

10

Ghrelin

−0.6
0.0
0.6
1.2
1.8

Δ
F z

/F
z

N
 (m

ic
e)

N
 (m

ic
e)

A B

C D E

Figure 4.8: Ghrelin inhibits vS activity in response to chow presentation. (A) Schematic of
stereotaxic injections to express the calcium indicator GCaMP6f in excitatory vS neurons.
After at least 4 weeks of expression, ad-libitum fed animals were given i.p. injections of 2
mg/kg ghrelin or PBS prior to imaging using fibre photometry. (B) Heatmap demonstrating
the dFz

Fz
(z-scored Ca2+ activity) as a function of time, aligned to the moment of chow pre-

sentation, and baselined to the period -50 to -10 s prior to chow presentation. Each row
represents one animal, and the signals have been sorted by area under the curve in the
period 0 to 30 s. (C) Averaged z-scored neural activity as a function of time, aligned to the
moment of chow presentation. (D) The area under the curve (AUC) was computed for the
period between 0 and 30 s across hunger states (AUC in the period from 0 to 30 seconds,
PBS = 58.49 ± 10.92; Ghrelin = 25.91 ± 9.99; paired t-test, t = 2.57, p = 0.03, n = 10 mice).
(E) Linear regression of AUC against the amount of chow consumed during the 10-minute
chow presentation (Pearson correlation coefficient, r = -0.508, p = 0.02). Data represent
mean ± sem.

showed that, like the Fed and Fasted conditions, vS qualitatively encoded the BSS

behaviours differentially across hunger state. Exploratory behaviours (Approach

and Rear) were encoded as positive modulations in the photometry signal, consum-

matory behaviours (Groom and Rest) and negative modulations of the signal, and

Eat behaviour is related to fluctuations in the photometry signal around 0 (Figure

4.9B). Notably, while there was a trend of a reduction in Approach-related activity in

Ghrelin compared to the PBS condition, this was not statistically significant (Figure

4.9B), while Eat-related activity showed a slight reduction with ghrelin. The encod-

ing of Rear, Groom and Rest were unaltered by ghrelin (Figure 4.9B). Thus, while

vS activity reliably encodes Approach-related behaviour, overall vS activity appears
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Figure 4.9: Ghrelin does not globally inhibit vS activity during Approach behaviour. (A)
Event-triggered photometry traces aligned to the onset of the event. The signal was base-
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to be invariant to the effect of ghrelin during Approach behaviour.

Taken together, systemic ghrelin appears to inhibit vS activity immediately fol-

lowing food presentation, but ghrelin injection is insufficient to inhibit the whole pop-

ulation activity of excitatory vS neurons during Approach.

4.2.3 Ghrelin-mediated inhibition during food approach is specific to

vS projections to nucleus accumbens

One potential reason for the lack of a reduction of vS activity during Approach is

that i.p. ghrelin injections represent a more specific manipulation of hunger than

overnight fasting. This is coupled with the fact that vS neurons are heterogeneous;

most notably, vS is comprised of populations of pyramidal neurons that send pro-

jections to distinct brain regions such as the nucleus accumbens (vSNAc) and lat-

eral hypothalamus (vSLH), and each of these projections uniquely contributes to

behaviour (Cembrowski et al., 2018b; Ciocchi et al., 2015; Jimenez et al., 2018).

This raises the possibility that the effect of ghrelin may be specific to a particular

vS projection, as opposed to globally affecting the activity of all vS projections. I

hypothesised that either vSNAc or vSLH, or both these projections, may be specif-
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ically modulated by ghrelin, as both NAc and LH have been implicated in feeding

behaviour (Hsu et al., 2018; O’Connor et al., 2015; Nieh et al., 2016; Yang et al.,

2019; Reed et al., 2018; Stuber and Wise, 2016).

To address this question, I recorded the neural activity of vSNAc or vSLH neu-

rons in freely feeding mice (Figure 4.10A,E). To specifically express the calcium

indicator GCaMP6f in projection-defined neurons, I injected AAV2-retro-CAG-Cre

or AAV2-retro-Syn-Cre into either NAc or LH, which are taken up by the presynap-

tic terminals and retrogradely transported to the soma of vS neurons to express Cre

(Tervo et al., 2016). Within the same surgery, a Cre-dependent construct harbour-

ing the calcium indicator (AAV1-CAG-FLEX-GCaMP6f-WPRE-SV40) was injected

into vS. This viral expression strategy ensured that GCaMP6f is expressed only in

vS neurons that projected to either NAc or LH.

Using this method, I recorded vSNAc and vSLH activity after animals had been

i.p. injected with either 2 mg/kg of ghrelin or PBS and presented with a piece of

chow in the testing box. Immediately following chow presentation, both vSNAc and

vSLH neurons showed time-locked increases in Ca2+ activity at the time of chow

presentation (Figure 4.10B–C, F–G). vSNAc neurons did not show differences in

the activity levels following food presentation (AUC from 0 to 30 s, PBS = 48.12 ±

5.78, Ghrelin = 52.05 ± 9.96, t = -0.34, p = 0.75; Figure 4.10B–C); by contrast,

vSLH neurons showed an increased Ca2+ activity in the Ghrelin compared to the

control condition (AUC from 0 to 30 s, PBS = 8.04 ± 14.81, Ghrelin = 51.53 ±

7.03, t = -4.33, p = 0.01; Figure 4.10F–G). These activity dynamics in vSNAc and

vSLH neurons therefore showed distinct time courses compared to the overall vS

recordings, highlighting prominent projection-specific heterogeneity in vS.

To determine more specifically if ghrelin was modulating vSNAc and vSLH ac-

tivity during a particular phase of behaviour, I once again annotated the behaviours

of animals during the 10-minute chow presentation, and aligned the corresponding

Ca2+ to the onset of each BSS behaviour. Surprisingly, and in contrast to the sig-

nals aligned to chow presentation, the event-triggered average analysis revealed

that the vSNAc neurons showed prominent changes in activity levels at the onset of

Approach and Eat bouts that appeared to be inhibited by ghrelin (Figure 4.11A),

while their activity surrounding the onset of the non-feeding-specific behaviours
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Figure 4.10: Time-locked Ca2+ activity in projection-specific vS neurons during food pre-
sentation. (A,E) Conditional expression of GCaMP6f in either vSNAc (A) or vSLH (E) neu-
rons. To achieve conditional expression, AAV2-retro-CAG-Cre or AAV2-retro-Syn-Cre was
injected into either NAc or LH. In the same surgery, AAV1-CAG-FLEX-GCaMP6f-WPRE-
SV40 was injected into vS. The retrograde expression of Cre in neurons that project to
either NAc or LH, and the expression of Cre-dependent GCaMP6f in soma of vS neurons,
allows projection-specific expression of GCaMP6f. Fibre cannulae were implanted in the
same surgery. After at least 4 weeks, animals underwent imaging and behavioural testing.
(B, F) Heatmap illustrating the z-scored Ca2+ activity aligned to the moment of chow pre-
sentation. Each row represents 1 animal. The signals were baselined to the period -50
to -10 s. (C, G) Left : Averaged z-scored Ca2+ activity across animals, aligned to chow
presentation. Right : Quantification of the AUC from 0 to 30 s. Data represent mean ± sem.

were variable and on average unchanged. By contrast, vSLH neurons appeared

to exhibit minimal changes in activity at the onset of both feeding and non-feeding

specific BSS behaviours; crucially, vSLH activity during these behaviours appeared

to be invariant to ghrelin (Figure 4.11C). The absence of vSLH activity encoding

of Approach or Eat behaviours, coupled with their significant response to the man-

ual presentation of chow (Figure 4.10F–G), suggests that the ghrelin-mediated in-

crease in vSLH activity following chow presentation may reflect increased salience

as opposed to a hunger state-dependent encoding of feeding behaviour (Gonzalez

et al., 2016).

To quantify the encoding of each BSS behaviour by vSNAc and vSLH neurons,

I conducted the linear encoding model analysis where the vSNAc and vSLH activ-

ity were modelled as a linear combination of the BSS behaviours (5-fold cross-

validated R2, vSLH = 0.16 ± 0.03, vSNAc = 0.23 ± 0.03). Strikingly, for vSNAc neural
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Figure 4.11: Ghrelin shifts the encoding of feeding- and non-feeding-specific predomi-
nantly in vSNAc neurons. (A,C) Event-triggered average of (A) vSNAc or (C) vSLH neural
activity when aligned to the onset of each BSS behaviour. (B, D) The β weights obtained
from multiple linear regression for each BSS behaviour in (B) vSNAc or (D) vSLH neurons. (B)
The β weights for each behaviour depended on hunger state (two-way repeated-measures
ANOVA, interaction between behaviour and hunger state, F4,20 = 3.30, p = 0.03; main ef-
fect of behaviour, F4,20 = 14.51, p = 3.2 × 10-4); main effect of hunger state, F1,5 = 0.04,
p = 0.86, n = 6 mice). Approach β was significantly modulated by ghrelin. (D) as in (B)
for vSLH neurons. Approach β was not modulated by ghrelin (two-way repeated-measures
ANOVA, interaction between hunger state and behaviour, F4,20 = 2.12, p = 0.12; main effect
of behaviour, F4,20 = 3.06, p = 0.04; main effect of hunger state, F1,5 = 0.41, p = 0.55, n = 6
mice). Data represented as mean ± sem. *p<0.05.
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activity, the encoding of feeding behaviour in vSNAc activity depended on both the

hunger state and type of BSS behaviour (two-way repeated-measures ANOVA, in-

teraction between behaviour and hunger state, F4,20 = 3.30, p = 0.03, n = 6 mice;

Figure 4.11B) and the direction of the β coefficients was highly specific to each

behaviour (main effect of behaviour, F4,20 = 14.51, p = 3.2 × 10-4). Importantly,

ghrelin did not globally reduce vSNAc activity across all BSS behaviours (main ef-

fect of hunger state, F1,5 = 0.04, p = 0.86). Notably, the β coefficient for Approach

behaviour was reduced with ghrelin, while that for Rear was unchanged, indicat-

ing that vSNAc activity encoding food-specific exploratory behaviour was uniquely

modulated by ghrelin. Ghrelin also did not modulate the β coefficient for Eat, Rest

and Groom behaviours (β weight of vSNAc activity encoding of each BSS behaviour,

Approach, Fed = 0.46 ± 0.18, Fasted = -0.08 ± 0.03, t = 2.92, p = 0.03; Eat, Fed =

-0.34 ± 0.19, Fasted = -0.32 ± 0.13, t = -0.09, p = 0.93; Rear, Fed = 0.48 ± 0.35,

Fasted = 0.27 ± 0.08, t = 0.53, p = 0.62; Groom, Fed = -0.48 ± 0.07, Fasted = -0.14

± 0.19, t = -1.92, p = 0.11; Rest, Fed = -0.42 ± 0.11, Fasted = -0.18 ± 0.10, t =

-2.24, p = 0.07, n = 6 mice; Figure 4.11B).

In contrast to vSNAc population activity, the encoding of feeding behaviour in the

vSLH neural activity was not modulated by ghrelin across the different behaviours

(two-way repeated-measures ANOVA, interaction between hunger state and be-

haviour, F4,20 = 2.12, p = 0.12; Figure 4.11D). vSLH activity depended on the type

of BSS behaviour (main effect of behaviour, F4,20 = 3.06, p = 0.04), and most no-

tably Rear behaviour (Figure 4.11D). Furthermore, vSLH activity was not changed

overall by ghrelin (main effect of hunger state, F1,5 = 0.41, p = 0.55). Analysing

each BSS behaviour individually revealed that only Rear-related activity was subtly

modulated by ghrelin in vSLH activity (β weight of vSNAc activity encoding of each

BSS behaviour, Approach, Fed = 0.07 ± 0.11, Fasted = 0.04 ± 0.11, t = 0.23, p =

0.83; Eat, Fed = -0.07 ± 0.12, Fasted = 0.12 ± 0.16, t = -1.01, p = 0.36; Groom,

Fed = -0.21 ± 0.08, Fasted = -0.05 ± 0.14, t = -1.04, p = 0.35; Rear, Fed = 0.36 ±

0.16, Fasted = -0.07 ± 0.11, t = 2.86, p = 0.04; Rest, Fed = -0.17 ± 0.10, Fasted =

-0.26 ± 0.11, t = 0.47, p = 0.66, n = 6 mice, Figure 4.11D). Taken together, ghre-

lin modulates the activity of vSNAc, and not vSLH, neural activity during Approach

behaviour.
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Figure 4.12: Approach-related vSNAc activity correlates with subsequent food consump-
tion. (A) Photometry of vSNAc neurons. (B–C) Linear regression analysis of the β weights
for Approach in vSNAc neurons against (B) the amount of chow consumed within the 10
minute presentation session and (C) the transition probability from Approach to Eat. (D–F)
as in (A–C) for vSLH neurons. Data represent mean ± sem.

Next, to determine whether the Approach-related vSNAc activity was predic-

tive of food seeking and consummatory behaviour, I explored the relationship be-

tween the Approach β weight and both the amount of food that the animal con-

sumed within the 10-minute food presentation and its probability of transitioning

from Approach to Eat. This analysis revealed that vSNAc activity during food ap-

proach was strongly and inversely correlated with the amount of chow consumption

(Pearson correlation between vSNAc β for Approach bouts and amount of chow

consumed, Approach, r = -0.73, p = 0.008; Figure 4.12A–B). Furthermore, vSNAc

activity during Approach was negatively correlated with the transition probability

from Approach to Eat (Pearson correlation between vSNAc β for Approach bouts

and Approach-Eat transition probability, Approach, r = -0.69, p = 0.012; Figure

4.12C). By contrast, no significant correlation existed for the Approach-related β

weight with the amount of chow consumed in vSLH activity, indicating that vSLH

activity during Approach cannot explain the corresponding changes in consump-

tion (Pearson correlation between vSLH β for Approach bouts and food consumed;
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Approach, r = -0.17, p = 0.59; Figure 4.12D–E) and Approach-Eat transition prob-

ability (Pearson correlation between vSLH β for Approach bouts and Approach-Eat

transition probability, Approach, r = 0.02, p = 0.94; Figure 4.12F). This observation

highlights that vSNAc activity, and not vSLH activity, during food Approach is uniquely

coupled to Approach-Eat transitions and subsequent food consumption in a hunger

state-dependent manner.

This unique sensitivity of vSNAc population activity to ghrelin during feeding

behaviour was initially surprising, given previous findings of vSLH involvement

in driving food consumption (Hsu et al., 2015). However, it is well recognised

that vSNAc neurons support context-dependent, reward-related behaviour (LeGates

et al., 2018; Trouche et al., 2019; Ito et al., 2008). This suggests that the activity of

vSNAc neurons may also encode food-related value in a hunger-dependent manner.

If vSNAc activity only encoded Approach behaviour irrespective of food value, then

Approach-related activity to food items differing in value would be expected to be

equivalent; by contrast, if vSNAc activity does encode value, then Approach-related

activity would vary depending on the item presented to the animal.

To distinguish between these possibilities, the previous experiment described

in Figure 4.10–4.11 used a behavioural task that involved a sequential presentation

of qualitatively distinct items in this order: a non-food object (plastic tube lid), a

pellet of chow and a dollop of peanut butter (PB), which acted as a high-calorie and

hedonic food item (Chen et al., 2015). This sequential presentation design enabled

a comparison of the vSNAc activity during presentation and investigative Approach

towards distinct food and non-food items.

First, I examined the activity of vSNAc and vSLH populations to the presentation

of the non-food object and PB. In both vSNAc and vSLH neurons, the population ac-

tivity exhibited a time-locked increase in activity during both non-food object and PB

presentations. Notably, vSNAc population activity showed no change in the overall

levels of activity following non-food object presentation (AUC from 0 to 30 s, PBS =

21.58 ± 10.46, Ghrelin = 27.46 ± 9.65, t = -0.84, p = 0.44, Figure 4.13A), but did

exhibit a modest reduction in activity during the PB presentation in the ghrelin com-

pared to PBS condition (AUC from 0 to 30 s, PBS = 35.44 ± 10.67, Ghrelin = 13.01

± 12.97, t = 5.55, p = 0.003, Figure 4.13B). By contrast, vSLH neurons showed a
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larger increase in activity with ghrelin injections during presentation of the non-food

object compared to PBS injections (AUC from 0 to 30 s, PBS = 5.08 ± 9.25, Ghrelin

= 40.98 ± 9.56, t = -4.04, p = 0.01, Figure 4.13C), while no change was observed

in their activity levels across drug conditions during PB presentations (AUC from 0

to 30 s, PBS = 12.93 ± 12.57, Ghrelin = 30.25 ± 6.31, t = -1.02, p = 0.35, Figure

4.13D). These data indicate that the activity dynamics of vSNAc and vSLH neurons

is dependent on hunger and the perceived value of the food in a complex manner.

More specifically, the data show that ghrelin alters the response of vSNAc population

activity to the presentation of a high-value and high-calorie food item (PB) and not

to a less-salient, familiar non-food item, while ghrelin elicits a larger vSLH response

to less-salient items and not to a high-value food item.
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Figure 4.13: vSNAc and vSLH population activity aligned to presentation of a non-food
object and peanut butter. (A–B) vSNAc popoulation activity aligned to the time of (A) non-
food object (plastic tube lid) and (B) peanut butter presentation. (C-D) as for (A–B) for vSLH

photometry. Data represent mean ± sem.

To examine the potential for food-related value coding in the vSNAc and vSLH

circuit activity more directly, I next examined the activity aligned to the onset of each

Approach bout towards the non-food object and PB. This event-triggered analysis

showed that event-triggered increases in population activity was observed in pri-

marily the vSNAc population, while the vSLH population activity remained relatively

unchanged during Approach events (Figure 4.14).
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Figure 4.14: vSNAc and vSLH population activity aligned to Approach bouts to a non-food
object and peanut butter. (A–B) vSNAc popoulation activity aligned to the time of Approach
bouts towards (A) a non-food object (plastic tube lid) and (B) peanut butter. (C-D) as for
(A–B) for vSLH photometry. Data represent mean ± sem.

To quantify the magnitude of these signals more accurately, I again used the

multiple linear encoding approach to compute the β weights for Approach across

food items and hunger state, and compared the Approach β weights during Ap-

proach towards the non-food object, chow and PB. Consistent with value-encoding

in vSNAc activity, in the sated state (PBS injection), Approach-related vSNAc activity

was highest during the presentation of a non-food object, followed by chow and then

PB (one-way repeated-measures ANOVA, F2,10 = 13.12, p = 0.0016, n = 6 mice;

Figure 4.15A). This relationship was present only in the sated PBS condition, as

ghrelin injection suppressed Approach-related vSNAc activity for all items presented

compared to the PBS condition and thus did not encode the type of food or non-

food presented (one-way repeated-measures ANOVA, F2,10 = 0.53, p = 0.61). By

contrast, vSLH activity did not reliably encode Approach behaviour nor the value of

food in both the PBS and Ghrelin conditions (Figure 4.15B). Notably, the reduction

in vSNAc Approach-related activity cannot be explained by potential photobleaching

across the testing session, as a second object presentation after the PB presenta-

tion showed a similar β weight for Approach compared to the first object presenta-
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Figure 4.15: vSNAc population activity depends on food identity. (A) The β weights for
Approach events towards a non-food Object (plastic tube lid), a pellet of chow and a dollop
of peanut butter (PB) in vSNAc recordings. The Approach β weight depends on the food
item identity only in the sated PBS condition, and not in the Ghrelin condition. (B) as in (A)
for vSLH neural activity. (C) The β weight for Approach during the first and last presentation
of the non-food object. (D) The β weight for the salience of presentation across the different
items presented. Data represent mean ± sem. *p<0.05

tion (Approach β for object, First = 0.69 ± 0.52; Second = 0.23 + 0.22, paired t-test,

t = 0.55, p = 0.61; Figure 4.15C). Furthermore, the salience of presentation did not

decrease with the presentation of each time, making a decrement in the size of the

photosignal due to photobleaching unlikely (one-way repeated-measures ANOVA,

F2,10 = 0.96, p = 0.42, Figure 4.15D).

Next, I asked how this encoding of value relates to the amount of food that

animals consumed for each food item. In the PBS condition, animals consumed

significantly larger amounts of PB compared to chow (amount of food consumed in

grams, Chow = 0.03 ± 0.01, PB = 0.21 ± 0.03, paired t-test, t = 5.51, p = 0.0002,
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Figure 4.16: vSNAc population activity encodes the value of food. (A) Amount of chow
and PB consumed in the PBS and Ghrelin conditions (n = 12 mice in total; 6 vSNAc and 6
vSLH animals). (B) Correlation of the amount of each food type consumed against the β for
Approach for the PBS (left) and Ghrelin (right) conditions. Note that the for the PBS and
Ghrelin datasets, the PB presentation was considered the baseline by subtracting the β
for Approach of all animals to their corresponding Approach β during the PB presentation.
Non-food object consumption was set to 0 grams. (C) as for (B), now correlating the tran-
sition probability from Approach to Eat against the β for Approach. Data represent mean ±
sem.

n = 12 mice), but not in the Ghrelin condition (amount of food consumed in grams,

Chow = 0.25 ± 0.02, PB = 0.25 ± 0.03, paired t-test, t = 0.10, p = 0.92, n = 12 mice;

Figure 4.16A). This difference in the scale of food consumption for the different

food items could explain the value coding present in the PBS, but not the ghrelin,

condition. Indeed, Approach-related activity in vSNAc neurons reliably encodes the

value of food in the sated PBS condition, corresponding to the condition where

chow and PB were consumed to different extents (Figure 4.16A–B). Furthermore,

the β weights for Approach was significantly correlated with the transition probability

from Approach to Eat, suggesting a link between vSNAc population activity and

the transition dynamics between Approach and Eat behaviour (Figure 4.16C). By

contrast, the encoding of value was not apparent in the Ghrelin condition, where the

ghrelin-associated β weights were related to neither the level of food consumption

nor the Approach-Eat transition probability (Figure 4.16B-C); this suggests that

i.p. injections of ghrelin may reduce Approach-related activity irrespective of food
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consumption (see Discussion). Together, these findings suggest that Approach-

related activity in vSNAc neurons encode the value of item at the time of investigation

in the sated state.
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Figure 4.17: Lack of contribution of velocity and salience to vS activity modulation by ghre-
lin. (A) Average velocity of vSNAc animals within the 10-minute period of chow presentation
(n = 6 animals). (B) Average velocity during Approach behaviour for the same animals in
(A). (C and D) as in (A) and (B) for vSLH animals (n = 6 animals). (E) β weights for the
salience of presentation and velocity for vSNAc animals. (F) as in (E) for vSLH animals. Data
represent mean ± sem.

As a set of complementary analyses, I examined whether changes in veloc-

ity or the encoding of salience could explain the variation in vSNAc activity during

Approach with food value, or the differences between the encoding of behaviour in

vSNAc and vSLH activity. Firstly, there was no change in the average velocity of ani-

mals across hunger state during the presentation of chow, in both vSNAc and vSLH

recordings (average velocity in cm/s, vSNAc animals, PBS = 0.70 ± 0.13, Ghrelin =

0.81 ± 0.16, t = -0.73, p = 0.50; vSLH animals, PBS = 0.88 ± 0.15, Ghrelin = 0.89

± 0.14, t = -0.05, p = 0.97; Figure 4.17A,C). Furthermore, the velocity of animals

specifically during food Approach did not change with the hunger state (average

velocity during food approach in cm/s, vSNAc, PBS = 1.66 ± 0.27, Ghrelin = 1.45

± 0.12, t = 0.61, p = 0.57 ;vSLH, PBS = 1.42 ± 0.18, Ghrelin = 1.50 ± 0.16, t =

-0.33, p = 0.76; Figure 4.17B,D), indicating that changes in movement during food

investigation could not explain the differences in the encoding of food approach in

vS projections across hunger states. Finally, the encoding of salience or velocity
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during chow presentation was not modulated by ghrelin in vSNAc (β weight, Pre-

sentation, PBS = 2.44 ± 0.79, Ghrelin = 4.20 ± 0.70, t = -1.88, p = 0.12; Velocity,

PBS = 0.04 ± 0.03, Ghrelin = 0.07 ± 0.03, t = -0.85, p = 0.43; Figure 4.17E) nor

in vSLH neurons (β weight, Presentation, Fed = 1.77 ± 0.87, Fasted = 2.85 ± 0.79,

t = -1.49, p = 0.20; Velocity, Fed = 0.03 ± 0.02, Fasted = 0.06 ± 0.05, t = -0.59, p

= 0.58; Figure 4.17F). Finally, the fibre location of these photometry experiments

were confirmed post-hoc to be localised within the vS for both vSNAc (Figure 4.18)

and vSLH experiments (Figure 4.19).

Taken together, the data from fibre photometry of projection-specific vS neu-

rons demonstrate that vSNAc, as opposed to vSLH, activity is uniquely sensitive to

ghrelin, where ghrelin reduces the activity of vSNAc neurons during food approach

and anticipation of upcoming food consumption; additionally, vSNAc activity during

food approach encoded the value of food and was mostly tightly correlated with the

amount of food subsequently consumed and the Approach-Eat transition probabil-

ity.
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Figure 4.18: Fibre locations for vSNAc photometry experiments.
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Figure 4.19: Fibre locations for vSLH photometry experiments.



4.2. Results 123

4.2.4 Ventral hippocampal activity signals food expectation in a

hunger-state dependent manner

The finding that vS activity is reduced by hunger and is most activated during Ap-

proach behaviour is similar to previous reports of anticipatory hippocampal activa-

tion during the time preceding a goal (Deadwyler et al., 1996; Hampson et al., 2000;

Hampson and Deadwyler, 2003). Furthermore, the fact that vS activity is higher

during the Fed state and the well-documented role of the vS in encoding anxiety

(Bannerman et al., 2002; Ciocchi et al., 2015; Jimenez et al., 2018) makes it possi-

ble that vS may be encoding anxiety in the form of an anxiogenic response to food

(hyponeophagia), rather than Approach behaviour. However, if vS was signalling

purely anxiety in response to novelty, then vS activity during a well-learned, goal-

directed action, such as waiting in anticipation for a reward during a delay period,

should be minimal. Therefore, to address this potential confound and to tempo-

rally dissociate the anticipation and consummatory phases of feeding behaviour, I

trained animals on an operant-based feeding task in which animals learn to press

a lever to obtain a liquid food droplet (Ensure strawberry milkshake; Figure 4.20A).

In this task, goal-directed effort, read out by the number of lever presses and

nose pokes (entries into central port) that the animals made, depended critically

on the hunger state. Animals worked harder for food by pressing the lever and

nose-poking more during the Fasted state (number of lever presses, Fed = 18.97 ±

3.66; Fasted = 95.07 ± 17.22, paired t-test, t = -4.053, p = 0.007; number of nose

pokes, Fed = 173.00 ± 26.49, Fasted = 824.50 ± 124.62, two-tailed paired t-test, t =

-5.604, p = 0.001; Figure 4.20B). Crucially, animals worked for Ensure even in the

Fed state, allowing a comparison of vS activity between the Fed and Fasted states.

Consistent with the vS being most engaged during Approach behaviour, the most

marked activation of vS occurred during the Cue light phase of the task, i.e. the

period immediately preceding actual food consumption (AUC for each event from 0

to 5 s, Lever out, Fed = 2.06 ± 3.33, Fasted = 6.91 ± 20.78, t = 0.239, p = 0.819;

Lever press, Fed = 42.99 ± 8.90, Fasted = -0.23 ± 22.65, t = -2.012, p = 0.114; Cue

light, Fed = 45.33 ± 8.78, Fasted = 6.25 ± 9.22, t = -4.969, p = 0.012; Nosepoke,

Fed = -16.65 ± 13.43, Fasted = -54.70 ± 18.54, t = -2.681, p = 0.06; Food delivery,

Fed = -20.11 ± 12.42, Fasted = -58.08 ± 17.95, t = -3.117, p = 0.05; n = 7 mice;
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Figure 4.20: Anticipatory vS activity modulated by hunger state. (A) Schematic of operant
feeding task. During a trial, a lever is presented (Lever out). Animals then press the lever
(Lever press). A Cue Light is illuminated above the central nose port to signal the availability
of food, and after a delay following Nosepoke, a drop of liquid food is delivered (Food
delivery). Animals then enter the ITI. (B) The number of lever presses and nosepokes are
sensitive to the hunger state. (C) Example trials pooled from 7 animals aligned to Cue Light
onset and sorted by the latency to food delivery. The heatmap indicates the ∆Fz

Fz
baselined

to the period -1 to 0 s. Vertical ticks indicate the time of food delivery. As the Fed state
contained fewer trials compared to the Fasted state, Fasted trials were randomly sampled
to obtain the same number of trials for qualitative comparison. (D) Event-triggered average
of vS activity aligned to the onset of each behavioural event, baselined to the -1 to 0 s
time period. (E) AUC between 0 and 5 s for each behavioural event. Only paired t-tests
between Cue light remained significant after correction for multiple comparisons using the
Benjamini-Hochberg method. (F) The ∆Fz

Fz
signals corresponding to the cue light-to-food

delivery intervals were warped to a common interval duration. Data represent mean ± sem.
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Figure 4.20C–E). This activation of vS during the anticipatory phase of feeding

behaviour is consistent with the vS activation during Approach in the naturalistic

feeding task.

To examine the cue light-to-food delivery period in more detail, I analysed the

photometry signals during this interval and warped the signals to a fixed interval

duration (Figure 4.20F). This analysis showed that vS activity began rapidly at the

onset of cue light, and steadily ramps to the onset of food delivery (Figure 4.20F),

albeit at a lower magnitude for the Fasted compared to the Fed state. Immediately

following food delivery, the vS activity dipped for the Fasted state, but remained

elevated for a longer while before falling for the Fed state. The Fasted condition

reduced the overall vS activity during the ramp towards food delivery. Thus, the

operant feeding task revealed that the vS activity does not signal food consumption,

but rather the anticipatory period preceding it.
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Figure 4.21: Task-unrelated movements during nose port entries cannot explain the an-
ticipatory vS ramping signal. (A) Event-triggered average signal aligned to the moment of
nose pokes during the ITI interval. The signal was baselined to the -3 to -2 s period. A
small dip in activity occurs during nose poke events. (B) The mean ∆Fz/Fz during each
of the periods outlined in (A). Data represented as mean ± sem, and box plots indicate the
median and whiskers 1.5 times the interquartile range.

To confirm that task-independent, movement-related signals did not contribute

to the ramping signal in vS, I analysed the stochastic nose port entries that animals

made during the inter-trial interval (ITI) period (Figure 4.21A). vS activity exhibited

a small dip at the onset of nosepokes during the ITI interval, but this was variable

and not significantly different across hunger state and ITI period (two-way repeated-

measures ANOVA, interaction between period and hunger state, F2,12 = 1.23, p =

0.325, n = 7 mice; Figure 4.21B). Crucially, however, no ramping signal was ob-
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served in the periods preceding the nosepoke, in contrast to the activity preceding

nose poke and food delivery during the trials. Thus, the movements that accom-

pany the preceding periods during a nosepoke cannot explain the vS ramping signal

during the anticipatory period of food consumption.
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Figure 4.22: Anticipatory vS activity modulation by ghrelin. (A) Measures of effort in goal-
directed behaviour, i.e. lever press and nose poke. Ghrelin increases the number of nose
pokes and not lever presses. (C) Example trials pooled from 4 animals aligned to cue light
onset and sorted by the latency to food delivery. The color map indicates the dFz

Fz
baselined

to the period -2 to 0 s before cue light at time 0 s. Vertical ticks after cue light indicate the
time of food delivery. (D) Event-triggered average of vS activity aligned to the onset of each
behavioural event: Lever out, Lever press, Cue light, Nosepoke and Food delivery. (E) Area
under the curve between 0 and 5 s for each behavioural event. Only paired t-tests between
Lever press was significant (# < 0.05, uncorrected). (F) Cue light-to-food delivery Ca2+

signal where the time period between the events was warped (normalised). Data indicate
mean ± sem.

Finally, I asked whether ghrelin inhibits the anticipatory vS signal in the period

preceding food delivery. Using the operant feeding task, I observed that animals

trained on the operant feeding task expressed goal-directed behaviour (lever press

and nose poke) that depended differently on hunger state brought about by ghrelin.
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Whereas the total number of nose pokes was increased by ghrelin, the number of

lever presses remained unchanged (number of lever presses, PBS = 25.00 ± 5.80,

Ghrelin = 26.75 ± 7.33, t = -0.40, p = 0.72; number of nose pokes, PBS = 198.25 ±

58.04, Ghrelin = 350.00 ± 67.59, t = -3.36, p = 0.04; Figure 4.22A). In contrast to

the Fasted condition, ghrelin had relatively modest effects on vS activity around the

lever press and cue light periods (AUC from 0 to 5 s for each event, Lever out, PBS

= -7.19 ± 7.09, Ghrelin = -2.26 ± 2.16, t = 0.565, p = 0.612; Lever press, PBS =

31.10 ± 6.80, Ghrelin = 21.09 ± 6.22, t = -4.165, p = 0.025; Cue light, PBS = 47.58

± 15.32, Ghrelin = 25.61 ± 3.18, t = -1.776, p = 0.174; Nosepoke, PBS = -37.05 ±

19.30, Ghrelin = -26.07 ± 14.41, t = 1.015, p = 0.385; Food delivery, PBS = -27.48 ±

20.46, Ghrelin = -17.46 ± 10.65, t = 1.012, p = 0.386, n = 4 mice, Figure 4.22B–D).

This effect was more readily apparent when observing the period between the cue

light-to-food delivery; vS activity ramps towards the food delivery timepoint, but this

ramping signal appeared to be reduced in the Ghrelin state (Figure 4.22E).

Overall, the results indicate that vS is signalling food expectation most

markedly during lever press and cue light; this signal is modulated by hunger and

and ramps towards food delivery in both the Fed and Fasted states. The fact that vS

is activated during anticipation of a food reward makes it unlikely that vS encodes a

pure anxiety signal; instead, vS appears to signal the anticipation of future choice

(during Approach in the naturalistic task) and food consumption (during the delay

prior to food delivery in the operant task) in a hunger state-dependent manner.

4.3 Discussion

Using a combination of behavioural analysis and bulk in vivo Ca2+ imaging the ac-

tivity of excitatory and projection-specific neuronal populations in vS during free

feeding behaviour, here I present data that describe the specific encoding of ap-

proach behaviour (in the unrestricted, naturalistic task) and anticipation (in the op-

erant feeding task) by the vS. Further, I show that vS is reduced by hunger (both

fasting and ghrelin injections), and that this inhibition is specific to vSNAc as opposed

to vSLH neurons.
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4.3.1 vS encodes the approach towards food and the anticipation of

upcoming food

By recording bulk fluorescence from populations of excitatory vS neurons during

free feeding behaviour, I found that vS was most strongly activated during the sated

state – i.e. Fed and PBS-injected states. In turn, this activation was focused mostly

on the phase of behaviour around Approach, while food consumption during Eat

was associated with low vS activity. Due to the unrestrained and stochastic nature

of the free-feeding task, I then used a learnt, operant-based feeding task to gain

more experimental control over each step of feeding behaviour and to observe vS

activity during temporally dissociated windows around behavioural events. Again,

I observed that vS activity was driven mostly during the phases preceding food

consumption. This finding is important as it demonstrates for the first time that

vS activity is specific in its encoding of food investigation, and builds upon simi-

lar recent work looking at the contribution of vS to feeding behaviour (Reed et al.,

2018; Yoshida et al., 2019; Sweeney and Yang, 2015). In particular, these previous

studies examined the activity dynamics of distinct parts of the hippocampal circuit,

e.g. ventral CA1 or brain regions downstream of vS. In this study, recordings were

targeted to vS, and I observed qualitatively distinct activity dynamics of vS com-

pared to these previous studies, most notably the anticipatory rise in vS activity

preceding food intake. Moreover, this vS encoding of the anticipation of food con-

sumption, and not food consumption per se, ties in well with ideas about how the

hippocampus provides a predictive representation about future states and its role

in value-based decision-making (Stachenfeld et al., 2017; Buckner, 2010; Bakkour

et al., 2019; Kay et al., 2020; Voss et al., 2011), rather than the overt consummatory

phase of behaviour.

The modulation of vS activity by hunger during the anticipatory phase of be-

haviour suggests that the vS is integrating hunger-related signals during food an-

ticipation. This sensitivity to changes in the value of reward by motivational state

is one facet of hippocampal function that has been known for a while (Kennedy,

2004; Kennedy and Shapiro, 2009), but only recently becoming increasingly stud-

ied (Yoshida et al., 2019; Carey et al., 2019). Notably, these previous studies ob-

served motivational state-dependent processing using tasks that required animals
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to learn to obtain rewards, e.g. press a lever to obtain food or learn that one path

leads to a reward while the other does not. The experiments conducted in this

thesis contribute to the idea that the hippocampus is surprisingly also sensitive to

hunger in an unlearned, freely feeding behaviour devoid of any task structure and

where animals are constantly exposed to food.

Hunger inhibits vS activity during the anticipatory phase of feeding behaviour in

both innate and learned behavioural tasks. One speculation is that the hippocam-

pus performs a general computation in both ’innate’ and ’learned’ feeding tasks,

i.e. the sensing of hunger signals to set the occasion that provides value to eating

(Holland et al., 1999; Davidson et al., 2014). This may be occurring constantly, re-

gardless of whether or not a task structure is present that necessitates an animal to

perform some action to obtain food, or whether to simply choose to eat a food that

is already present and available. Furthermore, it is also possible that the detection

of hunger signals may be a more general mechanism to support flexible behaviour

(Davidson and Jarrard, 1993; Kennedy, 2004; Kennedy and Shapiro, 2009), as has

been suggested in previous experiments. Thus, it will be important in future studies

to examine mechanistically whether hormonal signals like ghrelin are used in the

hippocampus to flexibly guide decision-making behaviour.

Given the rich literature of the role of the vS in mediating anxiety-like and de-

fensive behaviour (Dong et al., 2009; Strange et al., 2014; Maren, 1999; Xu et al.,

2016), an alternative account of the findings of these experiments is that the vS

activity represents an anxiety signal in response to food presentation, and that the

corresponding hyponeophagia (defined as novelty-suppressed feeding, or reduced

feeding behaviour in an unfamiliar context or in response to an unfamiliar food item)

instead drives the vS activity. In turn, hunger competes with anxiety as a motiva-

tional drive, thereby reducing the vS signal.

In contrast to this pure ’anxiety’ interpretation, I argue that this is unlikely for

the following reasons: (1) the activation of vS activity to food occurs even in a

self-paced, operant-based task with a deterministic delivery of food reward upon

lever press, (2) vS activity also encodes Rearing, a general exploratory behaviour

in response to environmental novelty and not specific to anxiety (Lever et al., 2006),

and (3) the food item (a single chow pellet) presented to animal was familiar and
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constantly provided in their home cage (except under the Fasted state) and that

animals were well habituated to the testing box.

Firstly, the operant feeding task, in addition to providing tight experimental con-

trol over observation of vS activity, also acted as an important control for this anxiety

interpretation. The signals of anxiety observed in vS (Adhikari et al., 2010; Ciocchi

et al., 2015; Jimenez et al., 2018) have mostly been observed in tests such as the

elevated plus-maze (EPM) and open field test (OFT), where animals avoid aversive

portions of the task, such as the open arms of the EPM and centers of the OFT,

that produce the corresponding anxiety signals. By contrast, I observed strong vS

activation in a self-paced, appetitive task where animals press the lever to obtain

food, in both the hungry and sated states. That vS activation occurs most strongly

during Cue Light, a phase of the task that precedes food consumption, makes it

more likely that the vS is signalling an upcoming reward, reminiscent of ramping

signals observed in the ventral striatum (Howe et al., 2013; Hamid et al., 2016).

Secondly, vS appeared to encode Rearing behaviour, a behavioural marker

of information gathering in response to environmental novelty (Lever et al., 2006).

Rearing behaviour has been shown to be invariant to anxiolytic drugs, and under

states of high anxiety animals do not reliably change the amount of rearing be-

haviour (Lever et al., 2006). This argues that vS activity is more closely tied to gen-

eral exploration than anxiety. Lastly, animals were well-habituated to both food item

and context, having been habituated to food presentation on three separate days

prior to test day. This procedure thus minimises any potential of novelty-induced

suppression of behaviour due to anxiety. Together, these reasons challenge the

view that vS is encoding purely anxiety in our task.

Instead, I propose that the higher vS activity during the feeding tasks may

be related to a putative role of the hippocampus in resolving uncertainty (Banner-

man et al., 2012, 2014; Biderman et al., 2020; Grupe and Nitschke, 2013), and

in the case of the free-feeding task, the uncertainty surrounding the value of food

(Davidson et al., 2014; Gershman, 2017). This uncertainty over the value of food

arises from the time-varying value of food as a function of hunger (Davidson et al.,

2014); when an animal is hungry, the value of food is high and will lead to a positive

postingestive outcome. By contrast, when the animal is sated, the value of food
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is low and would lead to a low postingestive outcome. This association of food

with multiple outcomes is the source of food-related uncertainty, and could explain

why the vS is required in feeding behaviour. Resolving this uncertainty also re-

quires integrating signals about the hunger state in addition to other sensory cues

to reach conclusions about the value of food, which is another reason why the vS

is known to be sensitive to hunger as motivational state and to use hunger-state

related information (Davidson and Jarrard, 1993; Hock and Bunsey, 1998; Benoit

and Davidson, 1996; Kanoski et al., 2007; Kennedy and Shapiro, 2009; Carey et al.,

2019; Momennejad et al., 2018). This interpretation of vS as being involved in re-

solving uncertainty can potentially explain how the vS is involved both in anxiety

(i.e. the uncertainty about novel, potentially dangerous parts of the environment)

and uncertainty about appetitive outcomes, such as the value of food (Davidson

et al., 2014).

By honing down on ghrelin as a cellular substrate of hunger, which not only

stimulates robust feeding behaviour when acutely administered to rodents and hu-

mans (Tschöp et al., 2000; Wren et al., 2001) but also recapitulates the key features

of hunger-related feeding behaviour, I found that i.p. injections of ghrelin not only re-

duced vS activity in the free-feeding task, but also activity during anticipation of the

food reward in the operant task. This corresponds well with ideas about the putative

functions of ghrelin, which has been increasingly viewed as mediating anticipatory

feeding behaviour rather than food consumption itself (Hsu et al., 2016). Studies

in which ghrelin signalling is disrupted in rodents, either through knockouts of the

GHSR1a receptor, demonstrate that ghrelin signalling is required for the normal an-

ticipatory increase in locomotion preceding a meal, especially in animals entrained

to feed within a restricted 4-hour time window (Drazen et al., 2006; Gooley et al.,

2006; Blum et al., 2009; Verhagen et al., 2011). These putative roles of ghrelin in in-

fluencing anticipatory feeding is also consistent with the role of the hippocampus in

prediction and the hunger-state modulation of vS activity described in this chapter.

Moreover, the effect of ghrelin on anticipatory behaviour has mostly been examined

on an operational timescale of multiple hours. The results presented in this chapter

suggest that the effect of ghrelin on vS activity during anticipation – defined in my

experiments as the Approach phase in the free-feeding task, or the delay interval
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preceding delivery of food reward in the operant feeding task – is fast and occurs

acutely within a second-to-second or minute-to-minute timescale, suggesting that

the hippocampus may be constantly sampling hunger-related signals.

4.3.2 Circuit-specificity of behavioural encoding in vS

Increasingly, circuit elements in the vS defined by their output projections are pro-

posed to serve distinct functions in emotional and motivated behaviour (Ciocchi

et al., 2015; Jimenez et al., 2018; Cembrowski et al., 2018a). In my experiments,

I observed a similar dissociation of function in vSNAc and vSLH neurons. By using

intersectional methods to restrict expression of calcium indicators to projection-

defined vS neurons, I observed that (1) vSNAc neurons reliably encoded Approach

behaviour, (2) their activity during Approach was most predictive of the amount of

food animals consumed, and (3) their activity also negatively correlated with the

Approach-Eat transition probability. This stands in contrast to vSLH neurons, whose

activity appeared to be invariant to hunger state and more related to the the imme-

diate sensory detection upon food presentation. This heterogeneity in projection-

specific encoding of feeding behaviour could also explain the lack of an effect of

ghrelin on overall vS (non-projection-specific) activity during Approach behaviour.

Future experiments could employ temporally precise optogenetic manipulation of

vS activity during Approach bouts to observe its influence on subsequent food con-

sumption and Approach-Eat transition probability.

In addition to the negative correlation between Approach-related vSNAc activ-

ity, food consumption and Approach-Eat transition probability, vSNAc activity during

food approach appears to encode the value of food. More specifically, the presen-

tation of qualitatively distinct food items elicited different degrees of vSNAc activa-

tion during Approach behaviour in the sated state and correlated with behavioural

preference (amount consumed). This finding is in keeping with previous observa-

tions of the role of the vSNAc circuit in reward-driven behaviour (LeGates et al.,

2018; Ciocchi et al., 2015; Britt et al., 2012), and suggests that vSNAc activity en-

codes the hedonic properties of food only in the state where hunger-derived value is

low. Another interesting observation is that ghrelin indiscriminately reduced vSNAc

Approach-related activity to the presentation of all item types, irrespective of be-

havioural preference. Together, these results suggest the existence of two modes
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of operation in vSNAc activity: a ’sensory-driven’ and ’hunger-driven’ regime of en-

coding. In other words, reward value derived from both the metabolic state (ghrelin)

and hedonic properties of food are jointly encoded in vSNAc activity; however, when

sated, the hedonic properties of food dictates the level of vSNAc activity (sensory-

driven), but under increasing hunger levels, the response of vSNAc activity becomes

progressively dependent on hunger state (hunger-driven). Beyond a certain point,

hunger inhibits vSNAc activity in a manner that is independent of food consump-

tion. This framework could potentially explain why the vSNAc activity was reduced

by ghrelin even during Approach towards the non-food object. Thus, the data sug-

gest that the vSNAc circuit encodes anticipated value, and ghrelin modulates vSNAc

circuit activity in response to the object currently being investigated. In the future,

experiments employing behavioural tasks with better experimental control over the

value of the same food item would be able to further clarify value encoding in the

vSNAc circuit.

Moreover, the reduction in vSNAc activity by ghrelin is consistent with similar

studies looking at the activity of vS and its inputs to NAc during consummatory

behaviour (Reed et al., 2018; Yoshida et al., 2019). For example, food consumption

is associated with reduced vS terminal activity in NAc (Reed et al., 2018). This

finding is consistent with our results, although the study by Reed et al. (2018) only

investigated Ca2+ activity baselined to food port entry and would have thus missed

the anticipatory ramp in vS activity. Furthermore, activation of D1-MSNs is known

to potently reduce food intake (O’Connor et al., 2015), consistent with our finding

of a negative correlation vSNAc activity with food consumption, and the fact that

vSNAc appears to specifically project to D1-MSNs (MacAskill et al., 2014; Scudder

et al., 2018; Baimel et al., 2019). This circuit motif fits with the data presented

in this chapter, where vSNAc activity during Approach is negatively correlated with

Approach-Eat transitions and food consumption, and suggests that excitatory vS

inputs to D1-MSNs are well-placed to suppress food intake.

By contrast, vSLH activity appeared to be less well-explained by feeding be-

haviour, where its activity was invariant across each BSS behaviour and hunger

state. This was surprising, given the well-established role of the LH in feeding

behaviour (Stuber and Wise, 2016; Jennings et al., 2013, 2015) and the reported
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roles of ghrelin signalling in vSLH neurons in promoting feeding (Hsu et al., 2015).

A previous study found that, in a meal entrainment task, ghrelin signalling potenti-

ated food consumption and this was attributed to direct vS projections to LH (Hsu

et al., 2015). However, due to methodological limitations, the study could not ex-

clude the possibility that their behavioural effect of direct cannulation of ghrelin into

vS may have occurred through separate vS pathways, for example, through the

NAc (O’Connor et al., 2015) or lateral septum (Risold and Swanson, 1996; Carus-

Cadavieco et al., 2017), before being conveyed to LH. In my results, I found that

it was the vSNAc neurons that were uniquely sensitive to ghrelin, and more tightly

encoded features of feeding behaviour, in contrast to vSLH activity. Thus, the obser-

vation by Hsu et al. (2015) that ghrelin signalling required an intact LH to produce

potentiated feeding in their task could alternatively be explained by the relay of

hippocampal signals to the NAc before reaching the LH.

One limitation of these experiments is that the annotation of feeding behaviour

was conducted manually. While there has been a rise in open-source software for

behavioural pose estimation based on deep learning (Mathis et al., 2018; Berman

et al., 2014; Markowitz et al., 2018), the clustering of pose data into defined be-

havioural modules based on the statistical properties of behavioural poses, such

as approach, rest and eat, remains challenging and prone to noisy observations

(Berman et al., 2014; Markowitz et al., 2018). To mitigate potential biases in such

manual annotation, the scoring of behaviour was conducted blindly and, in a sub-

set of video data, two scorers independently annotated the behaviours to ensure

reproducibility. Nevertheless, the development of newer software that will allow ro-

bust behavioural classification with higher throughput will provide deeper insights

into the micro-architecture of feeding behaviour and its neural correlates.

Another drawback of the present experiments is the inability to resolve single-

cell activity with fibre photometry, which limits an understanding of how single-

neuron activity changes during the anticipation of food. For instance, the ramp-

ing signal observed in the fibre photometry recordings in the operant feeding task

could be produced by hippocampal neurons whose activity tiles the time points

from action to the food outcome, reminiscent of ’time cells’ that have been reported

in the hippocampus (MacDonald et al., 2011). Bulk fluorescence imaging is un-
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able to dissociate this possibility from other mechanisms of ramping, for example,

through ensemble activity in attractor networks (Inagaki et al., 2019; Rolls, 2013).

Furthermore, vS projections to NAc are not uniform and target specific cell-types,

such as parvalbumin-expressing interneurons, and may represent distinct subpop-

ulations with dissociable functions (Reed et al., 2018; Trouche et al., 2019). Thus,

future experiments incorporating single-cell imaging using microendoscopic imag-

ing methods, with more specific intersectional approaches to monitor vS projections

to specific NAc cell types, would be able to tease apart these different possibilities.

In conclusion, I found that the vS signals the anticipation of food in a hunger-

state dependent manner, and this encoding of food anticipation is specific to sub-

populations of vS projecting to NAc. This finding clarifies an important neural mech-

anism through which the hunger state could be sensed by the hippocampus.



Chapter 5

Cellular and circuit mechanism of

hunger sensing in the ventral

hippocampus

Following the observation that vS encodes food approach behaviour in a

hunger state-dependent manner, in this chapter I provide in vitro and in vivo

evidence for the functional role of ghrelin signalling in ventral hippocam-

pus (vS), using a combination of whole-cell electrophysiology, pharmacol-

ogy, pharmacogenetics and molecular knockdown together with Ca2+-based

fibre photometry. Through a series of experiments, I found that one func-

tional role of ghrelin in vitro is to increase inhibitory synaptic transmission

onto vSNAc neurons. In vivo, impairing ghrelin signalling through molecular

knockdown of the ghrelin receptor GHSR1a prevents the ghrelin-mediated

inhibition of vSNAc activity during Approach behaviour. Together, this sug-

gests that ghrelin signalling inhibits vSNAc activity during Approach. Lastly,

manipulating vSNAc activity in vivo bidirectionally modulates the short-term

dynamics of investigative approach and eating behaviour without affecting

food consumption. These results indicate that ghrelin signalling promotes

synaptic inhibition onto vSNAc that may be crucial for the regulation of food-

seeking behaviour.
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5.1 Introduction

The hippocampus is important in sensing the internal metabolic state, such as

hunger and thirst, to guide behaviour (Kennedy and Shapiro, 2009; Carey et al.,

2019). One hypothesis of the underlying mechanism of metabolic sensing is the

binding of peripherally circulating hormones and ligands to receptors expressed

on hippocampal neurons (Lathe, 2001; Harvey, 2013; Kanoski et al., 2013; Diano

et al., 2006). The hippocampus expresses a wide array of functional receptors for

circulating hormones, such as receptors for hunger- and satiety-related hormones

(Harvey, 2013; Lathe, 2001; Lathe et al., 2020). These hormones are capable of

inducing structural and functional plasticity (Diano et al., 2006; Ribeiro et al., 2014;

Berrout and Isokawa, 2012), suggesting that these receptors are able to modulate

circuit function and behaviour.

In particular, the receptor for ghrelin, the growth hormone secretagogue recep-

tor (GHSR1a), is expressed in the ventral hippocampus (vS) (Guan et al., 1997; Zig-

man et al., 2006; Hsu et al., 2015; Diano et al., 2006). Several studies have shown

that ghrelin is capable of passing through the blood-brain barrier (Banks et al., 2002;

Rhea et al., 2018), binding to hippocampal neurons (Diano et al., 2006), inducing

structural and functional plasticity (Diano et al., 2006; Berrout and Isokawa, 2012;

Ribeiro et al., 2014) and altering ongoing behaviour (Hsu et al., 2015; Carlini et al.,

2008, 2002). However, while the ability of ghrelin to modulate synaptic plasticity

and circuit function has been well-characterised in the hypothalamus (Yang et al.,

2011; Zeltser et al., 2012), relatively little is known about how ghrelin affects the

function of hippocampal circuits. Across extra-hypothalamic regions, ghrelin sig-

nalling is known to modulate excitatory (Diano et al., 2006; Ribeiro et al., 2014) and

inhibitory (Cruz et al., 2013) synaptic transmission, suggesting that the mechanism

of ghrelin signalling may be region- and cell-type specific. An additional layer of

complexity exists in the hippocampus, as pyramidal neurons are made up of het-

erogeneous and intermingled projections to distinct downstream brain areas (Naber

and Witter, 1998; Cembrowski and Spruston, 2019). Thus, one possibility is that

ghrelin signalling might be specific to a certain subpopulation of projection neurons.

This has been suggested in recent work investigating vS projections to hypothala-

mus (Hsu et al., 2015), as well as the findings of the previous chapter showing the
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unique sensitivity of ghrelin in vSNAc projections. However, in vitro evidence for a

projection-specific effect of ghrelin on hippocampal circuit function is lacking.

In addition to its metabolic actions, ghrelin signalling also contributes to a va-

riety of different functions, including hippocampal-dependent learning and memory

(Diano et al., 2006; Tian et al., 2019), approach-avoidance behaviour (Carlini et al.,

2002, 2004, 2008) and motivated feeding (Kanoski et al., 2013; Hsu et al., 2015;

Suarez et al., 2019, 2020). In particular, studies using GHSR1a-null mice show that

animals are impaired in anticipating upcoming meals (Drazen et al., 2006; Gooley

et al., 2006; Verhagen et al., 2011). While these studies provide insights into the

role of ghrelin signalling in hippocampus, their scope was limited owing to their main

use of perturbation techniques, such as genetic knockout or pharmacological ma-

nipulation of ghrelin signalling, without neural activity recording; this limits the ability

to relate how ghrelin signalling may be involved in shaping hippocampal activity in

vivo during free behaviour.

Therefore, in this Chapter, I sought to address three main questions: (1) how

does ghrelin signalling alter synaptic transmission in vS circuits; (2) what is the role

of ghrelin signalling in shaping hippocampal neural activity during behaviour? and

(3) how does manipulating vS activity alter feeding behaviour? To answer these

questions, I used a combination of complementary techniques, including in vitro

whole-cell electrophysiology, molecular knockdown with fibre photometry and phar-

macogenetics to reveal the underlying in vitro and in vivo mechanisms of ghrelin

sensing within vS.

5.2 Results

5.2.1 Ghrelin incubation in vitro does not change synaptic transmis-

sion and intrinsic neuronal properties

The ventral subiculum (vS) is comprised of heterogeneous projection populations

that contribute distinctly to behaviour (Naber and Witter, 1998; Ciocchi et al., 2015;

Jimenez et al., 2018). In the previous chapter, I showed that ghrelin selectively

reduced the activity of the projection from vS to nucleus accumbens (vSNAc), as

opposed to lateral hypothalamus (vSLH) during food approach. To identify a mecha-

nism that could explain the reduction in the in vivo activity of vSNAc neurons, I asked
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whether ghrelin could mediate this effect in vitro through a synaptic mechanism.

More specifically, a recent study identified that increased inhibition onto ventral CA1

neurons was required to produce goal-directed, feeding behaviour (Yoshida et al.,

2019). Therefore, I first focused on studying inhibitory synaptic transmission by con-

ducting in vitro whole-cell recordings of miniature inhibitory postsynaptic currents

(mIPSCs) in vSNAc and vSLH neurons after acute incubation in different concentra-

tions of ghrelin.

In this experiment, I first stereotaxically injected green and red retrobeads in

a counterbalanced order into either NAc or LH (Figure 5.1A) to retrogradely label

vSNAc or vSLH neurons. This fluorescent tag enabled visually-guided patch clamp

recordings of projection-specific vS neurons in the same slice. Two weeks later, an-

imals were perfused with sucrose solution, and slices from the same animal were

alternately incubated in either control, 10 nM or 100 nM ghrelin (Shi et al., 2013)

for 30 minutes prior to recording. For these mIPSC recording experiments, the

bath contained artificial cerebrospinal fluid (aCSF) with tetrodotoxin (TTX; 1 mM),

2-amino-5-phosphonopentanoic acid (APV; 10 µM) and 6-Nitro-2,3-dioxo-1,2,3,4-

tetrahydrobenzo[f]quinoxaline-7-sulfonamide (NBQX; 10 µM). These drugs served

to block action potentials and excitatory glutamatergic transmission, thereby isolat-

ing inhibitory transmission. Further, a high Cl- internal solution was used to shift

the reversal potential of Cl- to ∼0 mV, thereby allowing the recording of mIPSCs

as inward currents at the resting membrane potential of -70 mV and minimising

space-clamp issues (especially in large hippocampal pyramidal neurons).

Using this method, I found that there was no change in the amplitudes of mIP-

SCs of vSNAc neurons in response to different concentrations of ghrelin (mIPSC

amplitudes in pA; PBS = -29.40 ± 1.68; 10 nM ghrelin = -34.01 ± 2.53; 100 nM

ghrelin = -30.20 ± 1.99; one-way ANOVA, F2,29 = 1.44, p = 0.25, n = 12 cells in

PBS, 11 cells in 10 nM ghrelin, 9 cells in 100 nM ghrelin; Figure 5.1B, D). There

was also no change in the frequency mIPSC events across different concentrations

of ghrelin, despite the increasing trend of mIPSC frequency at higher ghrelin levels

(mIPSC frequency in Hz, PBS = 1.52 ± 0.11; Ghrelin 10 nM = 1.70 ± 0.07; Ghrelin

100 nM = 1.82 ± 0.05; one-way ANOVA, F2, 29 = 2.97, p = 0.07, n = 12 cells in PBS,

11 cells in 10 nM ghrelin, 9 cells in 100 nM ghrelin; Figure 5.1D). Similar to vSNAc
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Figure 5.1: mIPSC recordings in vS projections after slice incubation with ghrelin. (A)
Retrobeads were stereotaxically injected into either NAc or LH. After 2 weeks post-surgery,
animals were perfused and horizontal sections of vS were prepared for whole-cell record-
ing. Prior to recordings, each slice was incubated in aCSF in the bath containing either
control (PBS), 10 nM or 100 nM ghrelin. A: anterior, P: posterior, M: medial, L: lateral.
(B) Example traces of mIPSC recordings in vSNAc neurons. (C) as in B for vSLH neurons.
Scale bar for (B) and (C): 500 ms (x-axis), 40 pA (y-axis). (D) mIPSC amplitudes (Left) and
frequency (Right) of vSNAc neurons in the different drug conditions (n = 12 cells in PBS, n
= 11 cells in 10 nM ghrelin, n = 9 cells in 100 nM ghrelin, each from 3 animals). (E) as in B
for vSLH neurons (n = 12 cells in PBS, n = 11 cells in 10 nM ghrelin, n = 9 cells in 100 nM
ghrelin, each from 3 animals). Data represent mean ± sem.

neurons, no change in either mIPSC amplitude or frequency was observed for vSLH

neurons (mIPSC amplitude, PBS = -27.30 ± 1.82, 10 nM ghrelin = -32.05 ± 2.84,

100 nM ghrelin = -33.12 ± 4.54, F2, 29 = 1.088, p = 0.350; mIPSC frequency, PBS

= 1.56 ± 0.07, 10 nM ghrelin = 1.65 ± 0.11, 100 nM ghrelin = 1.63 ± 0.14, F2, 29 =

0.218, p = 0.806, n = 12 cells in PBS, 11 cells in 10 nM ghrelin, 9 cells in 100 nM

ghrelin; Figure 5.1C, E). Therefore, direct application of ghrelin onto vS slices is

insufficient to alter inhibitory synaptic transmission.

Next, I asked whether incubation with ghrelin modulated excitatory synaptic
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transmission (i.e. in the absence of APV and NBQX). Because miniature excita-

tory synaptic currents (mEPSCs) were technically challenging to record in the vS

owing to the low mEPSC event rate (∼0.1 Hz, data not shown, see Discussion), I

used instead electrical stimulation of axons in the Schaffer collateral (SC) to evoke

excitatory synaptic inputs (Figure 5.2A). One reason I focused on the SC pathway

was the existing reports of the influence of ghrelin on the plasticity of the SC input to

CA1 neurons (Ribeiro et al., 2014). In these experiments, I switched to a potassium

gluconate-based internal solution to record in current clamp mode, thus enabling

the simultaneous assessment of excitatory postsynaptic potentials (EPSPs) before

and after 100 mM ghrelin incubation, as well as changes in the intrinsic properties

of neurons after exposure to ghrelin.

In these experiments, a stimulus electrode was placed in the stratum radiatum

layer between CA3 and CA1 (Figure 5.2A), and the amount of current was adjusted

to achieve an evoked EPSP of 3 to 5 mV in the recorded neuron. The SC was

stimulated at 0.1 Hz for 30 minutes, and 100 nM ghrelin was applied to the bath

after obtaining a 5-minute stable baseline. Although there was a trend in vSNAc

neurons of increasing EPSP amplitude following ghrelin incubation, this was not

statistically different from the control condition (percentage change of the EPSP

amplitude in the last 5 minutes of recording compared to the first 5 minutes, Ghrelin

= 18.17 ± 15.76%; PBS = -8.33 ± 21.95%, Mann-Whitney test, U = 46.0, p = 0.159,

n = 18 cells in Ghrelin, n = 7 cells in PBS; Figure 5.2B–D). This was also the case

for EPSP recordings in vSLH neurons, where no change in EPSP was detected

(Ghrelin = 0.48 ± 7.43, PBS = 8.79 ± 18.85, Mann-Whitney test, U = 14.0, p =

0.288, n = 6 cells in Ghrelin, n = 6 cells in PBS; Figure 5.2E–G). Therefore, at

least with SC-driven excitatory synaptic inputs, ghrelin does not modulate the level

of synaptic excitation in vSNAc and vSLH neurons.

In this SC excitation experiment, current steps were also applied before and

after drug incubation to examine if ghrelin influenced the intrinsic properties of neu-

rons. First, I examined if neuronal excitability was influenced by ghrelin (Figure

5.3A–D). To quantify this, I examined the number of action potentials as a function

of injected current (i.e. the input-output curve). Incubating the slices in 100 nM

ghrelin did not appreciably shift the input-output curve in vSNAc neurons (two-way
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Figure 5.2: Synaptic excitation from CA3 is not modulated by ghrelin incubation. (A)
Protocol of stereotaxic surgery, where green and red retrobeads were injected into NAc or
LH (counterbalanced). Two weeks later, hippocampal slices were prepared and whole-cell
recordings were made from vSNAc or vSLH during ghrelin wash-ins while stimulating the
Schaffer collateral (SC) at a rate of 0.1 Hz. (B) Example traces of EPSPs evoked by SC
stimulation in vSNAc neurons. The EPSP traces are averages of responses from the first
5 minutes (left) or last 5 minutes (right). Scale bar: 20 ms (x-axis), 1.5 mV (y-axis). (C)
EPSP amplitude normalised to the 5-minute baseline period before ghrelin wash-in (arrow).
Normalised EPSP amplitudes were averaged in 1-min bins. (D) Change in EPSP amplitude
in the last 5 mins of recording relative to the first 5 mins (n = 18 cells in Ghrelin, n = 7 cells
in PBS). (E–G) as in (B–D) for vSLH neurons (n = 6 cells in Ghrelin, n = 6 cells in PBS).
Error bars represent mean ± sem. Box plots represent median and whiskers represent 1.5
times the interquartile range.

repeated-measures ANOVA, interaction between injected current and incubation,

F16,80 = 0.980, p = 0.368, n = 5 cells and 4 cells for the ghrelin and PBS conditions,

respectively; Figure 5.3A–B) as well as vSLH neurons (interaction, F16,64 = 3.241,

p = 0.108, n = 5 cells and 4 cells for the ghrelin and PBS conditions, respectively;

Figure 5.3C–D). No change in the number of spikes was detected in the control

conditions for both vSNAc (interaction, F16,80 = 1.789, p = 0.269) and vSLH neurons

(interaction, F16,48 = 0.460, p = 0.628). Therefore, acute exposure of vSNAc and

vSLH neurons in vitro to ghrelin did not change their excitability. Finally, I exam-

ined whether ghrelin changed the input resistance of the recorded vSNAc and vSLH
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Figure 5.3: Intrinsic properties of vS neurons are not modulated by ghrelin incubation. (A
and C) Example spiking profile of vSNAc (A) and vSLH (C) neurons in response to a +160
pA current injection. vSNAc neurons are predominantly regular-spiking, whereas vSLH are
mostly burst firing. (B and D) Current input-spike output curves for (B) vSNAc (ghrelin wash-
ins, n = 6 cells from 5 animals; PBS wash-ins, n = 4 cells from 4 animals) and (D) vSLH

neurons (ghrelin wash-ins, n = 5 cells from 3 animals; PBS wash-ins, n = 4 cells from 3
animals), demonstrating the number of action potentials as a function of injected current.
(E) Left : Example voltage responses of vSNAc neurons in response to negative current
injections (from -160 to -20 pA). Scale bar (top): 100 ms (x-axis), 10 mV (y-axis). Scale
bar (bottom): 100 ms (x-axis), 80 pA (y-axis). Right : input resistance of vSNAc neurons
at baseline (before drug wash-in) and 30 mins after drug wash-in (ghrelin wash-ins, n = 6
cells from 5 animals; PBS wash-ins = 4 cells from 4 animals). (F) as in (E) for vSLH neurons
(ghrelin wash-ins, n = 5 cells from 3 animals; PBS wash-ins, n = 4 cells from 3 animals).
Data presented as mean ± sem.

neurons before and after ghrelin incubation (Figure 5.3E–F). I found no change

in input resistance in either vSNAc neurons (input resistance in MΩ, ghrelin incu-

bation, 30 mins = 126.57 ± 8.91, Baseline = 118.87 ± 7.90; PBS incubation, 30

mins = 156.69 ± 53.38, Baseline = 164.62 ± 45.44, interaction between drug and

incubation period, F1,8 = 3.720, p = 0.089, n = 6 cells and 4 cells for the ghrelin

and PBS conditions, respectively; Figure 5.3E) or vSLH neurons (input resistance
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in MΩ, ghrelin incubation, 30 mins = 97.19 ± 17.02, Baseline = 112.85 ± 20.88;

PBS incubation, 30 mins = 106.51 ± 16.32, Baseline = 106.36 ± 19.34; interaction

between drug and incubation period, F1,8 = 2.821, p = 0.137, n = 5 cells and 4 cells

for the ghrelin and PBS conditions, respectively; Figure 5.3F).

Taken together, these data indicate that ghrelin incubation alone is insufficient

to change the levels of synaptic inhibition (in the form of mIPSCs), excitation (in the

Schaffer collateral pathway) and the intrinsic properties such as neuronal excitabil-

ity and membrane input resistance in vSNAc and vSLH neurons.

5.2.2 Ghrelin enhances inhibitory synaptic transmission in a cell-type

specific manner

The data from the ghrelin incubation experiments suggest that ghrelin signalling

alone is insufficient to change synaptic transmission in vS. However, these ghrelin

incubation experiments differed from the results observed in vivo, where exogenous

ghrelin delivered via i.p. injection in animals led to changes in vS activity during

behaviour.

Thus, to more faithfully mimic the in vivo-like conditions that produced the

changes in vS circuit activity, I manipulated the hunger state of animals by giving

them i.p. injections of ghrelin in vivo before perfusion and acute slice preparation

for electrophysiological recording. Specifically, two weeks after surgery, during the

early light cycle (9 am), animals were given an i.p. injection of 2 mg/kg ghrelin

or vehicle control to manipulate their hunger state and perfused 30 minutes later.

Hippocampal slices with retrogradely labelled vSNAc and vSLH neurons were then

prepared to record mIPSCs from projection-specific vS neurons in the same slice

using a high Cl- internal solution (Figure 5.4A).

Strikingly, I observed that the amplitudes of mIPSCs in vSNAc were higher in

ghrelin-injected animals compared to PBS-injected animals (mIPSC amplitudes of

vSNAc neurons in pA, injections with ghrelin = -21.02 ± 2.36; Injections with PBS =

-11.81 ± 1.48, two-tailed unpaired t-test, t = -3.00, p = 0.004, n = 37 cells for Ghre-

lin, n = 26 cells for PBS; Figure 5.4B, D–E). Concomitantly, there was no change in

mIPSC frequency (mIPSC frequency of vSNAc neurons in Hz, injections with ghre-

lin = 1.22 ± 0.05; injections with PBS = 1.17 ± 0.07; two-tailed unpaired t-test, t =

0.61, p = 0.547, n = 37 cells for Ghrelin, n = 26 cells for PBS; Figure 5.4B, F–G).
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Figure 5.4: High in vivo ghrelin selectively increases synaptic inhibition onto vSNAc neu-
rons. (A) Retrobeads were stereotaxically injected into either NAc or LH. After 2 weeks
post-surgery, animals wer given an i.p. injection of either 2 mg/kg ghrelin or PBS control 30
minutes before perfusion and slicing. (B and C) Example traces of mIPSCs after injecting
animals with either ghrelin or PBS in vSNAc (B) or vSLH (C) neurons. Scale bar: 500 ms
(x-axis), 30 pA (y-axis). (D and E) mIPSc amplitudes of vSNAc neurons (ghrelin-injected, n
= 37 cells from 5 animals; PBS-injected, n = 26 cells from 3 animals, two-tailed unpaired
t-test, t = -3.00, p = 0.004) expressed as a bar plot (D) and a cumulative proportion. (F and
G) vSNAc neuron mIPSC frequency (two-tailed unpaired t-test, t = 0.61, p = 0.547) as a bar
plot in (F) and cumulative proportion in (G). (H and I) mIPSC amplitudes as in (D and E)
for vSLH neurons (ghrelin-injected = 21 cells from 3 animals, PBS-injected = 26 cells from
3 animals, two-tailed unpaired t-test, t = -0.62, p = 0.539). (J and K) mIPSC frequency as
in (F and G) for vSLH neurons (two-tailed unpaired t-test, t = 0.28, p = 0.782). Error bars
represent mean ± sem. Illustration downloaded from SciDraw.

This effect of ghrelin was absent in vSLH neurons, where neither the amplitude nor

frequency of mIPSCs was altered by ghrelin (mIPSC amplitudes of vSLH neurons

in pA, injections with ghrelin = -12.92 ± 0.90; injections with PBS = -12.15 ± 0.84;
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two-tailed unpaired t-test, t = -0.62, p = 0.54,; mIPSC frequency in Hz, mIPSC fre-

quency in Hz, injections with ghrelin = 1.20 ± 0.07; injections with PBS = 1.18 ±

0.06; two-tailed unpaired t-test, t = 0.28, p = 0.782, n = 21 cells for Ghrelin, n = 26

cells for PBS; Figure 5.4C, H–K). Thus, by systemically increasing ghrelin levels

in the periphery, which thus mimicked the in vivo conditions in which I observed a

ghrelin-mediated reduction in vSNAc activity, I found that peripheral ghrelin is suf-

ficient to selectively increase inhibitory synaptic transmission onto vSNAc, but not

vSLH, neurons.
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Figure 5.5: GHSR1a antagonism reduces mIPSC amplitude in vSNAc neurons. (A)
Retrobeads were stereotaxically injected into NAc. After 2 weeks post-surgery, animals
were injected with 2 mg/kg, perfused and sliced. Half of the prepared slices were incu-
bated in aCSF containing 50 µM D-[Lys3]-GHRP-6, and the other half in aCSF containing
vehicle control. 30 mins later, mIPSCs were recorded from vSNAc neurons. (B) Example
recordings from vSNAc neurons in PBS and D-lys. Scale bar: 500 ms (x-axis), 40 pA (y-
axis). (C–D) mIPSC amplitude as a (C) bar plot and (D) cumulative fraction (D-lys, n = 12
cells from 2 animals; PBS, n = 12 cells from 2 animals). (E and F) mIPSC frequency as in
(C–D). Error bars represented as mean ± sem. Illustration downloaded from SciDraw.

To determine whether this effect of ghrelin on synaptic inhibition onto vSNAc

neurons was dependent on the ghrelin receptor GHSR1a, I repeated the exper-

iments and focused on recording mIPSCs from vSNAc neurons (Figure 5.5A).
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Retrobeads were injected into NAc, and two weeks later, animals were given i.p.

injections of ghrelin prior to slicing. In these animals, I prepared vS slices and incu-

bated one half of the slices in aCSF containing the GHSR1a antagonist D-[Lys3]-

GHRP-6 (D-lys; 50 µM) and the other half in vehicle control. 30 minutes later, I

recorded mIPSCs from vSNAc neurons. Incubating the slices in the bath containing

D-lys led to a specific reduction in the mIPSC amplitude (mIPSC amplitude in pA,

incubations in D-lys = -22.03 ± 2.06, incubations in PBS = -35.81 ± 1.95; two-tailed

unpaired t-test, t = 4.87, p = 0.0001, n = 12 cells in D-lys, n = 12 cells in PBS;

Figure 5.5B–D), without a simultaneous change in the mIPSC frequency (mIPSC

frequency in Hz, incubations in; D-lys = 1.25 ± 0.15; incubations in PBS = 1.49 ±

0.06; two-tailed unpaired t-test, t = -1.47, p = 0.16, n = 12 cells in D-lys, n = 12 cells

in PBS; Figure 5.5E–F). This finding demonstrates that ghrelin signalling via the

GHSR1a in vSNAc neurons modulates the level of inhibitory synaptic transmission.

Taken together, these results indicate that ghrelin mediates a projection-

specific increase in inhibitory transmission onto vSNAc neurons, and that GHSR1a

antagonism reverses the increase in inhibitory synaptic transmission.

5.2.3 Knockdown of ghrelin receptors in vSNAc neurons impairs the

encoding of Approach behaviour

Thus far, the evidence presented indicates that systemic ghrelin promotes an in-

creased inhibitory drive onto vSNAc neurons in vitro. These results suggest that

ghrelin signalling in vSNAc neurons may be important in producing the inhibition

of vSNAc activity in vivo. Given that hippocampal neurons express GHSR1a (Hsu

et al., 2015; Diano et al., 2006; Zigman et al., 2006), I therefore asked how GHSR1a

signalling influences vSNAc population activity in different hunger states, and hy-

pothesised that reducing ghrelin signalling in vSNAc neurons would prevent the

reduction in vSNAc activity brought on by ghrelin. To test this idea, I needed to

simultaneously impair ghrelin signalling in vSNAc neurons and record their neural

activity. Thus, I used a molecular knockdown approach that involves virally trans-

ducing vSNAc neurons with both a knockdown construct for the microRNAi-adapted

short-hairpin RNA intereference of the GHSR1a (shRNAmir; Figure 5.6A–C), as

well as the calcium indicator GCaMP6f. This approach allows the simultaneous

imaging of vSNAc neurons with reduced GHSR1a signalling.
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Figure 5.6: Design of shRNAmir sequence and viral construct. (A) Knockdown of GHSR1a
by plasmids harbouring the shRNAmir sequence targeting the growth hormone secreta-
gogue receptor 1a (GHSR1a), as assayed in a HEK293 cell culture. The percentage of
knockdown was assessed using qT-PCR to measure the relative expression compared to
the empty vector control. Note that data presented in (A) are taken from validation ex-
periments conducted by Vector Biolabs. (B) The shRNA sequence against GHSR1a was
inserted into a mir-155 backbone, and packaged into an AAV under the elongation factor 1α
promoter, and made Cre-dependent through a double inverted open reading frame (DIO)
design. The mCherry fluorophore allows confirmation of shRNAmir expression. (C) In the
presence of Cre, the ORF becomes inverted into the forward orientation, thus enabling
functional transcription of the shRNAmir and mCherry sequence.

Briefly, the shRNAmir molecular knockdown approach makes use of a con-

struct that incorporates both natural microRNAi and artificial short-hairpin RNAi

to achieve efficient knockdown of the the ghrelin receptor GHSR1a. First, the

shRNAmir sequence targeting the GHSR1a protein was validated in vitro in a

HEK293 cell line and shown to reduce the expression of GHSR1a by 82% relative

to an empty vector (Figure 5.6A). A scrambled control – in which the shRNAmir

sequence targeting the GHSR1a was shuffled and therefore cannot base-pair with

the mRNA for GHSR1a – achieved by comparison 10% knockdown (Figure 5.6A).

This shRNAmir sequence targeting GHSR1a was then placed in a cassette

and subsequently packaged into a recombinant adeno-associated virus (AAV) vec-

tor that expresses both the shRNAmir and an mCherry reporter (Figure 5.6B).

Crucially, the rAAV was made Cre-dependent by inverting the open reading frame

(ORF; Figure 5.6C). Upon Cre recombination, the ORF is inverted, switching the

cassette into the forward sequence and allowing for the functional transcription of

the shRNAmir.

Using this viral construct, I first injected AAV2-retro-Syn-Cre into NAc, which
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Figure 5.7: GHSR1a knockdown in vSNAc neurons impairs hunger-driven circuit inhibition
during chow presentation. (A)Viral strategy for simultaneous Ca2+ imaging and molecular
knockdown of GHSR1a in vSNAc neurons in freely feeding mice. The virus AAV2-retro-
Syn-Cre was injected into NAc, thereby retrogradely expressing Cre in vS neurons. In the
same surgery, a 1:1 mix of the Cre-dependent viruses expressing GCaMP6f (AAV1-CAG-
FLEX-GCaMP6f-WPRE-SV40) and shRNAmir (AAV1/2-EF1a-DIO-m-ghsr1-shRNAmir ) or
scrambled constructs (AAV1/2-EF1a-DIO-m-ghsr1-Scrambled) was injected into vS. (B)
20x confocal images of vS demonstrating colocalisation of shRNAmir or Scrambled con-
structs with GCaMP6f. Scale bar: 50 µm. (C, F) Averaged z-scored Ca2+ activity of all (D)
vSNAc::Scrambled or vSNAc::shRNAmir animals, aligned to chow presentation (n = 6 vSNAc::shRNAmir

animals, 6 vSNAc::Scrambled animals). (D, G), Area under the curve from 0 to 30 s for (D)
vSNAc::Scrambled and (G) vSNAc::shRNAmir animals. (E, H) Linear regressions of the amount
of chow consumed within the first 10 minutes with the AUC of (E) vSNAc::Scrambled or (H)
vSNAc::shRNAmir activity. Data represent mean ± sem.
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retrogradely expresses Cre in vS (Figure 5.7A). In the same surgery, the Cre-

dependent AAV harbouring the shRNAmir against GHSR1a (AAV1/2-EF1a-DIO-

m-ghsr1-shRNAmir ) was injected into vS, thus expressing the shRNAmir specif-

ically in vSNAc neurons (vSNAc::shRNAmir animals). In parallel, and as a con-

trol, littermate animals were injected with the control virus AAV1/2-EF1a-DIO-m-

ghsr1-scrambled in vS to express a scrambled version of the shRNAmir target-

ing GHSR1a (vSNAc::Scrambled animals). Either of these viruses was mixed in a 1:1

ratio with AAV1-CAG-FLEX-GCaMP6f-WPRE-SV40 to allow for the specific imag-

ing of Ca2+ activity preferentially in vS neurons co-expressing either the shRNAmir

or scrambled construct (Figure 5.6B). All injections were conducted unilaterally

to avoid possible behavioural impairments resulting from bilateral knock down of

GHSR1a in vSNAc, thereby decoupling behaviour from the neural encoding of be-

haviour in the vSNAc circuit. After at least 4 weeks post-surgery, animals were

subjected to behavioural testing.

Animals were injected with either 2 mg/kg ghrelin or PBS 30 mins before pre-

sentation of chow. At the moment of chow presentation, vSNAc::Scrambled activity in

the ghrelin condition was markedly reduced to a lower level of Ca2+ fluorescence

compared to the PBS condition (AUC from 0 to 30 s for vSNAc::Scrambled mice, Ghre-

lin = 17.73 ± 11.63, PBS = 55.18 ± 11.37, two-tailed paired t-test, t = -3.76, p = 0.01,

n = 6 mice; Figure 5.7C–D). By contrast, the Ca2+ fluorescence in vSNAc::shRNAmir

animals exhibited no change in overall activity across Ghrelin and PBS conditions

(AUC from 0 to 30 s for vSNAc::shRNAmir mice, Ghrelin = 35.35 ± 9.63, PBS = 32.01

± 9.02, two-tailed paired t-test, t = 0.33, p = 0.76, n = 6 mice; Figure 5.7F–G).

Consistent with this differential activity across hunger states, vSNAc::Scrambled activity

significantly correlated with ghrelin-driven food intake (Pearson correlation between

amount of chow consumed and AUC 0-30 s, r = -0.76, p = 0.004; Figure 5.7E). This

was not the case for vSNAc::shRNAmir activity, which appeared decorrelated from food

consumption (Pearson correlation between amount of chow consumed and AUC 0-

30 s, r = -0.31, p = 0.33; Figure 5.7H). Thus, molecular knockdown of GHSR1a in

vSNAc neurons impairs the ability of ghrelin to inhibit vSNAc neurons following chow

presentation.

Notably, the above results indicated that ghrelin signalling was required for in-
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Figure 5.8: Unilateral GHSR1a knockdown does not influence hunger state-dependent
behaviour. (A) The amount of chow consumed within the 10-minute chow presentation
period between vSNAc::shRNAmir and vSNAc::Scrambled animals. (B, C) Distribution of time spent
engaging in a BSS behaviour after (B) PBS or (C) ghrelin injection, normalised by the total
amount of time spent in any BSS behaviour. (D, E) Markov chain transition probability
analysis in the sequence of BSS behaviours following (D) PBS or (E) ghrelin injection.
Bar plots show mean ± sem, and boxplots demonstrate the median and 1.5 times the
interquartile range.

hibiting the vSNAc circuit following chow presentation. However, it remained possible

that this effect was indirect; impaired ghrelin signalling may have influenced the ex-

pression of certain feeding behaviours, e.g. reduced approach or increased eating,

thereby shifting vSNAc activity accordingly. To exclude this possibility, I manually

annotated the behaviour of vSNAc::shRNAmir and vSNAc::Scrambled animals in a blinded

manner, and analysed the feeding patterns between these two conditions (Figure

5.8). No difference was detected in the overall amount of chow consumed between

vSNAc::shRNAmir and vSNAc::Scrambled animals (two-way mixed effects ANOVA, interac-

tion between hunger state and virus injected, F1,10 = 0.10, p = 0.76; Figure 5.8A).

Furthermore, no difference was detected in the amount of time spent engaging in

a BSS behaviour in either the ghrelin condition (two-way mixed effects ANOVA, in-

teraction between virus injected and BSS behaviour, F4,40 = 0.45, p = 0.78) or PBS

condition (two-way mixed effects ANOVA, interaction between virus injected and

BSS behaviour, F4,40 = 0.59, p = 0.67; Figure 5.8B–C). When focusing specifically
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on Approach behaviour, there was no interaction between the hunger state and

virus injected (two-way mixed effects ANOVA, interaction between virus injected

and hunger state, F1,10 = 3.13, p = 0.11); instead, Approach behaviour was depen-

dent solely on the hunger state and not on whether shRNAmir or Scrambled was

expressed in vSNAc (main effect of hunger state, F1,10 = 5.08, p = 0.047; main effect

of virus injection, F1,10 = 0.57, p = 0.46). Lastly, analysis of the transition probabili-

ties from each BSS behaviour to the next behaviour revealed no differences in the

feeding-specific (Figure 5.8D–E) and non-feeding-specific (data not shown) BSS

behavioural sequences in both the PBS and ghrelin states. Thus, unilateral knock-

down of GHSR1a in vSNAc does not affect overall feeding behaviour, and effectively

decouples behaviour from the encoding of behaviour in vSNAc activity. This also

means that the lack of an inhibition in vSNAc::shRNAmir population activity could not

have resulted from an altered behavioural pattern in the feeding sequence.

Does this impairment of vSNAc circuit inhibition by shRNAmir-mediated knock-

down of GHSR1a occur specifically during food approach? Using the annotated

BSS behaviours across the 10-minute behavioural session, I aligned the photom-

etry signals from vSNAc::shRNAmir and vSNAc::Scrambled animals to the onset of Ap-

proach events (Figure 5.9). Consistent with previous vSNAc activity recordings,

the z-scored Ca2+ signal in vSNAc::Scrambled neurons appeared to be inhibited at the

onset of Approach in the ghrelin condition (Figure 5.9A). This is consistent with

the analysis of vSNAc activity (Figure 4.11, Chapter 4) where vSNAc activity showed

ghrelin-dependent modulation predominantly at food approach. By contrast, knock-

down of GHSR1a in vSNAc::shRNAmir animals made the Ca2+ signal invariant to ghre-

lin during Approach (Figure 5.9D). This suggested that molecular knockdown of

GHSR1a in vSNAc impairs the ability of ghrelin to inhibit vSNAc circuit activity during

food approach.

To quantify the reduction in vSNAc activity during Approach, I used multiple

regression analysis to estimate the β weight for Approach – as described in the

previous chapter. This β value for Approach is a measure that represents the iso-

lated, average neural activity during Approach, after taking into account possible

contributions from other BSS behaviours, presentation and velocity (see Methods).

These linear models captured significant variance in the z-scored Ca2+ activity (5-
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proach was significantly reduced in the Ghrelin condition compared to control (β weight for
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Ghrelin = 0.33 ± 0.33, Approach, two-tailed t-test, t = 0.77, p = 0.48, n = 6 mice). (C, F) Lin-
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and predictive of food consumption, while the Approach β weights in vSNAc::shRNAmir animals
were not. Photometry traces represent mean ± sem, and boxplots represent median and
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fold cross-validated accuracy, vSNAc::shRNAmir = 0.16 ± 0.02; vSNAc::Scrambled = 0.23

± 0.02). Consistent with the Approach-aligned Ca2+ signals, the β weight for Ap-

proach was significantly reduced in the Ghrelin condition compared to PBS only in

vSNAc::Scrambled animals, and not vSNAc::shRNAmir animals (vSNAc::Scrambled β weight
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for Approach, PBS = 0.61 ± 0.22, Ghrelin = 0.12 ± 0.22, two-tailed t-test, t = 2.67, p

= 0.04; vSNAc::shRNAmir β weight for Approach, PBS = 0.54 ± 0.19, Ghrelin = 0.33 ±

0.33, Approach, two-tailed t-test, t = 0.77, p = 0.48; n = 6 mice each; Figure 5.9B,

E).

Finally, I asked how GHSR1a knockdown in vSNAc neurons affected the re-

lationship between Approach-related activity and amount of chow consumed. I

previously demonstrated that vSNAc activity during food approach was predictive of

subsequent food consumption (Figure 4.12, Chapter 4). I hypothesised that molec-

ular knockdown of GHSR1a would decouple the relationship between Approach-

related vSNAc activity and subsequent food consumption. To answer this question,

I regressed the β weights obtained for Approach against the amount of chow con-

sumed within the 10 minute presentation period. I found that while the β weight

for Approach in vSNAc::Scrambled animals was highly correlated with chow consump-

tion, the β weight for Approach in vSNAc::shRNAmir was decorrelated from chow con-

sumption (Pearson correlation between for Approach β and chow consumption

vSNAc::Scrambled, r = -0.59, p = 0.04; vSNAc:: shRNAmir, r = 0.42, p = 0.17; Figure

5.9C, F). Therefore, impairing ghrelin signalling in vSNAc projections reduced the

ability of ghrelin to inhibit vSNAc activity at the time of food approach.
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Importantly, within animals, I found that there was no modulation in the Ca2+

activity for food presentation and velocity across the PBS and ghrelin conditions

in both vSNAc::Scrambled and vSNAc::shRNAmir animals (two-way repeated-measures
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ANOVA, vSNAc::Scrambled interaction, p = 0.35; vSNAc::shRNAmir interaction, p = 0.43;

Figure 5.10A–B). Notably, there was an effect of GHSR1a knockdown on the vSNAc

response to food presentation (two-way mixed effects ANOVA of presentation β

weight, main effect of virus injected, F1,10 = 6.42, p = 0.03), indicating that molecu-

lar knockdown of GHSR1a attenuated the Ca2+ response to food presentation; this

finding suggests that there might be homeostatic plasticity in the vS circuit following

GHSR1a knockdown (see Discussion). As an important final check, fibre photom-

etry recording sites were verified to be localised within the vS (Figure 5.11).
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Figure 5.11: Representative fibre locations of RNAi-mediated GHSR1a knockdown exper-
iments.

In summary, I found that GHSR1a knockdown prevented the ghrelin-mediated
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inhibition of vSNAc neurons during chow presentation, and specifically diminished

the hunger state-dependent encoding of Approach behaviour. This effectively de-

coupled Approach-related activity from subsequent chow consumption, showing

that hunger state sensing in vSNAc neurons is dependent on the GHSR1a.

5.2.4 Bidirectional modulation of approach-to-eat transitions through

chemogenetic control of vSNAc activity

The previous data demonstrate that ghrelin recruits an inhibitory plasticity mech-

anism in the postsynaptic compartment in vS that depends on GHSR1a activity.

Furthermore, ghrelin receptor signalling in vSNAc neurons is required for the en-

coding of food approach behaviour in a hunger-dependent manner. Therefore, one

hypothesis is that the activity of the vSNAc circuit influences an animal’s strategy

during feeding behaviour and, in turn, is capable of controlling the amount of food

that it consumes.
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Figure 5.12: Bidirectional manipulation of vSNAc activity governs exploratory Approach be-
haviour. (A) Left : Stereotaxic surgery protocol to virally express DREADDs in vSNAc neu-
rons. AAV2-retro-Syn-Cre is first injected into NAc. In the same surgery, Cre-dependent
DREADDs is injected into vS. Right : At least four weeks later, animals were fasted
overnight prior to behavioural testing. On test day, animals were injected with either 1
mg/kg CNO or PBS, allowed to recover for 30 mins in the testing box before presentation of
a chow pellet. (B) Amount of chow consumed within 10 minutes of chow presentation. (C)
Distributions of time spent (normalised) in each BSS behaviour after animals had been in-
jected with PBS or CNO (n = 10 hM3Dq animals, 10 hM4Di animals, n = 8 mCherry control
animals). Data presented as mean ± sem. Illustration downloaded from SciDraw.

To probe whether vSNAc neurons are necessary and/or sufficient to drive food

approach during free behaviour under physiological conditions, I virally expressed
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the excitatory and inhibitory designer receptors exclusively activated by designer

drugs (DREADDs), hM3Dq and hM4Di, respectively, or fluorophore-only control,

in vSNAc neurons (Figure 5.12A). In this system, the inert ligand clozapine-N-

oxide (CNO) binds to the DREADDs and activates or inhibits these neurons in

vivo. Expression of the DREADDs was targeted to vSNAc neurons by first in-

jecting AAV2-retro-Syn-Cre in NAc, and Cre-dependent AAV8-Syn-DIO-hM3Dq-

mCherry, AAV8-Syn-DIO-hM4Di-mCherry or AAV8-Syn-DIO-mCherry bilaterally

into vS. Four weeks later, I subjected the animals to behavioural testing. Animals

were fasted overnight prior to testing; this method was preferred to i.p. injections

of ghrelin as both the DREADDs and GHSR1a are GPCRs that might lead to inter-

ference in signalling cascades (Mear et al., 2013, see Limitations of experiments

under Discussion). On testing day, animals were given i.p. injections of 1 mg/kg

CNO or PBS control and allowed 30 mins to recover prior to presentation of a pellet

of chow (Figure 5.12A).

Firstly, the amount of chow consumed within the 10 minute presentation period

did not differ depending on drug and virus (two-way mixed effects model, interac-

tion between drug and virus, F2,25 = 0.327, p = 0.724; Figure 5.12B), indicating

that manipulating vSNAc activity was not sufficient to influence food consumption at

a timescale of 10 minutes. This was initially surprising, given recent reports of the

ability of vSNAc neurons in controlling feeding behaviour (Reed et al., 2018; Yang

et al., 2019). To examine whether vSNAc manipulation affected the short-term dy-

namics of feeding behaviour, I next examined how much time animals spent engag-

ing in a particular BSS behaviour (namely, Approach, Eat, Rear, Groom and Rest).

Strikingly, the amount of time spent in Approach behaviour was significantly ele-

vated through vSNAc activation in the hM3Dq group compared to the hM4Di group

(two-way mixed effects ANOVA for duration of engagement in Approach behaviour,

virus as between-subject factor and drug as within-subject factor, interaction be-

tween virus and drug injected, F2, 25 = 6.789, p = 0.004; main effect of virus, F1, 25

= 2.627, p = 0.092; main effect of drug injected, F2, 25 = 0.0012, p = 0.97, n =

10 hM3Dq animals, 10 hM4Di animals, 8 mCherry animals; Figure 5.12C). This

is in keeping with the observed encoding of exploratory Approach behaviour by

vSNAc neurons (Chapter 4). Posthoc testing revealed that this difference was driven



5.2. Results 158

largely by differences between the hM3Dq and hM4Di groups in the CNO condi-

tion, while the control mCherry group was variable and did not differ from either the

hM3Dq and hM4Di groups (proportion time spent in Approach in the CNO group,

post-hoc unpaired t-test with Benjamini-Hochberg correction, hM3Dq vs. hM4Di, t

= 3.137, p = 0.031; hM4Di vs. mCherry, t = 1.544, p = 0.225; hM3Dq vs. mCherry,

t = 1.695, p = 0.218). By contrast, general exploratory (Rear) and consummatory

behaviours (Rest, Groom and Eat) were unaltered by these manipulations of vSNAc

activity, again consistent with the specific encoding of food Approach behaviour

observed in the fibre photometry experiments. This result indicates that vSNAc ac-

tivation is capable of driving food approach behaviour.
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Figure 5.13: Manipulating vSNAc changes the transition dynamics of feeding behaviour.
(A–C) Markov graphs in the CNO condition for (A) hM3Dq, (B) hM4Di and (C) mCherry
animals. Each node represents a BSS behaviour, and each arrow (edge) indicates a tran-
sition. The thickness of each arrow is weighted by the transition probability. (D–G) Markov
chain transition probability analysis in both the PBS and CNO condition for (D) Approach-
Approach, (E) Approach-Eat, (F) Eat-Approach and (G) Eat-Eat conditions. Approach-
Approach and Approach-Eat transition probabilities are significantly modulated by CNO in-
jection. Box plots represent median and the whiskers represent 1.5 times the interquartile
range.

To examine whether the moment-to-moment behavioural transitions were af-

fected by vSNAc activity changes, I analysed the dynamics of feeding behaviour as a

stochastic Markov process – as described previously – by computing the transition
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probabilities from one BSS behaviour to the next (Figure 5.13A–C). Predictably,

overnight fasted animals engaged mostly in feeding-specific behaviours, i.e. Ap-

proach and Eat. Therefore, I focused my analysis specifically on the behavioural

dynamics between Approach and Eat. This analysis revealed differences in the

Approach-Approach and Approach-Eat transitions (Figure 5.13D–E). Firstly, there

was a trend of increased Approach-Approach transition probability with the manip-

ulation of vSNAc activity, but this was not significant (two-way mixed effects ANOVA,

interaction between drug injection and DREADDs virus, F2,25 = 2.356, p = 0.115;

main effect of virus, F2,25 = 2.631, p = 0.092; main effect of drug injection, F1,25 =

0.142, p = 0.709; Figure 5.13D). When analysing the CNO condition separately, the

Approach-Approach transition probability depended on the virus injected (one-way

ANOVA, F2, 25 = 7.02, p = 0.003; Figure 5.13D). More specifically, vSNAc inhibition

with hM4Di produced a lower Approach-Approach probability than vSNAc activation

with hM3Dq, while the mCherry condition was variable (Approach-Approach transi-

tion probability in the CNO group, post-hoc unpaired t-test with Benjamini-Hochberg

correction, hM3Dq vs. hM4Di, t = 3.602, p = 0.01; hM4Di vs. mCherry, t = -2.111,

p = 0.153; hM3Dq vs. mcherry, t = 1.435, p = 0.347).

Secondly, for Approach-Eat transitions, inhibiting vSNAc activity promoted the

transition from Approach to Eat (two-way mixed effects ANOVA, interaction between

Approach-Eat transition probability and DREADDs virus, F2,25 = 3.788, p = 0.037;

main effect of drug injection, F1,25 = 1 × 10-6, p = 0.999; main effect of virus, F2,25

= 4.108, p = 0.029; Figure 5.13E). When analysing the CNO group separately, the

Approach-Eat transition probability was increased with vSNAc inhibtion but not af-

fected by vSNAc activation (one-way ANOVA, F2, 25 = 11.80, p = 2.46 × 10-4; Figure

5.13E). In the hM4Di group, the high Approach-Eat transition probability denoted

that once animals began investigating food (Approach), they were more likely to

transition towards eating the food (Eat) relative to the mCherry and hM3Dq condi-

tions. Posthoc testing revealed that in the CNO injected group, the main differences

in Approach-Eat transitions arose predominantly from the increased Approach-Eat

transition probability in the hM4Di group relative to the hM3Dq and mCherry con-

ditions (Approach-Eat transition probability in the CNO group, post-hoc unpaired

t-test with Benjamini-Hochberg correction, hM3Dq vs. hM4Di, t = 4.453, p = 0.002;
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Figure 5.14: Manipulating vSNAc activity does not change overall chow consumption over
multiple hours. (A–C) Sequential measurement of chow intake after either PBS or CNO
injection in singly housed mice expressing either (A) hM3Dq, (B) hM4Di or (C) mCherry in
vSNAc neurons. Data represent mean ± sem.

hM4Di vs. mCherry, t = 3.093, p = 0.021; hM3Dq vs. mcherry, t = 1.726, p = 0.207).

No difference was detected in the transition probabilities during Eat-Approach and

Eat-Eat transitions (Figure 5.13F–G), as well as other non-feeding-specific tran-

sitions (data not shown). Collectively, these results indicate that vSNAc activation

drives food investigation, while vSNAc inhibition regulates the dynamics of feeding

behaviour through changing the transition probabilities between Approach and Eat

behaviour.

Does this change in behavioural transition dynamics translate to changes in

overall consumption over longer periods of time? To address this question, I singly

housed each animal and, following a 16-hour fast, delivered i.p. injections of either
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Figure 5.15: Manipulating vSNAc activity does not change locomotion. (A) Example po-
sition tracking of animals in the behavioural boxes during presentation of chow. (B) The
cumulative displacement of animals across drug and DREADDs virus conditions (Displace-
ment in cm, CNO, hM3Dq = 699.29 ± 46.36, hM4Di = 709.44 ± 67.07, mCherry = 678.31
± 55.78; PBS, hM3Dq = 739.12 ± 42.24, hM4Di = 681.46 ± 46.59, mCherry = 710.25 ±
66.50). (C) The velocity of the tracked animals across drug and DREADDs virus conditions
(average velocity in cm/s, CNO, hM3Dq = 1.16 ± 0.08, hM4Di = 1.18 ± 0.11, mCherry =
1.12 ± 0.09l; PBS, hM3Dq = 1.22 ± 0.07, hM4Di = 1.12 ± 0.07, mCherry = 1.18 ± 0.11).
Data represent mean ± sem.

PBS or 1 mg/kg CNO before returning chow into the home cage. I then measured

the amount of food consumed across multiple hours (Figure 5.14A–C). Surpris-

ingly, this experiment revealed that vSNAc activity was neither necessary nor suf-

ficient to drive food consumption behaviour (two-way repeated-measures ANOVA,

hM3Dq: time × drug, F6, 54 = 0.78, p = 0.59; main effect of drug, F1, 9 = 0.001, p =

0.975; hM4Di, time × drug, F6,42 = 0.46, p = 0.83; main effect of drug, F1, 7 = 0.168,

p = 0.694; mCherry, time × drug, F6,42 = 2.15, p = 0.07; main effect of drug, F1, 7

= 1.194, p = 0.311; Figure 5.14A–C). Thus, vSNAc activity does not influence food

consumption, but rather food-seeking behaviour, i.e. the decision to transition from

investigating to eating food.

One possibility was that manipulating vSNAc activity could have changed

arousal and overall locomotion, thereby increasing the probability of Approach
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behaviour by chance. By tracking the animal’s position across time, I observed

that these DREADDs-mediated manipulation of vSNAc activity did not influence to-

tal cumulative distance travelled (two-way mixed-effects ANOVA, displacement in

cm, interaction between virus and drug injected, F2,21 = 0.665, p = 0.525; Figure

5.15A–B) and average velocity (average velocity in cm/s, interaction between virus

and drug injected, F2,21 = 0.708, p = 0.503; Figure 5.15B). This control analysis

shows that vSNAc activity manipulations did not influence locomotion. Taken to-

gether, these data indicate that vSNAc activity promotes increased investigation of

food and gates the transition from Approach to Eat behaviour.

5.3 Discussion

Using a combination of approaches, including in vitro whole-cell electrophysiol-

ogy with pharmacology, molecular knockdown with fibre photometry, and pharma-

cogenetic manipulation, this chapter presented data that demonstrate a ghrelin-

mediated increase in inhibitory synaptic transmission. In turn, reducing ghrelin

signalling in vSNAc by molecular knockdown of GHSR1a eliminated the behavioural

encoding of food approach behaviour, highlighting the relevance of vS ghrelin sig-

nalling in food-seeking behaviour. Lastly, manipulating vSNAc acitivity independent

of ghrelin signalling showed that inhibition of vSNAc neurons was sufficient to regu-

late the transition from Approach to Eat, while activation of vSNAc increased overall

food investigation time.

5.3.1 Determinants of inhibitory synaptic transmission in vSNAc neu-

rons

In my studies of synaptic tranmission in vSNAc and vSLH neurons, I first showed that

incubation of hippocampal acute slices in ghrelin was not sufficient to modulate

inhibitory synaptic transmission. Instead, systemic i.p. injections of ghrelin were

sufficient to increase mIPSC amplitude, and not frequency, in vSNAc neurons. This

suggests that postsynaptic inhibitory plasticity is recruited by ghrelin signalling in a

projection-specific manner. To my knowledge, this is the first account of projection-

specific ghrelin signalling, and of ghrelin-mediated changes in inhibitory synaptic

transmission, within the hippocampus.

Firstly, the lack of an effect of acute ghrelin incubation, and the presence
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of an effect with systemic ghrelin, suggests that additional factors may be re-

quired to bring about changes in inhibitory plasticity. The most likely candidate

for this additional requirement is dopamine, given the observation that GHSR1a

heterodimerises with D1 dopamine receptors in hippocampus (Kern et al., 2015;

Tian et al., 2019) and elsewhere in the brain (Kern et al., 2014). GHSR1a is also

expressed in the ventral tegmental area (VTA) (Abizaid et al., 2006; Skibicka and

Kanoski, 2016), and the VTA sends dopaminergic afferents to hippocampus (Rosen

et al., 2015; McNamara et al., 2014). Additionally, ghrelin itself is a strong modu-

lator of dopaminergic tone (Cone et al., 2014). Thus, systemic i.p. injections of

ghrelin appear well-placed to orchestrate the combined dopaminergic input with

ghrelin receptor binding within vS to initiate inhibitory plasticity.

Another possible determinant of hippocampal population activity is cholinergic

input arising from the diagonal band and medial septum; incubation in cholinergic

agonists like carbachol is sufficient to promote plasticity in hippocampal circuitry, in-

cluding the re-balancing of excitatory and inhibitory network activity (Colgin, 2016;

Colgin et al., 2003; Drever et al., 2011; Hunt et al., 2018). Furthermore, increased

cholinergic drive is known to occur during the anticipatory period leading up to food

reward (Inglis et al., 1994), and ghrelin receptors are expressed in the laterodorsal

tegmental nucleus (Jerlhag et al., 2007), an important source of cholinergic input

to the septum which then send cholinergic afferents to hippocampus. Therefore,

another hypothesis is that concomitant ghrelin binding to GHSR1a, together with

dopaminergic and/or cholinergic input, is required to initiate synaptic plasticity. Fu-

ture experiments studying the interactions between ghrelin, dopamine and acetyl-

choline signalling in vS in vitro, as well as dopamine and acetylcholine signalling

in vS in vivo using the dopamine sensor dLight (Patriarchi et al., 2018) or acetyl-

choline sensor iAChSnFR (Borden et al., 2020) under different states of hunger,

would provide deeper insights into the neuromodulatory determinants of inhibitory

plasticity in vS.

Secondly, systemic ghrelin modulated inhibitory plasticity specifically in vSNAc

neurons, and not vSLH neurons. This was initially surprising, given the mounting

evidence supporting the role of vSLH neurons in mediating a ghrelin-dependent

increase in motivated feeding behaviour. Recent studies have claimed that ghrelin
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signalling within vSLH neurons is sufficient to promote increased feeding behaviour

(Hsu et al., 2015; Suarez et al., 2019, 2020). In particular, Hsu et al. (2015) and

Suarez et al. (2020) conducted experiments in which infusion of ghrelin into vS is

sufficient to increase meal size, and that blocking orexin signalling in downstream

regions of vS prevents this behavioural effect. Instead, the findings presented in this

chapter show that ghrelin specifically modulates synaptic transmission in vSNAc,

and not vSLH, neurons. Together with findings from the previous chapter, and as

discussed in Chapter 4, it is more likely that vSNAc neurons are uniquely sensing

circulating ghrelin levels and conveying these signals to LH via the NAc.

Lastly, ghrelin signalling appeared to mediate changes in inhibitory transmis-

sion. While ghrelin has been reported to modulate excitatory synaptic plasticity

(Ribeiro et al., 2014; Diano et al., 2006; Tian et al., 2019), ghrelin has also been im-

plicated in modulating inhibitory synaptic transmission (Cruz et al., 2013; Vergnano

et al., 2008). Additionally, this change appeared to be localised to the postsynaptic

compartment, since the mIPSC amplitude, but not frequency, was increased. Fur-

thermore, this modulation of inhibitory transmission could be reversed by incubating

the slices in the ghrelin receptor antagonist D-lys. Thus, GHSR1a signalling ap-

pears to be crucial for mediating changes in inhibitory synaptic transmission within

vSNAc neurons. It is known that signalling cascades triggered by GHSR1a activa-

tion, involving protein kinase C activation, increases in intracellular Ca2+ and activa-

tion of kinases such as CamKII (Kullmann et al., 2012; Kern et al., 2015) is capable

of modulating GABAA receptor function and trafficking. Although less well-defined

than synaptic plasticity at excitatory synapses, the evidence shown here highlights

that one important determinant of inhibitory plasticity within the hippocampus may

be circulating peripheral hormones that trigger neuromodulation of cell-type specific

hippocampal neurons.

5.3.2 Limitation: sparse mEPSC events

While these experiments focused on the effect of ghrelin on inhibitory synaptic

transmission, it is possible that excitatory synaptic transmission may also be mod-

ulated by ghrelin. This was technically challenging to study, since the frequency of

miniature excitatory postsynaptic currents (mEPSCs) within the vS was extremely

low (about 0.1 Hz, data not shown). This could be due to either a problem of detec-
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tion (depending on recording noise) or presynaptic mechanisms. First, the peak-

to-peak recording noise was consistently ∼5 pA, and the sparse mESPC events

ranged from -10 to -20 pA, making low detection due to noise unlikely. Increasing

the extracellular concentration of KCl from 2.5 mM to 5 mM or Ca2+ from 2 mM

to 4 mM also did not result in an appreciable increase in mEPSC event rate (data

not shown). Furthermore, there are consistent reports in the literature indicating

low mESPC event rates in the vS (Sakimoto et al., 2019; Nguyen et al., 2015).

Therefore, it is likely that under in vitro conditions, there is simply very low mEPSC

event rates, which limits the possible experiments that can clarify the potential role

of ghrelin on influencing excitatory synaptic transmission in vS.

As an alternate experiment, I chose to use electrode stimulation of a major af-

ferent pathway to CA1 and subiculum: the Schaffer collateral (SC) pathway. Ventral

CA1 and subiculum receive dense inputs from CA3 (Ding et al., 2020); thus, this

method represents one possible way of studying the effect of ghrelin on excitatory

synaptic transmission. This experiment revealed that the level of synaptic excitation

did not change with acute incubation of ghrelin, contrary to reports of AMPAR inser-

tion in CA3-CA1 synapses with ghrelin incubation (Ribeiro et al., 2014). This may

reflect differences in preparation (i.e. hippocampal cultures vs. acute hippocampal

slices) and projection-specificity of hippocampal neurons (as I focused on recording

from vSLH and vSNAc neurons).

However, one caveat of this technique, as opposed to mEPSC recordings, is

that there may potentially be pathway-specificity in ghrelin’s effect on synaptic exci-

tation, for example, in the temporo-ammonic pathway or specific long-range inputs

(Wee and MacAskill, 2020). Furthermore, with electrical stimulation of inputs, it

remains difficult to assess how systemic ghrelin (e.g. delivered via i.p. injection)

influences excitatory synaptic transmission in vS, as the technique is unable to

establish a baseline level of synaptic excitation strength since the strength of stimu-

lation is adjusted from slice to slice. One potential experiment that could make use

of electrical stimulation of inputs would be to compare the level of synaptic exci-

tation in projection-defined vS neurons in a within-slice, pairwise manner, coupled

with systemic i.p. injections of ghrelin prior to perfusion. This would be an important

experiment to conduct in the future.
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Nevertheless, the collective evidence gathered, which demonstrate an ex-

tremely sparse mEPSC event rate that does not change with systemic ghrelin in-

jections and a robust effect of systemic ghrelin on mIPSC amplitude, suggests that

one main effect of ghrelin is its influence in promoting increased inhibitory synaptic

transmission on vSNAc neurons.

5.3.3 GHSR1a signalling in vSNAc is necessary for the encoding of

food approach

Using shRNAmir molecular knockdown of the GHSR1a while simultaneously imag-

ing the activity of vSNAc neurons, I found that the behavioural encoding of food

approach behaviour is crucially dependent upon GHSR1a signalling within vSNAc

neurons. Not only did inhibition of vSNAc neurons at the time of food presentation

and food approach require an intact GHSR1a system, knocking down GHSR1a

also appeared to decorrelate the encoding of Approach behaviour in vSNAc activity.

These results give rise to a number of interpretations. Firstly, GHSR1a signalling is

known to support the learned aspects of feeding behaviour, such as meal entrain-

ment (Kanoski et al., 2013; Hsu et al., 2015). While I did not examine how GHSR1a

signalling affected this aspect of feeding, the fact that impairing GHSR1a signalling

diminished the behavioural encoding of food approach and anticipation even in an

innate (’unlearned’) behaviour – i.e. spontaneous investigation with a food item –

suggests that GHSR1a signalling is constantly required for the expectation of up-

coming food consumption. Moreover, these results imply that the encoding of food

anticipation in both innate and learned feeding may engage common mechanisms.

In the future, it will be important to causally assess the role of GHSR1a in vSNAc

neurons in mediating food-seeking behaviour under different hunger states. Lastly,

the requirement of normal GHSR1a signalling in the neural activity of vSNAc neu-

rons during food investigation indicates that the vS is actively engaged in some

deliberation over the value of food. Given the strong ties of the hippocampal CA1

and subiculum region to value processing (Lee et al., 2012; Jeong et al., 2018;

Ólafsdóttir et al., 2015; Bakkour et al., 2019; Hölscher et al., 2003), one interesting

possibility is that ghrelin forms part of a fundamental mechanism in forming asso-

ciations about food-related value with sensory stimuli in the service of higher-order

feeding behaviour.
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Additionally, while the present findings indicate specificity of ghrelin signalling

in vSNAc neurons, it is still possible that GHSR1a may be expressed in other vS

populations, such as projections to PFC or lateral septum that are both implicated

in feeding behaviour (Sweeney and Yang, 2015; Kanoski et al., 2016). GHSR1a

signalling may also be important in vSLH neurons for reasons other than producing

feeding, such as salience processing and arousal (Jimenez et al., 2018; Gonza-

lez et al., 2016). These projections may play complementary roles in feeding be-

haviour, and their respective roles could be examined in a similar way by employing

simultaneous calcium imaging with molecular knockdown. Furthermore, different

hippocampal subfields also express GHSR1a, such as DG (Hornsby et al., 2016)

and CA3 (Diano et al., 2006; Ribeiro et al., 2014), potentially modulating circuit

function throughout the hippocampus. Thus, as a first step, it will be important to

establish if there is vS projection-specificity in the expression of GHSR1a by com-

bining retrograde tracing with RNA or protein labelling by in-situ hybridisation or

antibody labelling, respectively. Dense recordings of vS incorporating DG, CA3,

CA1 and subiculum could also be studied with newly developed probes that are

capable of recording large areas of the brain across different states of hunger (Jun

et al., 2017).

One potential effect of the shRNAi-mediated knockdown approach, especially

over the course of >4 weeks of expression in vivo, is the changes in network ac-

tivity due to homeostatic plasticity (Keck et al., 2013; Barnes et al., 2015). Given

the GHSR1a signalling promotes increased inhibitory drive onto vSNAc neurons, an

expected effect of GHSR1a knockdown would be compensatory reduction in net ex-

citation in vSNAc projections, therefore promoting reductions in network activity. This

may explain why I observed reduced salience-related activation of vSNAc::shRNAmir

activity in response to food presentation. Given that neural activity was monitored in

these experiments using Ca2+ imaging, where the baseline activity (fluorescence)

is difficult to establish, it is impossible given the current methodological constraints

to determine how impaired GHSR1a signalling might have affected network activity.

Thus, future work may incorporate electrophysiological recordings of action poten-

tial firing to establish how GHSR1a knockdown may account for potential changes

in vS network activity.
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Another open question regarding the molecular knockdown approach is the

extent to which GHSR1a knockdown impaired either ligand-independent or ligand-

dependent GHSR1a, or both these mechanisms. Studies have shown that the

GHSR1a receptor displays high constitutive activity in vivo, and that either i.c.v.

cannulation or peripheral administration of GHSR1a inverse agonists, such as sub-

stance P, suppresses feeding more than when a control peptide was cannulated

(Petersen et al., 2009). Notably, however, Petersen et al. (2009) did not compare

this effect on feeding to an i.c.v. infusion of the GHSR1a antagonist D-lys, which

precludes a comparison of the effect of GHSR1a inverse agonism with competitive

antagonism.

Although interpretation of the results should be limited in view of potential

homeostatic plasticity and other compensatory mechanisms that may arise in the

vS population activity following GHSR1a knockdown, the current results favour the

interpretation that ghrelin-dependent signalling, as opposed to constitutive activ-

ity of GHSR1a, is responsible for changes in vSNAc activity across different states

of hunger. If GHSR1a signalled purely constitutively in vSNAc neurons, then i.p.

injections of ghrelin would not be able to modulate vSNAc activity. This was not

the case, since vSNAc activity during Approach was modulated by ghrelin only in

vSNAc::Scrambled and not in vSNAc::shRNAmir. This suggests that systemic ghrelin re-

quires intact GHSR1a in vSNAc neurons to promote changes in vSNAc activity. Fur-

thermore, the response of vSNAc to chow presentation in the PBS-injected condi-

tion was similar between vSNAc::shRNAmir and vSNAc::Scrambled animals. Therefore, it

is likely that ghrelin-dependent signalling is required in vSNAc neurons for the in-

hibition of vSNAc activity, although future studies employing i.c.v. cannulation of

inverse agonists with simultaneous recording of vSNAc neurons will be required to

fully address this question.

5.3.4 Requirement of vSNAc activity for feeding behaviour on short

and long timescales

Given that ghrelin promotes increased inhibitory drive onto vSNAc neurons and that

vSNAc activity in vivo is low during food approach, I used pharmacogenetic manip-

ulation of vSNAc activity to address whether vSNAc activity was causal in controlling

feeding behaviour. At the short timescale, activation of vSNAc increased food inves-
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tigation time and inhibiting vSNAc activity increased the probability of transitioning

from Approach to Eat behaviour.

Interestingly, this change in feeding behavioural strategy in the short timescale

did not alter overall food consumption, which runs counter to findings in manipula-

tions of hippocampal activity (Azevedo et al., 2019; Henderson et al., 2012; Yang

et al., 2019; Reed et al., 2018), as well as earlier findings presented in Chapter 4

where the activity of vSNAc during Approach was highly predictive of subsequent

food consumption. However, classic experiments involving lesion of hippocampus

observed that feeding behaviour – from the point of view of absolute food consump-

tion – is highly variable. While some studies have shown that lesion to hippocampus

increases amount of food consumed and body weight (Henderson et al., 2012), oth-

ers have reported decreased or no change in food consumption patterns (Clifton

and Somerville, 1994; Clifton et al., 1998). Instead, what these classic studies

seem to demonstrate is that lesions to either hippocampus or nucleus accumbens

made animals appear to take ’small but frequent meals’, which overall produced

no change in total food consumption. This fits well with our findings, where ma-

nipulation of vSNAc activity appeared to change the short-term dynamics of eating,

for example, transitions between Approach and Eat, while leaving overall food con-

sumption unchanged. Indeed, others have also shown that lateral septum – one

main output target of the vS – is specifically involved in food-seeking behaviour

and not food consumption (Carus-Cadavieco et al., 2017). It is also plausible that

projections other than vSNAc, such as those to prefrontal cortex or lateral septum

(Hsu et al., 2018; Sweeney and Yang, 2015; Azevedo et al., 2019), may be more

influential on food consumption. Thus, my findings ascribe a role for the vSNAc in

food-seeking and anticipation, rather than as a direct controller of food consump-

tion.

What is the function of the hippocampus and NAc in feeding? Many studies

have revealed value-based computations in hippocampus, where the hippocampus

is engaged during value deliberation and appraisal (Bakkour et al., 2019; Lee et al.,

2012), while NAc is involved in updating the values based on actual outcome (Ito

and Doya, 2009; Kim et al., 2009). Furthermore, there is almost a separate liter-

ature of the hippocampus’ involvement in approach-avoidance conflict and anxiety
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(Ito et al., 2008; Bannerman et al., 2012; Jimenez et al., 2018), where hippocam-

pus is involved in behavioural inhibition. The findings in this Chapter fits both views,

where inhibition of hippocampus promotes transitions to consumption, while acti-

vation leads to increased exploration. Therefore, I speculate that hippocampus is

involved in incorporating information about food value, and deliberating over the

value of food (which includes simulating or predicting the likely value of eating)

while attending to food-related stimuli. Such deliberation about food-related value

in hippocampus can then be read out by downstream structures like the NAc to

produce behavioural outputs and update the rewards based on the actual outcome

(Ito and Doya, 2009; Kim et al., 2009; Roitman et al., 2005; O’Connor et al., 2015).

One limitation of the pharmacogenetic experiments was that the specific effect

of ghrelin combined with pharmacogenetic manipulation could not be examined.

For one, the ghrelin receptor GHSR1a is a Gq-coupled receptor whose signalling

cascade intersects with the hM3Dq system, which is also Gq-coupled (Mear et al.,

2013). Injecting ghrelin while activating hM3Dq signalling would presumably lead

to competing effects, although this effect remains untested. Consistent with this

idea, ghrelin-injected animals showed no difference in investigation time or altered

transition dynamics with hM3Dq activation (data not shown). Therefore, the ex-

periments shown in this chapter only include vSNAc activity manipulation in the

fasted state, which physiologically and behaviourally mimics the ghrelin-injected

state. One possible way of surmounting this drawback is the use of optogenetic ac-

tivation and/or inhibition, which bypasses signalling cascades to directly depolarise

or hyperpolarise neurons. Thus, future studies implementing optogenetic manipu-

lation of vSNAc activity would be able to clarify this question.

5.3.5 Source of inhibitory inputs to vSNAc neurons

Given the increased inhibition of vSNAc neurons, one natural question was where

this source of inhibitory inputs onto vSNAc neurons originates from. Either local

interneurons within the vS, long-range upstream synaptic inputs or a combination

of these two sources may provide the inhibitory inputs that in turn depend on the

levels of circulating ghrelin. While other hormones such as the female sex hor-

mone oestradiol have been shown to selectively target GABAergic interneurons

within the hippocampus (Weiland et al., 1997), it remains unclear whether ghre-
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lin also binds to GHSR1a in local hippocampal interneurons to trigger inhibitory

plasticity. Preliminary experiments involving imaging of local vS interneurons re-

vealed that vS interneurons do not change their activity levels after i.p. injections of

ghrelin (data not shown). It is possible that more specific interneuronal cell-types,

such as parvalbumin-expressing and somatostatin-expressing interneurons, may

differentially contribute to the neural processing of feeding behaviour. Additionally,

extrahippocampal long-range inputs may signal to vSNAc neurons via interneurons

in a feedforward (disynaptic) manner.

Another possibility is that long-range inputs may provide the inhibitory inputs

to vSNAc. Regions that contain largely GABAergic neurons and have been impli-

cated in feeding behaviour, such as the diagonal band (Patel et al., 2019; Herman

et al., 2016; Cassidy et al., 2019), or neuromodulators that may alter GABAA func-

tion, such as dopamine from VTA and dorsal raphe, may be important in conveying

hunger-related signals to vS and modulating synaptic transmission. However, little

is known about the input connectivity of projection-defined vS neurons. To begin

to address this question, the next chapter will build on the existing anatomical cir-

cuitry of vS by mapping brain-wide inputs to projection-defined vS neurons (Wee

and MacAskill, 2020). This would form a starting point to comprehensively define

the upstream inputs to vS and to understand the potential anatomical basis for the

heterogeneous behavioural functions of individual vS projections in response to

changes in the hunger state.

In conclusion, systemic ghrelin promotes an increased inhibitory drive in vSNAc

neurons, and ghrelin receptor signalling is required for this inhibition of the vSNAc

circuit, particularly at the time of food approach. In turn, inhibition of this circuit is

sufficient to alter feeding behavioural patterns. Together, these studies highlight the

central role of ghrelin signalling in modulating synaptic transmission in vS circuitry

and its role in food-seeking behaviour.



Chapter 6

Biased connectivity of brain-wide inputs

to ventral subiculum output neurons

Hippocampal pyramidal neurons within the ventral subiculum (vS) coordi-

nate diverse behaviours through targeted projections to multiple downstream

brain regions. These principal neurons integrate thousands of local and long-

range synaptic inputs to compute action potential output, and their inputs are

proposed to connect uniquely with each population. To date, there is a lack

of information regarding this unique input targeting of each of the vS projec-

tion. In this chapter, I provide evidence for the anatomically and functionally

biased input connectivity of projection-defined vS neurons, using a combina-

tion of retrograde tracing, monosynaptic rabies tracing with brain-wide input

quantification, whole-cell electrophysiology and optogenetics. Specifically,

I identified heterogeneity in the input connectivity of vS projections to nu-

cleus accumbens (vSNAc), lateral hypothalamus (vSLH) and prefrontal cortex

(vSPFC). These results suggest that one potential mechanism for hetero-

geneity in the behavioural functions of vS neurons, including the projection-

specificity of the effect of hunger on vS neurons, may be due to the unique

input connectivity of individual vS projections.

Results published: Wee RWS, MacAskill AF. 2020. Biased Connectiv-

ity of Brain-wide Inputs to Ventral Subiculum Output Neurons. Cell Rep

30:3644–3654.e6. doi:10.1016/j.celrep.2020.02.093



6.1. Introduction 173

6.1 Introduction

The hippocampus coordinates a diverse range of behaviours (Strange et al., 2014),

from spatial navigation (O’Keefe and Dostrovsky, 1971) to approach-avoidance be-

haviours (Ciocchi et al., 2015; Jimenez et al., 2018), including reward processing

(Ciocchi et al., 2015; Gauthier and Tank, 2018). In addition to heterogeneity present

along the long axis (dorsal-ventral) gradient of the hippocampus (Moser and Moser,

1998; Strange et al., 2014; Fanselow and Dong, 2010), another important hypoth-

esis of how the hippocampus might contribute to such diverse behaviours is the

existence of heterogeneous principal neurons that differ in their gene expression

(Cembrowski et al., 2016, 2018b; Cembrowski and Spruston, 2019; Strange et al.,

2014), electrophysiological properties (Kim and Spruston, 2011) and behavioural

function (Cembrowski et al., 2016, 2018b; Ciocchi et al., 2015; Jimenez et al.,

2018). In particular, distinct hippocampal projections were shown in Chapters 4

and 5 to be differentially sensitive to hunger and involved in feeding behaviour.

The main ventral hippocampal output region, the ventral subiculum (vS), is

composed of multiple neuronal populations that send parallel, long-range projec-

tions to distinct brain areas, including prefrontal cortex (vSPFC), lateral hypothala-

mus (vSLH) and nucleus accumbens shell (vSNAc) (Naber and Witter, 1998). These

populations are proposed to integrate a myriad of local and long-range inputs (Wyss

et al., 1979; Amaral and Cowan, 1980; Strange et al., 2014) to perform their unique

behavioural functions (Adhikari et al., 2010; Cembrowski et al., 2018b; Ciocchi

et al., 2015; Trouche et al., 2019; Jimenez et al., 2018; Soltesz and Losonczy,

2018). For example, synaptic transmission to vSNAc and vSLH differed depending

on ghrelin levels (as described in Chapter 5). Thus, understanding the input con-

nectivity of individual vS projections would be important to clarify the neural basis

of heterogeneity of their behavioural function. However, to date, knowledge of such

input connectivity of the vS circuitry is lacking. Further, these vS populations are

spatially patterned, in particular along the proximal-distal (PD) axis (ranging from

the CA1 to the presubiculum borders; Cembrowski et al., 2018b; Kim and Spruston,

2011), and synaptic input varies dramatically across different spatial locations in vS

(Aggleton and Christiansen, 2015; Knierim et al., 2014; Cembrowski et al., 2018b;

Masurkar et al., 2017; van Groen et al., 2003). Based on this, I hypothesised that
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different vS projection populations receive distinct upstream inputs, and reasoned

that the identity and amount of their inputs may in turn depend on the spatial loca-

tion of postsynaptic neurons (Cembrowski et al., 2016, 2018b), their downstream

target (Ciocchi et al., 2015; Jimenez et al., 2018), or a combination of these two

factors.

To address this hypothesis, I first studied the anatomical organisation of vSNAc,

vSLH and vSPFC; I then applied rabies tracing across these different vS projections

occupying distinct spatial locations of vS, and obtained a brain-wide map of inputs

to these vS subpopulations. I identified quantitative differences in multiple long-

range input regions to vS that depended to different extents on the spatial location

and projection target of vS neurons, and used channelrhodopsin-2-assisted circuit-

mapping (CRACM; Petreanu et al., 2007) to validate that the observed anatomical

bias translated into functional bias in one example input. These results clarify the

rules of input connectivity to vS that may form an important neural basis for spe-

cialised functions of vS projections during behaviour.

6.2 Results

6.2.1 Hippocampal projection populations are topographically organ-

ised in ventral subiculum along the anterior-posterior axis

Each vS projection population is thought to occupy a unique spatial distribution in

the hippocampus (Kim and Spruston, 2011), and long-range input into hippocam-

pus has been shown to be highly topographical (Aggleton and Christiansen, 2015;

Knierim et al., 2014; Cembrowski et al., 2018b; Masurkar et al., 2017; van Groen

et al., 2003). Based on these observations, I reasoned that there are potentially

two important determinants of input connectivity: spatial location (”where is the cell

located in vS?”) and projection target (”where does the cell send axons to?”).

Thus, I first wanted to determine the spatial distribution of the different projec-

tion populations within vS. To study the anatomical organisation of three different

projection populations in vS, namely vSNAc, vSLH and vSPFC, I stereotaxically in-

jected the retrograde tracer cholera toxin subunit-B (CTXβ) into PFC, LH or NAc in

a pairwise manner (Figure 6.1A). The CTXβ is taken up by presynaptic terminals

and retrogradely labels the somas of projection neurons that target the injected
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Figure 6.1: CTXβ quantification protocol. (A) Left : Protocol for retrograde tracing using
CTXβ. CTXβ binds to the ganglioside GM1 receptor and is taken up by the presynaptic
terminals; subsequently, it retrogradely labels projection neurons that target the anatomical
injection site. CTXβ tagged with Alexa Fluor 555 or 647 (AF555 or AF647, respectively)
can be injected in the same brain at different locations to study the anatomical organisation
of projection-defined vS neurons. Right : To study the organisation of projection-defined vS
neurons, CTXβ-AF555 or -647 was injected in a pairwise manner in NAc, LH or PFC. After 2
weeks and brain dissection, coronal brain secions spanning the hippocampus were imaged
and analysed. (B) WholeBrain-based neuronal segmentation and anatomical registration
to the Allen Brain Atlas (ABA).

site. Next, I collected every second coronal section that spanned the hippocam-

pus (Figure 6.1A), and analysed this anatomical dataset by conducting whole-

hippocampus cell counts using segmentation and registration of the data to the

Allen Brain Atlas (ABA, Figure 6.1B, see Methods for analysis pipeline). Briefly,

the dataset was analysed using WholeBrain (Fürth et al., 2018), software written

in R that enables the semi-automated segmentation of cells and their anatomical

registration to the Allen Brain Atlas. The cell counting procedure was applied to 2D

sections spanning the hippocampus to allow the reconstruction of the complex 3D

structure of the hippocampus (Figure 6.2A–B).

After counting all cells within the hippocampus, I first confirmed that vSPFC,

vSNAc and vSLH neurons resided predominantly in vS (Figure 6.2C), and that the

fraction of colocalised cells (neurons that projected to more than one injection site)
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Figure 6.2: Non-overlapping vS neurons occupy distinct spatial sites along the anterior-
posterior axis. (A) Experimental protocol of pairwise CTXβ injections into NAc, LH or PFC.
(B) Left : Side view of a 3D diagram of the hippocampus, with the plane of coronal sec-
tioning shown. Right : an example coronal section from the Paxinos atlas with a boxed
area indicating the location of retrogradely labelled vS cells. (C) Left : Example coronal
section images of the vS with retrogradely labelled cells. Middle: Zoom-in images of the
boxed area from Left. Scale bar: 500 µm (right) 50 µm (left). Right : Proportion of single
and dual-labelled hippocampal neurons. (D) 3D whole-brain diagrams with CTXβ-labelled
hippocampal neurons (n = 108,291 hippocampal neurons pooled from 10 hemispheres, 6
animals). (E) Cumulative distribution curves of CTXβ-labelled cells in vH (DV -3.5 to -4.5
mm) along the anterior-posterior (AP), dorso-ventral (DV) and medio-lateral (ML) axes. (F)
The highest correlation between projection type and spatial position occurred along AP.
(G–I) The correlation between projection type and spatial position was systematically var-
ied by applying a virtual rotation along the (G) DV, (H) ML and (I) AP axes in bins of 10°.
Correlation was maximal with AP and varied most with changes in the AP direction. Colors
indicate the native DV, AP and DV axes without rotation (0°). (J) Logistic regression analy-
sis predicts projection type based on spatial location. Removal of AP as a predictor led to
the largest decrease in accuracy. Data are presented as mean ± sem.
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ranged from 2 to 6% (Naber and Witter, 1998). The low proportion of colabelling

indicated that each projection population largely projected to one downstream tar-

get. Using this approach, I found that vS projection populations occupied spatially

distinct locations within vS (Figure 6.2D–E). The locations of these neurons varied

across all three axes (AP, ML and DV), but most notably along the AP axis (Figure

6.2E), where vSPFC neurons were located at more anterior locations, vSLH neurons

were located at more posterior locations, and vSNAc neurons were spread across

the entire range of vS (mean position along AP, vSPFC = -3.46 ± 0.02 mm, vSNAc =

-3.55 ± 0.04 mm, vSLH = -3.81 ± 0.03 mm).

As I was interested in studying the organisation of the ventral hippocampus

(vH), I focused my analysis on cell counts restricted to the ventral pole of hippocam-

pus (defined as −3.5 to −4.5 mm in DV, Figure 6.2B–C). Qualitatively, vS neurons

seemed to differ in projection type and have the largest spread most notably along

the AP axis compared to DV and ML (standard deviation of cells in mm with boot-

strapped 95% confidence interval, AP = 0.171 [0.137, 0.200], ML = 0.089 [0.069,

0.108], DV = 0.121 [0.084, 0.155]; Figure 6.2D–E). This larger spread of cell dis-

tributions along AP indicated that the AP axis might best correlate with differences

in output projection type. To confirm this prediction, I conducted Pearson corre-

lation analysis to quantify how much the projection type of vS neurons covaried

with spatial location along each brain axis. I observed that projection type covaried

across all axes, but most dramatically with AP position (repeated-measures one-

way ANOVA, F2,18 = 16.7, p = 0.0001; Figure 6.2F).

I next examined how this correlation of projection type along the AP, DV and

ML axes changed as the anatomical dataset was virtually rotated along each axis

(Figure 6.2G–I). Specifically, one axis was held fixed, while allowing the other two

axes to shift (e.g. DV held fixed while ML and AP are rotated). If AP was really the

axis which best correlated with projection type, then the peak correlation coefficient

would occur exactly along the AP axis. This analysis showed that the correlation

was indeed maximal along the AP axis before rotation (i.e. at rotation angle = 0°),

and that rotating the AP axis led to reductions in the correlation coefficient (Figure

6.2G–H). Notably, holding the AP axis constant and rotating the DV and ML axes

did not lead to changes in the correlation for either the ML or DV axis (Figure 6.2I).
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This strong correlation of spatial position of vS neurons with AP position sug-

gested that AP position was a key determinant in the projection identity of vS neu-

rons. I next wondered how much unique information was contained within the AP,

ML and DV positions in predicting projection output type. Thus, as a complemen-

tary analysis, I trained linear classifiers with information along AP, ML and DV as

predictors, and asked how much worse these classifiers performed on classifying

unseen data after removing a single axis as a predictor. This decrement in accu-

racy between the full and reduced models (cv. ∆ accuracy) indicates the amount of

unique information provided by spatial position along each brain axis in predicting

the output projection type of vS neurons. In keeping with the correlation analysis, I

found that the spatial position of neurons along AP was most predictive of their out-

put target (repeated-measures one-way ANOVA, within-brain comparison of cv. ∆

accuracy across different brain axes, F2,18 = 7.072, p = 0.005, n = 10 hemispheres

from 6 brains; Figure 6.2J). Taken together, the spatial position along AP appears

to best correlate with and predict the output projection type of vS neurons.

6.2.2 The topography of vS projection neurons along AP maps onto

the proximal-distal axis

Next, I reasoned that the marked distribution of vS projection populations across

the AP axis might be a reflection of the known PD distribution of subiculum projec-

tions along the pyramidal cell layer (Cembrowski et al., 2018a). Importantly, the PD

axis in vS is oriented approximately along the AP axis (Figure 6.3A–B). To visualise

the entire PD axis in a single slice, I made horizontal slices of vS with retrogradely

labelled projections and observed segregated distributions of vS projections ori-

ented approximately along AP (Figure 6.3B). I then quantified the spatial location

of vS projections along the PD axis and found that vS projections were organised

topographically (Figure 6.3C). Specifically, vSPFC neurons were located at more

proximal locations, vSLH neurons were located at more distal locations, and vSNAc

neurons were spread out across the entire PD axis (Figure 6.3B–C). Furthermore,

correlation and regression analyses further indicated that projection type varies

most along the PD compared to the deep-superficial (DS, which is a approxima-

tion of ML in vS) and DV axes (Pearson correlation coefficient, repeated-measures

one-way ANOVA, F2,18 = 49.214, p = 0.0000; cv. ∆ accuracy, repeated-measures
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one-way ANOVA, F2,18 = 10.829, p = 0.0008, n = 10 hemispheres from 7 brains;

Figure 6.3D). Thus, the PD axis is well approximated by the AP axis in vS.

Figure 6.3: Non-overlapping vS neurons occupy distinct spatial sites along the proximal-
distal axis. (A) Left: Side view of the 3D hippocampus, with the horizontal cutting plane
illustrated. Middle: An example horizontal brain section. The boxed area indicates the lo-
cation of the vH. Right: outline of vH from Middle, illustrating the PD axis (red). The boxed
area is the approximate location of the example images in (B). (B) Example horizontal sec-
tion images of retrogradely labelled vS neurons. Individual vS projections show distinct
spatial patterns most notably along the AP axis. Scale bar: 100 µm. (C) Cumulative dis-
tribution curves of cell counts along the proximal-distal axis. (D) Pearson correlation (Left)
and logistic regression (Right) analyses analogous to Figure 6.2F. The PD axis captures
most variation and best predicts the projection type of vS neurons.

One interesting observation of these experiments in the coronal and horizontal

planes of vS was that the spatial distributions of the different vS projection popula-

tions appeared highly overlapping, including along the AP or PD axis. This is no-

tably different from that observed in dorsal subiculum (Cembrowski et al., 2018a),

where a sharp border separates the distinct projection populations along the PD

axis. One possibility was that the angle of slicing could have obscured this demar-

cation between proximal and distal subiculum. To control for this possibility, I carried

out linear discriminant analysis (LDA) on the registered, 3D whole-hippocampus

neuronal distributions (Figure 6.4A). LDA is a supervised dimensionality reduction

method that maximises the separability between class groups. When applied to the

3D anatomical dataset, this method unbiasedly identifies a virtual plane (subspace)

that best separates the three populations of vS projection neurons. By examining

the distribution of neurons in this subspace, I observed that – although there was

a clear sub-regional organisation – the spatial distribution of the three populations
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in vS still remained highly overlapping (Figure 6.4A). Thus, in contrast to dorsal

subiculum, vS appears to be organised as a gradient, especially with vSNAc neu-

rons being present at almost every point along the AP axis.
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Figure 6.4: Absence of a clear border between vS projection populations.(A) LDA of
anatomically registered neurons in vS. Left : held-out test dataset projected onto the first
and second linear discriminant subspace. The first linear discriminant accounts for 86%
of the discriminability across projection populations. Cumulative distribution curves of cells
along the first (Middle) and second (Right) linear discriminant, showing considerable over-
lap of projection populations. Each dot represents one cell. (B) Schematic of vS topogra-
phy, where vS neurons are intermingled, vSPFC neurons are located most proximally, vSLH

neurons most distally and vSNAc neurons span the area between both vSPFC and vSLH.

Overall, the findings describe an ordered topography of vS projection neurons,

where vSPFC neurons are located most proximally and anteriorly, vSLH neurons

most distally and posteriorly, and vSNAc neurons occupy the space between vSPFC

and vSLH neurons (Figure 6.4B); this in turn indicates that vS projection popula-

tions are segregated cell types and occupy overlapping yet distinct locations within

vS, best separated across the AP axis.

6.2.3 Labelling of hippocampal input dependent on spatial location

and projection target

Subsequently, to directly assess the organisation of presynaptic inputs onto each

of the three vS projections, I applied tracing the relationship between input-output

(TRIO; Beier et al., 2015, 2019; Ren et al., 2018; Schwarz et al., 2015; Fig-

ure 6.5A). This technique is a rabies virus-based method to trace the monosy-

naptic inputs from projection-defined neurons. The procedure involved first in-

jecting AAV2-CAG-retro-Cre or AAV2-Syn-retro-Cre (Tervo et al., 2016) into the

output target region to retrogradely express Cre recombinase in vS neurons that

project to the target site. Secondly, in the same surgery, a single Cre-dependent

helper construct (AA2/1-synP-FLEX-split-TVA-2A-B19G, or TVA-G) was injected

into vS to express TVA in projection-defined vS neurons. After 2 weeks of TVA-
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G expression, G-deleted, pseudotyped rabies virus (EnvA-RV∆G-H2B-mCherry )

harbouring nuclear-localised mCherry was then injected into vS to infect TVA-

G-positive cells. Rabies only infects TVA-G-positive, projection-defined neurons

(termed starter cells), and monosynaptically labels the upstream inputs to these

starter cells. Following rabies monosynaptic tracing, brain-wide inputs were quanti-

fied in consecutive sagittal sections using the WholeBrain software (Figure 6.5B).

Notably, the sagittal plane was chosen for cell counting to allow accurate quantifica-

tion of starter cells along the AP axis (the axis of most variation in output-projection

type) while allowing for registration to the Allen Brain Atlas (see Discussion).

Importantly, I systematically varied the injection site of TVA-G and rabies within

vS (Figure 6.5A, see also Figure 6.6, 6.7B). Given that I identified the AP axis as

the principal brain axis along which vS projection types varied, I chose to stereo-

taxically inject TVA-G and rabies along a range in the AP axis (from −3.7 to −3.2

mm). This method ensured that, for each projection target, I sampled starter cells

(i.e. cells from which rabies virus begins the monosynaptic retrograde tracing) from

a range of different AP sites within vS (Figure 6.6, 6.7A–B). To quantify the loca-

tion of starter cells, I determined the centre-of-mass (COM) of the starter cells for a

given experiment by calculating their mean AP, DV and ML position. Examining the

COM for each experiment, I observed that the distribution of COM along AP, ML

and DV across the different experiments were comparable (standard deviation of

COM in mm of all experiments pooled together; AP = 0.23; ML = 0.19; DV = 0.28).

Despite the similarity in the distribution of COM along the three axes, the AP axis

still explained the greatest variance in output projection type (Pearson correlation

coefficient of starter cells ± bootstrapped 95% confidence interval after 1000 sam-

pling iterations with replacement, ML = 0.045 ± 0.018, AP = 0.541 ± 0.016, DV =

0.095 ± 0.014). This overall strategy thus provided experimental control over both

the starter cell location (COM; by injection location of TVA-G and rabies within vS)

and output projection (Projection; by injection location of AAV2-retro-Cre in target

sites), allowing an assessment of how variations in spatial position of vS neurons

(across the AP, ML and DV axes), projection target (across PFC, NAc and LH), and

their combination influence input size and identity.

As a series of control analyses, I confirmed qualitatively that the rAAV-retro-
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Figure 6.5: TRIO schematic. (A) Left : Tracing the input-output relationship (TRIO)
schematic. TRIO is a technique to identify the upstream monosynaptic connections of
projection-defined neurons. This is achieved through restricting the expression of TVA-G
to specific vS projections prior to injection of rabies into the vS. Right : To obtain TRIO
whole-brain maps for vSNAc, vSPFC and vSLH, the retrograde Cre virus rAAV2-retro-Cre
was injected into PFC, LH or NAc, and a Cre-dependent, single-construct virus expressing
TVA and G was injected into vS. After at least 2 weeks later, rabies was injected into vS
for monosynaptic tracing. Note that the coordinates for injection of TVA-G and rabies were
varied between −3.2 to −3.7 mm. (B) Analysis pipeline for brainwide quantification using
WholeBrain. After preparing serial sagittal brain sections from rabies-injected brains, each
section was analysed in a semi-automated manner using WholeBrain (Furth et al, 2018).
An example sagittal section is depicted (Left), and is anatomically registered to the Allen
Brain Atlas plate (Middle). Following registration, the annotated cell counts were analysed
(Right).

Cre injection sites remained localised within the output region of interest (NAc,

LH or PFC; Figure 6.7C–E) Then, I quantified the starter cell number and spatial

distributions in AP, ML and DV for each brain (Figure 6.7B, F–G). As expected with

rabies virus tracing, there was a linear correlation between the number of starter

cells and total number of rabies-labelled inputs (Pearson correlation coefficient =

0.829, p = 6.38 × 10-6; Figure 6.7F). I also measured the efficiency of the rabies

tracing by analysing the number of inputs innervating one starter cell (total number
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Figure 6.6: Control of starter cell location. Left: Schematic to control for starter cell
location by injecting TVA-G and rabies into either a more posterior (AP position: -3.7 mm)
or anterior position (AP position: -3.2 mm). Right: Images of distal (top) and proximal
(bottom) vS, with starter cell labelling. This strategy allowed us to isolate vSNAc starter cells
across different AP positions (see Figure 6.2 and Figure 6.3). Scale bar: 200 µm.

of rabies-labelled inputs divided by the total number of starter cells, i.e. convergent

index). I found that individual vS projections received on average similar numbers of

inputs (one-way Kruskal-Wallis ANOVA, convergent indices across vS projections

F2,18 = 3.769, p = 0.152; Figure 6.7G). The COM of starter cells for all experiments

were also manually verified to be localised within vS.

Additionally, to exclude the possibility that the rabies virus was indiscriminately

tracing from non-Cre-expressing neurons, I performed experiments where either

Cre, TVA-G or both Cre and TVA-G were omitted from the injection in the first

surgery (Figure 6.8); rabies virus was injected into vS in the second surgery for

all control conditions. Non-specific rabies-labelling was only detected in the con-

dition where Cre injection into the output site was omitted and TVA-G and rabies

were injected into vS (TVA-G+, Cre-, rabies+ condition). In this condition, there

were 10.3 ± 4.1 cells mCherry+ cells detected locally within the hippocampus, and

no long-range inputs from outside the hippocampus (Figure 6.8A–B, E). Crucially,
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Figure 6.7: Quantification of starter cells. (A) Left: Example sagittal section image with
rabies-labelled cells (black) in the hippocampus. Right: Zoom-in images of the boxed area
from Left. Starter cells (white) colocalise for TVA-G (cyan) and rabies (red). Scale bar: 1000
µm (right), 200 µm (left). (B) 3D scatter plots (Top) and geometric COM of individual brain
samples (Bottom) of starter cells. The geometric COM of individual brains are represented
as ellipsoids, where the centre is defined as the mean of the starter cells in AP, ML and DV,
and the radii indicate 1 standard deviation of the cell distribution in AP, ML and DV. (C–E)
Example injection sites using identical volumes of CTXβ-647 and stereotactic coordinates
as for AAV2-retro-Cre injections. All injection sites were localised in the targeted regions.
Scale bar: 1000 µm for C and D, 500 µm for E. (F) Scatter plot of the number of starter cells
against the total number of labelled inputs counted in each brain sample. Shaded regions
represent bootstrapped 95% confidence intervals. (G) Convergent indices (the total number
of inputs divided by the number of starter cells) plotted for each projection population. The
solid line indicates the median convergent index. Note the log scale.
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Figure 6.8: TRIO control experiments. (A, C, D) Schematics for control surgeries for
TRIO. (A–B) Controls with the single-construct TVA-G virus injected into vS and without
AAV2-retro-Cre, with rabies injection 2 weeks later (n = 4 brains). (A) Right: Sagittal brain
section from a representative experiment without Cre injection. (B) Zoom-in image of boxed
region in (A, Right). Arrowheads indicate sparse mCherry+ rabies-labelled cells, likely due
to Cre-independent expression of TVA-G and subsequent rabies infection of starter cells.
(C–D) No TVA-G (C, n = 1 brain) and no TVA-G and Cre (D, n = 2 brains) controls. No
mCherry+ cells were detected in (C) and (D). (E) Quantification of mCherry+ labelled inputs
in control conditions. All leaky mCherry+ cells were detected locally within the hippocampal
formation, and none were detected in long-range input regions. Bar plots indicate mean ±
sem. Scale bars: 1000 µm (A, C, D, Right), 500 µm (B, zoomed-in image) The data from
one control animal (C) was obtained from experiments done by Karyna Mischanchuk.

there were no local or long-range mCherry+ input cells in the other control condi-

tions (TVA-G-, Cre+, rabies+ and TVA-G-, Cre-, rabies+; Figure 6.8A,C–E). These

control experiments demonstrate that leaky input labelling by rabies infection was

minimal, that input labelling was specific to projection-defined vS neurons and re-

quired the presence of both Cre and TVA-G for successful conditional expression.
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6.2.4 Brain-wide rabies tracing reveals biased connectivity of vS pro-

jection neurons

To quantify input to vS, I implemented the TRIO protocol described above, con-

ducted brain-wide cell counts of rabies-labelled neurons in sagittal sections and

registered the data to the ABA (Fürth et al., 2018; Oh et al., 2014). Rabies tracing

identified many inputs from a whole host of different regions, including thalamic,

striatal, pallidal, cortical, hypothalamic and amygdalar regions (Figure 6.9, 6.10A).

Examples of regions providing inputs to vS included the nucleus of diagonal band,

medial septum, nucleus reuniens, posterior amygdala and preoptic area (Figure

6.9). Qualitatively, I observed that there were variations in labelling from these re-

gions when comparing tracing data across different projection targets or positions

along the AP axis. Subsequently, I quantified at a coarse level the number of in-

puts arising from broad anatomical regions. The majority (∼90%) of direct inputs

to all vS projection types and spatial locations arose locally within the hippocam-

pal formation, while the remainder came from extrahippocampal sources (Figure

6.10A).

Next, I wanted to quantitatively investigate whether long-range input onto vS

neurons depended on either projection target (PFC, LH or NAc), spatial location

(COM in AP, ML and DV) or their combination (Figure 6.10B). To disambiguate the

effects of projection and COM on the amount of rabies-labelled input, I used ordi-

nary least-squares (OLS) regression to model the detected rabies-labelled inputs

as a linear combination of projection and COM (Figure 6.10B). For this OLS mod-

eling analysis, I focused on the brain regions that contributed more than 1% of ex-

trahippocampal input to vS (15 brain regions), and tested the ability of each model

to predict the percentage of total extrahippocampal input from that region. Using

this method, I found that input from medial preoptic area (MPO), posterior amygdala

(PA), nucleus reuniens (RE) and paraventricular thalamus (PVT) provided quanti-

tatively different input sizes to vS depending on either COM, output projection or

both predictors (ANOVA of linear models, corrected with the Benjamini-Hochberg

method for false-discovery rate < 0.05; MPO, F5,14 = 5.502, p = 0.026; PA, F5,14 =

6.424, p = 0.026; PVT, F5,14 = 4.891, p = 0.030; PVT, F5,14 = 6.023, p = 0.026; n =

20 mice; Figure 6.10C).
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Figure 6.9: Representative long-range monosynaptic inputs to vS neurons by projection
type and the centre-of-mass (COM) of the starter cells along the AP axis. Classification of
starter cells into anterior and posterior groups was based on the rank order of COM along
the AP axis. Approximate sagittal planes are displayed with red-shaded boxes indicating the
estimated locations of the corresponding images. The numbers above the sagittal plates
are the distance (medial-lateral) from bregma. Note that the COM of the ‘posterior’ PFC-
projector example resides in the anterior 50% percentile of the COM AP, but is the most
posterior example available for the PFC-projectors. Error bars represent sem. ac: anterior
commissure; 3V: third ventricle. Scale bars: 200 µm (all input regions except PVT); 100 µm
(PVT).
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Figure 6.10: TRIO of vS output neurons reveals projection and spatial bias of inputs. (A)
Bar plot illustrating the overall inputs from coarse (parent) anatomical structures normalised
to the total number of inputs counted in a single brain. Note the break in the y-axis. (n = 20
brains) (B) Schematic of linear regression analysis. Linear models were constructed with
COM (ML, AP and DV) and Projection as independent predictors and the extrahippocam-
pal input fraction (log-transformed) as the dependent variable. (C) Full model fits were
assessed by computing the F-statistic of full models containing COM and projection as
predictors and correcting the associated p-values for multiple comparisons (see Methods).
Inputs from PVT, MPO, PA and RE (red) remained statistically significant after correction.
(D) Likelihood ratio tests that compare full models (containing both COM and Projection as
predictors) to reduced models (containing either COM or Projection as a single predictor).
(E) The statistical significance of each predictor was tested using the Wald test. MPO and
PA are highly projection-specific, signified by a statistically significant Projection predictor.
By contrast, PVT and RE inputs are highly spatially dependent with a statistically significant
COM (AP) predictor.

To directly investigate the relative contribution of projection type or COM on the

amount of RE, PVT, MPO and PA inputs, I compared single-predictor (projection OR

COM) reduced models with full (projection AND COM) models using likelihood ratio
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Figure 6.11: Quantification and posthoc testing of vS extrahippocampal inputs. (A) Quan-
tification of extrahippocampal long-range monosynaptic inputs. The number of inputs from
a brain region is expressed as a percentage of the total number of extrahippocampal inputs
(i.e. inputs from outside the hippocampal formation). Shaded boxes indicate input regions
with significant multiple linear regression model fits. Statistically significant model fits were
followed up with post-hoc pairwise Tukey multiple comparisons (*p < 0.05). (B) Same
dataset as in (A) where the input fractions are plotted as a function of COM along the AP
axis. The shaded continuous line represents the smoothed input density. The inputs from
RE and PVT (*) resulted in model fits with a statistically significant COM AP coefficient.

tests (Figure 6.10D). Using this approach, I found that MPO and PA innervated vS

dependent solely on the projection target of the postsynaptic neuron, while RE and

PVT inputs were dependent on COM (Figure 6.10D). More specifically, I also inves-

tigated which brain axis – AP, ML or DV – was important for the spatial dependence

of PVT and RE inputs, and found that both RE and PVT inputs depended mostly on
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COM along the AP axis (Figure 6.10E). Importantly, the AP axis emerged as the

most important determinant in rabies-labelled input despite the comparable spread

of starter cell distributions along AP, ML and DV across experiments (Figure 6.7B).

Post-hoc testing on the significant model hits revealed that MPO input selectively

innervated vSNAc neurons; PA input selectively targeted vSLH and vSNAc neurons;

while RE and PVT input targeted vSLH and vSNAc neurons only at posterior loca-

tions within vS (Figure 6.11A–B).

Subsequently, I obtained a qualitative description of all extrahippocampal in-

puts supplying at least 0.25% input to vS (35 regions, Figure 6.12A) and their

relative dependence on COM or projection (Figure 6.12B–D). To probe the rela-

tive importance of COM and projection on the amount of extrahippocampal input,

I compared models containing only COM (’COM model’) or projection (’Projection

model’) information by computing the Bayesian information criterion (BIC) value for

each type of model (Figure 6.12B). The magnitude of the difference in BIC (∆BIC)

values provides an indication of the likelihood of the model given the observed data.

In this analysis, more negative BIC values indicate a higher projection dependence

whereas more positive BIC values represent a higher COM dependence. Sorting

input brain regions by the ∆BIC revealed a wide range in the relative dependence

of different synaptic input on both COM and projection identity (Figure 6.12C). This

analysis also revealed that 29% of brain regions (10/35) are biased towards COM

(∆BIC > 2), 37% of regions (13/35) are biased towards projection identity (∆BIC <

-2), and 34% of regions (12/35) are equally dependent on COM and projection iden-

tity (-2 < ∆BIC < 2; Figure 6.12C–D). By grouping input brain regions into coarser

anatomical groups, this analysis also yielded general principles of input connectiv-

ity: thalamic inputs such as PVT, RE and anterodorsal thalamic inputs to vS tended

to be COM-dependent, while amygdalar, hypothalamic and pallidal inputs such as

MPO, PA, MS were more projection-dependent (Figure 6.12D).

For spatially-dependent inputs like PVT and RE, the amount of rabies-labelled

inputs was highest when the COM was located more posteriorly, and lowest where

the COM was positioned more anteriorly. This suggested that the axonal target-

ing of these inputs within vS might also follow an AP gradient. I hypothesised that

for such inputs, the amount of axonal labelling would be strongest in the posterior
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Figure 6.12: Projection and spatial dependence analysis of vS inputs. (A) Unthresholded
extrahippocampal inputs. Data for long-range inputs from 35 extrahippocampal brain re-
gions by each projection population. Note that the dataset was preprocessed by including
only input regions that generated at least 0.05% of extrahippocampal input. Data expressed
as a percentage of total extrahippocampal input cells counted in a single brain sample. Bar
plots indicate mean ± sem. (B) Schematic of single-predictor linear models where COM
in all 3 brain axes of starter cells or projection identity were used as predictors, and the
extrahippocampal input fraction normalised to total input was used as the target variable for
each brain region. The two competing models were then compared with BIC as a measure
of goodness-of-fit. (B) For each of 35 brain regions that provide input to vS, the relative
likelihood (Bayesian information criterion, or BIC, score) was calculated for each the single-
predictor COM and projection model, and the absolute difference between these values the
BIC of the competing models were plotted as a measure of goodness-of-fit. The more pos-
itive the BIC, the more the input size of a given brain region is biased towards COM, while
the more negative the BIC, the more the input size is biased towards projection type. Inputs
vary widely on their relative spatial- and projection-dependence. (C) Anatomical input re-
gions classified as COM-, projection-, or equally COM- and projection-dependent based on
∆BIC value. Regions with ∆BIC <-2 were classified as projection-dependent, -2 < ∆BIC
< 2 as equally projection- and COM-dependent, and ∆BIC > 2 as COM-dependent. Thala-
mic inputs such as PVT and RE tended to be COM or equally dependent, whereas pallidal
inputs tended to be projection-dependent.
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Figure 6.13: 1 Allen Brain Atlas validation of spatial targeting of inputs. (A) Analysis of
anterograde tracing experiments from the ABA. Six coronal sections, spaced 100 µm apart
and covering the vS region, were downloaded from the ABA and analysed. The region
shaded in red were the approximate ROIs which were used to compute the relative intensity
of axonal projections. (B) Left: Example consecutive image series (depicting every second
section of the six sections) for each experiment showing the vS region. Scale bar: 100
µm. Right: Relative fluorescence intensity of axonal projections in the vS, normalised to
the posterior-most section. MPO and PA injection experiments (n = 3 and n = 2 brains,
respectively) show consistent axonal projection density across the six sections, while the
RE and PVT injection experiments (n = 3 brains each) display prominent spatial targeting
along the AP axis. Error bars: 500 µm. Bar plots represent mean ± sem.
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vS and weakest in anterior vS, whereas projection-dependent inputs such as PA

and MPO would have negligible differences in axonal targeting along the AP axis.

Testing these predictions would require anterograde axonal labelling experiments

from many brain regions; these are fortunately already available on the Allen Brain

Atlas Mouse Connectivity database. Therefore, to test these predictions of the ra-

bies tracing data, I analysed anterograde labelling experiments from different input

regions available from the ABA (Figure 6.13A–B). Coronal sections of vS were

downloaded from approximately −3.7 mm to −3.2 mm (six 100 µm sections) and

the fluorescence intensity in vS was analysed. In keeping with the predictions of

the TRIO experiments, I observed qualitatively strong spatial dependence of axonal

innervation across the AP axis for RE and PVT, but not for MPO or PA input (Figure

6.13B). In particular, RE and PVT axonal fluorescence was highest in posterior vS

and lowest in anterior vS, whereas fluorescence changed minimally across the AP

axis for inputs from MPO and PA. This analysis thus provides a further validation of

the TRIO method in detecting the spatial dependence of brain-wide inputs.

Overall, the rabies tracing dataset has identified brain-wide regions that project

to vS, including quantitatively biased inputs from MPO, RE, PVT and PA that de-

pend differentially on the location and projection identity of the postsynaptic neuron.

6.2.5 Biased nucleus reuniens input to hippocampal projection neu-

rons

The RE is a thalamic structure that is essential for a range of functions, from contex-

tual learning (Xu and Südhof, 2013) and goal-directed behaviour (Ito et al., 2015)

to salience encoding and decision-making (Salay et al., 2018; Vertes, 2006). The

circuit model underlying these functions is proposed to be a reciprocal vS-PFC-RE-

vS loop, where RE links the PFC and hippocampus (Dolleman-van der Weel et al.,

2019; Vertes, 2006). Specifically, it is assumed that, within the hippocampus, vSPFC

neurons receive and integrate RE input and transmit these signals back to PFC. Yet

surprisingly, I observed that the RE input was anatomically biased to avoid vSPFC

neurons (Mann-Whitney U test, U = 12.0, p = 0.013, n = 5 vSPFC, n = 15 non-vSPFC;

Figure 6.14A).

This finding runs counter to classic models of the vS-PFC-RE-vS circuit where

RE functions as a relay between PFC and hippocampus via long-range input to
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Figure 6.14: Nucleus reuniens inputs to vS projection neurons are functionally biased. (A)
Extrahippocampal fractions of RE inputs as a function of COM and projection population.
Non-PFC projectors (i.e. pooled vSNAc and vSLH) had overall higher RE inputs than vSPFC.
Data points and error bars indicate the median and inter-quartile range. (B) AAV expressing
ChR2 under the synapsin promoter was injected bilaterally into RE. (C) Confocal image of
a horizontal section of hippocampus. RE axons expressing ChR2 target distal regions of
vS.

vSPFC projections (Dolleman-van der Weel et al., 2019; Vertes, 2006). I thus sought

to confirm this anatomical bias using channelrhodopsin-2-assisted circuit mapping

(CRACM) to ensure that this result was not due to methodological constraints such

as viral tropism (Luo et al., 2018) or activity-dependence of viral tracing (Beier et al.,

2017; see Discussion). From my tracing data, I hypothesised that RE input was

spatially biased, i.e. RE input targets posterior areas where vSPFC neurons are not

abundant (COM). In addition, I wanted to ask if RE input formed synaptic connec-

tions with the few vSPFC neurons in the most posterior locations (Projection).

To conduct CRACM of RE input, I injected pAAV-hSyn-hChR2(H134R)-EYFP

to express ChR2 in RE (Figure 6.14B–C) and, in the same surgery, red and green

retrobeads into either NAc and LH or PFC and LH (Figure 6.15A,E). After 2 weeks,

acute horizontal slices of vS were prepared for whole-cell electrophysiology. In

these slices, I found that ChR2+ axons emanating from RE were observed most

densely in the distal, posterior region of vS (Figure 6.14C), consistent with the

spatial dependence of the rabies tracing data. Under visual guidance, I then tar-

geted pairs of retrogradely labelled neurons within the axon-rich distal region vS

to record light-evoked postsynaptic currents using brief pulses of blue light. By

recording from pairs of neighbouring neurons within the same slice, this approach

allowed me to directly compare the relative strength of RE inputs across projec-

tion populations while controlling for spatial position, ChR2 expression and light
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Figure 6.15: (A, E) In the same surgery after ChR2 injection into RE, red and green
retrobeads were injected into either NAc and PFC or LH and PFC. (B, F) Light-evoked
excitatory postsynaptic currents in pairs of (B) vSLH and vSPFC, or (F) vSNAc and vSPFC. All
data represent responses to 10 ms of blue light. Solid line: mean response, shaded region:
SEM. (C, G) Scatter plots of light-evoked photocurrents from cell pairs. (D,H) Normalised
EPSCs scaled to the photocurrent elicited in vSPFC; the relative amplitudes of light-evoked
photocurrents are higher in vSLH and vSNAc. Bar plots and error bars indicate median and
95% bootstrapped confidence intervals.

intensity. I observed that excitatory RE input was indeed much weaker onto vSPFC

neurons, whereas it strongly targeted neighbouring vSLH (Light-evoked response

in LH-projectors = 123.64 ± 33.46 pA, and PFC-projectors = 18.11 ± 12.91 pA;

Wilcoxon signed-rank test, pairs of recorded vSPFC and vSLH neurons, W = 4.0,

p = 3.86 × 10-4, n = 18 pairs from 3 animals) and vSNAc neurons (Light-evoked

response in NAc-projectors = 96.34 ± 42.10 pA, and in PFC-projectors = 27.52 ±

13.95 pA; Wilcoxon signed-rank test, pairs of recorded vSNAc and vSLH neurons, W

= 6.0, p = 0.016, n = 11 pairs from 3 animals; Figure 6.15B–D, F–H). Overall, these

results demonstrate a functional bias of RE inputs away from vSPFC and towards

both vSLH and vSNAc, thus describing a more complex connectivity pattern than the

current model of a vS-PFC-RE-vS circuit loop.

6.3 Discussion

Using a combination of retrograde tracing, conditional rabies tracing and optoge-

netics with whole-cell electrophysiology, the data presented in this chapter demon-

strate that the vS output circuitry is comprised of projection-specific, topographically

organised populations that receive a range of local and long-range inputs. In turn,
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the targeting of these inputs depends to different degrees on the spatial position

and projection target of the postsynaptic vS neuron.

6.3.1 Topography of vS projections

I used CTXβ retrograde tracing to reveal the distribution of neurons in vS that

project to PFC, NAc and LH and confirmed previous findings that suggest that

there are unique populations of neurons in vS that project to each downstream

region (Naber and Witter, 1998). However, due to the efficiency of retrograde la-

belling, significant proportions of neurons projecting to multiple downstream sites

cannot be definitively ruled out. For example, if a given retrograde tracer injection

labels only a small fraction of the total number of projection-defined neurons, then it

is possible that dual-labelled neurons may be under-sampled. Using single-neuron

tracing and whole-brain imaging, Winnubst et al. (2019) recently showed that many

neurons in dorsal subiculum do indeed project to multiple downstream areas (Win-

nubst et al., 2019). This multi-region targeting motif appears to also apply in vH

(Ciocchi et al., 2015; Kim and Cho, 2017). Thus, an interesting future direction

would be to clarify the extent of projection specificity of individual vS neuronal pro-

jection neurons.

Consistent with previous findings, I also observed that different vS projections

were organised topographically. vSPFC neurons were located most anteriorly and

proximally (along AP and PD, respectively), vSLH were found posteriorly and dis-

tally, and vSNAc were widely distributed throughout vS (Kim and Spruston, 2011;

Cembrowski et al., 2018b). Anatomical analysis conducted in both coronal and

horizontal sections demonstrated that this AP gradient is most likely due to the pre-

viously described divergence along the PD axis of the pyramidal cell layer (Cem-

browski et al., 2018b). Notably, these results are incongruent with findings from

dorsal subiculum (dS). Specifically, Cembrowski et al. (2018a) showed that dS neu-

rons projecting to NAc and hypothalamus occupy the proximal and distal regions of

subiculum, respectively, with a sharp border separating the two subpopulations. By

contrast, I found that vSNAc and vSLH occupied vS in a gradient-like fashion, with

a region of considerable anatomical intermingling between the two vS populations.

Even with linear discriminant analysis, which found the best plane to anatomically

separate the vS projections, the vS projections were still highly intermingled. These
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results highlight that the dS and vS may represent fundamentally distinct circuitries,

above and beyond their DV locations. This is consistent with recent work that found

that the vS complex is formed mainly by prosubiculum, whereas the dS complex

is formed mainly by subiculum (Ding et al., 2020). Subiculum and prosubiculum,

in turn, have distinct input-output connectivity and gene expression patterns, un-

derscoring the distinctions between vS and dS. Therefore, findings in dS may not

necessarily map well to vS given their inherent distinctions in genetic expression,

connectivity and function.

6.3.2 Biased input to vS based on projection identity and spatial lo-

cation

The topography of vS projection neurons within vS prompted us to investigate the

contribution of spatial location on the types of afferent inputs that each vS projection

receives. To this end, I experimentally varied the injection coordinates during rabies

tracing, which enabled me to sample starter cells from different COM positions

(Figure 6.10B). This strategy allowed me to investigate the relative contribution of

both projection identity and COM of vS neurons on the type and amount of rabies-

labelled inputs.

Whole-brain and projection-specific rabies tracing identified many inputs to vS,

including anterior hypothalamic inputs from MPO, amygdalar inputs from PA and

thalamic inputs from RE and PVT. These inputs targeted distinct populations in vS:

MPO selectively innervated vSNAc, PA selectively innervated vSNAc and vSLH, and

RE and PVT innervated vSNAc and vSLH only in posterior vS. Notably, the con-

sistent MPO inputs to vSNAc have not been previously described in the literature

(Wyss et al., 1979; Bienkowski et al., 2018). The specificity in input labelling across

different vS projections and spatial positions further raises interesting questions re-

garding the function of these upstream neurons. For example, the vS is important

for relating appetitive social interactions with particular contexts (Okuyama et al.,

2016), and MPO input has been shown to be important for integrating social stimuli

with hormonal state (McHenry et al., 2017). Thus, inputs signalling ethologically

important stimuli may be conveyed to vS, and in particular vSNAc neurons, to coor-

dinate goal-directed behaviour.

More generally, the observed input connectivity of vS supports a model of com-
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Figure 6.16: (A–C) Models of vS input connectivity based purely on the (A) spatial location
or (B) projection identity of the postsynaptic vS neurons. (C) The findings presented in this
chapter support a combined model from (A) and (B), where inputs can be projection-, COM-
or both projection- and COM-biased.

bined topographical and output-defined connectivity of vS inputs (Figure 6.16A–C)

where, depending on the upstream region, vS inputs are biased according to the

location, projection type or both these attributes of postsynaptic vS neurons. This

variation in inputs across space and projection type is in keeping with the known

spatial and projection-specific functions of subiculum; across proximal-distal sub-

divisions, proximal vS is involved in sensory encoding (Knierim et al., 2014) and

distal vS supports path integration (Knierim et al., 2014; Cembrowski et al., 2018b),

while across projection populations, vSPFC and vSLH encode anxiety (Adhikari et al.,

2010; Ciocchi et al., 2015; Jimenez et al., 2018) and vSNAc encodes social memory

(Okuyama et al., 2016) and reward-seeking behaviour (Reed et al., 2018; Trouche

et al., 2019; LeGates et al., 2018; Britt et al., 2012). Crucially, the joint spatial-

and projection-dependence of RE inputs also support the existence of spatial- and

projection-specific function. For example, goal-directed locomotion has been pro-

posed to be both specific to vSNAc neurons and distal subiculum (Cembrowski et al.,

2018b; Ciocchi et al., 2015; Okuyama et al., 2016). The data presented suggests

that the input specificity of vS may be an important axis in producing the distinct

activity dynamics of individual projections during free behaviour.

6.3.3 Biased connectivity of RE input away from vSPFC neurons

A surprising result from the dataset was that the RE input did not innervate vSPFC

neurons. The RE is essential for bidirectional communication between hippocam-

pus and PFC. This thalamic region is proposed to form an anatomical link between
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hippocampus and PFC, thereby closing a PFC-RE-vS-PFC loop. Furthermore, this

circuit has been the focus of preclinical models of disorders such as schizophrenia,

depression and Alzheimer’s disease (Vertes, 2006; Dolleman-van der Weel et al.,

2019; Ito et al., 2015). Little information is present about the extent to which the

projection-defined vS populations are involved in this circuit loop, and it is gener-

ally assumed that RE input is integrated by vSPFC neurons to relay signals from

hippocampus to PFC. By demonstrating that vSPFC receive anatomically few and

functionally weaker RE inputs, the data challenge this circuit model and instead

suggest that RE input is integrated upstream of vSPFC neurons – i.e. either through

dorsal hippocampus, entorhinal cortex, local interneurons or local pyramidal cell

populations – before being transmitted back to PFC. It will be necessary for future

work to investigate in more detail the hippocampal microcircuitry that is involved in

integrating RE input, the details of other multi-synaptic routes that may allow re-

ciprocal connectivity between the hippocampus and PFC, such as via entorhinal

cortex and amygdala, and how this circuit organisation contributes to behaviour.

Interestingly, RE input is anatomically and functionally biased towards vSNAc

and vSLH neurons. This observed circuit connectivity complements previous data

that demonstrated key roles for RE in goal-directed planning (Ito et al., 2015) and

fear generalisation (Xu and Südhof, 2013) – functions that may be crucial for the

proposed roles of vSNAc in reward-seeking and vSLH in anxiety (Cembrowski et al.,

2018b; Ciocchi et al., 2015; Jimenez et al., 2018). In Chapters 4 and 5, I showed

that vSNAc projections are uniquely sensitive to the hunger state, while vSLH is im-

portant for encoding salience. It is possible that RE input is required in the encoding

of these behaviours in vS activity. It is also possible that distinct subpopulations of

RE may differentially target vSNAc and vSLH and contribute to different behaviours.

For example, Salay et al. (2018) demonstrated that midline thalamus neurons com-

prised projection-defined cell types that subserved different roles in visually evoked

escape behaviours (Salay et al., 2018). Therefore, the nature of the RE-vS circuit

remains an exciting avenue for further research.

6.3.4 Limitations of the study

Although conditional rabies tracing is now a widely used technique that enables sys-

tematic brain-wide mapping of upstream synaptic input (Beier et al., 2015, 2017;
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Do et al., 2016; Ren et al., 2018; Ährlund Richter et al., 2019; Sun et al., 2019),

there are a number of caveats related to this technique that require caution when

interpreting rabies tracing data. One example of this is that the mechanism of

trans-synaptic retrograde spread is unclear (Luo et al., 2018), which raises several

potential confounds. For example, the efficiency of rabies viral spread may depend

on uncontrolled variables such as tropism for certain cell-types and synapses (Luo

et al., 2018), the level of upstream circuit activity (Beier et al., 2017), or even non-

synaptic transfer (Luo et al., 2018). Indeed, in the TRIO experiments described

in this chapter, neuromodulatory inputs such as serotonin from dorsal raphe and

dopamine from VTA were poorly labelled by rabies, even though these inputs have

been shown to project to vH (Riley and Moore, 1981). In addition, there is conflict-

ing evidence as to whether the quantity of rabies-labelled input neurons correlates

with functional synaptic strength (Luo et al., 2018). While multiple studies have

shown that the number of input neurons across many brain regions scales with the

connection probability and synaptic strength (Lerner et al., 2015; Sun et al., 2014;

Kohara et al., 2013), other studies did not reach similar conclusions (Smith et al.,

2016; Choi et al., 2019).

To mitigate the potential shortcomings of the technique, I conducted a series

of control experiments and analyses. First, I leveraged on publicly available antero-

grade tracing experiments, such as those from the ABA Mouse Connectivity Atlas

(Beier et al., 2019), to not only confirm direct targeting of newly-identified inputs to

vS, such as those from MPO, but also validate the spatial targeting of RE and PVT

input (Figure 6.13). Second, I conducted CRACM to directly assess the synaptic

strength of identified inputs (Lerner et al., 2015). Using this approach, I confirmed

that the RE input is stronger at synapses onto vSNAc and vSLH and weaker onto

vSPFC (Figure 6.15). In this instance, the functional strength of input correlated with

the number of rabies-labelled inputs, but this is not always guaranteed. Thus, using

these two approaches enabled me to more conclusively show that inputs to vS are

anatomically and functionally biased as suggested by the rabies tracing data.

There are other technical considerations that are important to highlight with the

use of whole-brain mapping. The first is the choice of the plane of sectioning, as

there is the potential for reduced sampling resolution across the axis of slicing. For
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example, in this study, sagittal sectioning did result in reduced resolution of regions

defined predominantly in the ML axis, such as the lateral and medial entorhinal

cortices. Defining the plane of sectioning is also important as the level of detail

in anatomical annotation available in the ABA differs across anatomical axes. For

example, the Allen Brain Atlas is more resolved along the coronal (plates spaced

in 100 µm intervals) than the sagittal (plates spaced in 200 µm intervals) plane. As

a result, the lateral-most regions in the sagittal plane, such as insular cortex which

plays a key role in internal state sensing (Livneh et al., 2017, 2020), could not be

resolved in this study.

Nevertheless, multiple brain-wide tracing studies have used horizontal, coronal

(Bienkowski et al., 2018; Cembrowski et al., 2018b; Sun et al., 2014; Beier et al.,

2015; Weissbourd et al., 2014) and sagittal (Wall et al., 2013; Roy et al., 2017; Beier

et al., 2011) planes of sectioning successfully. I was motivated to use the sagittal

plane of sectioning to allow accurate estimates of AP position within the brain, as

this was the principal axis along which vS projection type varied. Even with the

presence of this caveat, error associated with axis of sectioning was recently shown

to be minimal when detailed registration is carried out (Fürth et al., 2018).

In addition, the use of stereotaxic injections means that - despite small injec-

tion volume and controlled rate of injection - the possibility that small amounts of

virus or tracer might have leaked into neighbouring regions could not be excluded.

Finally, the success of tracing experiments is dependent on the efficiency of the

tracing system, and novel variants of the rabies system, such as more efficient gly-

coproteins (Kim et al., 2016), or more stable rabies virus (Reardon et al., 2016;

Ciabatti et al., 2017; Chatterjee et al., 2018) could increase the sampling of more

neuronal cell types for whole-brain anatomy experiments in the future.

In summary, this chapter presents data that describes the 3D anatomical or-

ganisation of parallel vS projections and their input connectivity. vS projections re-

side in distinct locations where individual projections are best discriminated along

the AP axis. In turn, inputs target vS neurons according to the projection iden-

tity or spatial location of the vS postsynaptic neurons, supporting a spatial- and

projection-defined rule of input connectivity in vS. These results suggest the in-

triguing possibility that this underlying biased input connectivity represents a neural
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mechanism for the selective control of individual vS projections during behaviour.



Chapter 7

General Discussion

In this Chapter, I summarise the findings presented in Chapters 3 to 6, inte-

grate them with the literature and discuss the potential neural mechanisms

of hunger state sensing in the hippocampus. Then, I discuss the implications

of such a function, and formulate testable hypotheses that can be addressed

in future studies.

7.1 Brief summary of results

From spatial navigation and memories, to motivated behaviour, stress and anxiety,

the hippocampus appears to contribute to a wide range of seemingly disparate be-

haviours. This thesis expands on a lesser-known function of the hippocampus, i.e.

motivational state sensing, which is being increasingly recognised as an important

contributor to adaptive, flexible behaviour (Davidson and Jarrard, 1993; Kennedy,

2004; Kennedy and Shapiro, 2009; Carey et al., 2019). Below, I provide a brief

summary of the key findings described in Chapters 3 to 6 in the context of the

original research questions outlined in the Introduction:

• What are the activity dynamics of the ventral hippocampus (vH) during

feeding behaviour across different states of hunger? Feeding behaviour

is built from simpler behaviours, most notably feeding behaviours such as food

investigation (Approach) and consumption (Eat) and non-feeding-specific be-

haviours (Rear, Groom and Rest). Excitatory vS neurons specifically encode

food exploratory and investigative behaviour, signalling anticipation of food

intake. This occurs even in the simplest of tasks devoid of an explicit task

structure, i.e. free-feeding behaviour, as well as a learned operant behaviour.
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Hunger reduces vS activity specifically during the approach phase of feeding

behaviour.

• What are the ventral hippocampal circuits specifically involved in encod-

ing feeding behaviour and the hunger state? The activity of vS projections

to the nucleus accumbens (vSNAc), as opposed to projections to the lateral

hypothalamus (vSLH), encodes feeding behaviour, and more specifically in-

vestigative Approach behaviour. Hunger – through peripheral injections of

ghrelin – inhibits vSNAc, and not vSLH, activity during food approach. Addi-

tionally, vSNAc activity during food approach is predictive of subsequent food

intake and encodes the value of food.

• What are the circuit and cellular mechanisms supporting this hunger

sensitivity in vH? At the cellular level, systemic ghrelin enhances inhibitory

synaptic transmission specifically in vSNAc neurons, and this effect can be re-

versed with the ghrelin receptor antagonist D-lys. At the circuit level, ghrelin

receptor signalling is required for this inhibition of vSNAc circuit activity at the

time of food approach. Importantly, the vSNAc circuit regulates food-seeking

behaviour, as pharmacogenetic inhibition of vSNAc in vivo promotes an in-

crease in transitioning from food approach to consumption, while vSNAc acti-

vation increases the time spent investigating food.

• What is the input connectivity of the vS that might explain functional

heterogeneity in the vS circuit? The vS is made up of topographical pro-

jections to distinct downstream regions. This topography, in combination with

the identity of their downstream target, dictates the type and amount of inputs

that vS neurons receive, providing a potential neural basis for heterogeneous

function in vS.

These findings of a hunger, and specifically ghrelin-sensitive vS circuit that me-

diates food-seeking behaviour, provides one of the first mechanistic descriptions of

how the hippocampus may sense an internal state like hunger in vivo. Such a

hormonal signalling mechanism may also interact dynamically with the heteroge-

neous inputs that vS receives, producing a complex interplay of synaptic and hor-

monal input integration within vS to guide behaviour. In the next sections, I discuss
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what these findings imply for integrative hippocampal computations, including how

hunger and more generally motivational state sensing may be used as schemas

(i.e. relationships between distinct external and/or internal cues) to support flex-

ible behaviour, how disruption of these processes may give rise to disease, and

propose outstanding questions remaining as avenues for further research.

7.2 Role of ghrelin in motivation-related neural circuitry

Although ghrelin has been commonly referred to as the ’hunger hormone’ that mim-

ics fasting (Chapter 3; see also Tschöp et al., 2000; Wren et al., 2001), several

observations make it more likely that ghrelin mediates food anticipation rather than

food consumption. First, the concentration profile of circulating ghrelin accurately

reflects the anticipation of an upcoming meal, where ghrelin levels ramp towards

the onset of food consumption over a timescale of hours (Drazen et al., 2006;

Cummings et al., 2004). This anticipatory increase in ghrelin levels prior to food

consumption may be an important determinant in shaping ramping neural activ-

ity observed in hippocampus and a multitude of other brain regions (see below

for discussion on ramping signals in hippocampus). Consistent with this idea, my

data demonstrate that ghrelin inhibits vS activity specifically during food anticipa-

tion, and studies employing genetic knockouts of GHSR1a show that mice have

disrupted anticipatory locomotion during the time period preceding a meal (Blum

et al., 2009; Verhagen et al., 2011). Furthermore, GHSR1a-null mice have normal

body weight (Sun et al., 2008), indicating that ghrelin is dispensable in homeostatic

food intake regulation. Collectively, these observations prompt a re-examination of

the function of ghrelin as supporting food consumption alone, and suggest a more

nuanced role in anticipatory feeding behaviour and planning.

Second, beyond the hypothalamus and hippocampus, receptors for ghrelin are

expressed in brain structures known to support goal-directed feeding behaviour.

For example, the basal amygdala, which encodes the utility of goals (both rewards

and punishments) (Gore et al., 2015; Gründemann et al., 2019; Paton et al., 2006;

Belova et al., 2008) expresses GHSR1a (Alvarez-Crespo et al., 2012) and is acutely

sensitive to the hunger state (Calhoon et al., 2018). The mesolimbic dopaminergic

pathway, comprising the projection from ventral tegmental area (VTA) to nucleus

accumbens (NAc), is also involved in ghrelin signalling; cannulation of ghrelin into
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the lateral ventricles increases dopamine concentrations in striatum (Cone et al.,

2014), while direct cannulation into regions like LH and VTA promote food intake

and the effort expended to retrieve food (Skibicka and Kanoski, 2016; Skibicka

et al., 2011; Naleid et al., 2005). This expression pattern of ghrelin receptors in re-

gions supporting goal-directed behaviour further suggest that the behavioural effect

of ghrelin may be more complex than as a simple controller of food consumption.

Third, at the neural level, ghrelin appears to be a key factor in modulating

synaptic plasticity and learning. In my experiments, I showed that ghrelin modu-

lates inhibitory plasticity in vSNAc neurons. Other previous experiments have shown

that ghrelin promotes functional (Ribeiro et al., 2014; Diano et al., 2006; Cruz et al.,

2013; Yang et al., 2011) and structural (Berrout and Isokawa, 2012; Diano et al.,

2006) plasticity, with important ramifications for learning and memory. For example,

peripheral injections of ghrelin produced robust LTP in hippocampus and improved

spatial working memory in mice (Diano et al., 2006). These reports of ghrelin-

dependent changes in synaptic plasticity and hippocampal-dependent behavioural

functions strongly suggest that ghrelin may also have influences on the learning of

associations. For example, ghrelin increases prediction error-related signals in hip-

pocampus and value-related signals in striatum in a food odour-conditioning task,

which may be used to promote the learning of food-cue associations (Han et al.,

2018). During this task, there was also increased hippocampal-striatum coupling

when human participants were injected with ghrelin compared to saline control.

Thus, it appears that ghrelin plays a role in value computations between the hip-

pocampus and striatum in the learning of food-related associations, suggesting a

higher-order function of ghrelin than simply driving food intake.

More generally, it is becoming increasingly understood that the hippocampus

not only encodes the relationships between distinct cues in the environment (Co-

hen and Eichenbaum, 1993), but also the value of outcomes (Lee et al., 2012). For

example, the hippocampal-to-NAc projection has been proposed to be important

for the learning of value associations in physical and abstract dimensions (Trouche

et al., 2019; LeGates et al., 2018; Wimmer and Shohamy, 2012; Duncan et al.,

2018; Ito et al., 2008), and to relay these signals to ventral striatum (Pennartz et al.,

2011b). In rodents, a spatial context paired with reward will lead to expression of
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reward-seeking behaviour, manifested as an increased place preference; this be-

haviour is crucially dependent on an intact hippocampus to NAc projection (Trouche

et al., 2019; LeGates et al., 2018). In more abstract domains, human subjects can

use a form of learning called configural learning – i.e. learning that the configura-

tion of cues leads to one outcome, while individual (elemental) cues each predict

a different outcome. This sort of learning is also highly dependent on the projec-

tion from hippocampus to NAc (Duncan et al., 2018), suggesting that the binding

of distinct elements to rewarding outcomes is a principal function of hippocampal

projections to NAc. Thus, the learning of value associations, including food-related

associations, appears to engage a general hippocampus-NAc circuit that is capable

of learning associations that span physical and abstract domains.

One key feature of a flexible, relational system for learning value associations,

and especially food-related value, is the multiplexing of distinct sensory inputs, for

example, the sensory properties of food such as taste and odour, within hippocam-

pal activity. Sensory inputs converge in hippocampus likely through relays from

well-established sensory pathways via perirhinal, postrhinal and entorhinal cortices

(Kanoski and Grill, 2017), and through mono- and disynaptic pathways from olfac-

tory cortex to hippocampus via amygdala and entorhinal cortex. In dorsal CA1,

pyramidal neurons and interneurons are known to multiplex signals relating spatial

location and taste within single neurons (Herzog et al., 2019, 2020), giving rise to

hypotheses about conjunctive space-food availability codes that might be read out

by downstream brain regions to guide behaviour.

An intriguing possibility is that this multiplexing of signals enables relational

binding of associations and the learning of sensory cue-internal state associations.

Based on one main finding of this thesis – i.e. that the hormone ghrelin can modu-

late the activity of hippocampal projections to NAc – I propose that hormone-based,

hunger state signals can also be integrated within vS with conjunctive sensory

cues. Such an integration would be possible given the role of the hippocampus

in relational encoding, and may be used to guide feeding behaviour under appro-

priate conditions. A further speculation is that such a hunger state-sensory cue

association would also be linked with the value of actions, akin to model-based

reinforcement learning (see below for discussion about planning), such that partic-
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ular hunger state-cue associations can be used to predict the amount of reward-

outcomes. If this is true, then such a relational encoding between hunger and

feeding behaviour may be a fundamental mechanism or schema (Tse et al., 2007;

McKenzie et al., 2014) for relating food-related cues under different hunger states

to varying levels of value. Thus, in this view, one prime role of ghrelin signalling

within the hippocampus may be its role in forming value associations (i.e. by con-

structing a model-based value landscape) and sending this information to NAc to

guide behaviour (see below for experiments to directly test this idea).

Together, these studies prompt a re-conceptualisation of ghrelin’s role not sim-

ply as a reporter for hunger, but rather as a hormonal mechanism to directly regu-

late circuitry involved in food-seeking behaviour.

7.3 Interacting motivational systems within hippocampus

The hippocampus has been proposed to support the sensing of multiple, orthogo-

nal motivational systems, ranging from thirst and hunger to pain and stress. These

related and interacting motivations are mediated by circulating peptides such as

vasopressin and angiotensin II (thirst), insulin (glucose metabolism), glucagon-like

peptide 1 and leptin (satiety), oestrogen and testosterone (sex-related), oxytocin

(prosocial behaviour) and so on. In turn, the hippocampus densely expresses re-

ceptors recognising these ligands (Lathe, 2001; Lathe et al., 2020). The dense

expression of receptors in hippocampus for circulating hormones is in agreement

with the long history of work showing the ability of circulating hormones, such as

glucocorticoids and oestrogen, in modulating the structural and functional plasticity

of hippocampal neurons (Woolley, 1998; McEwen et al., 2015). One speculation

is that, given the common evolution of the hippocampus and olfactory circuit from

chemosensory epithelium, a prominent function of the hippocampus would be the

sensing of many internal circulating molecules, much like how the olfactory bulb

and cortex sense external odorant molecules (Lathe, 2001). Consistent with this

idea, a recent survey of of endocrine receptor expression found that 30% of recep-

tors encompassing stress, hormonal, hunger, thirst, infection/inflammation-related

genes, were expressed at higher levels in hippocampus compared to cortex and

cerebellum (Lathe et al., 2020).

There is evidence that motivational systems, primarily hunger and thirst, have
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orthogonal representations in the hippocampus. The earliest work documenting

that motivation can be separately used to learn about outcomes was an experiment

in which rats were trained to approach one goal if hungry and another goal if thirsty.

Lesioning the hippocampus impaired the ability of rats to learn to use the internal

state to choose the appropriate goal, as well as cause perseverance in inappropri-

ate goal approach (Hsiao and Isaacson, 1971); however, this study was confounded

by the fact that the animals received hippocampal lesions prior to learning and thus

could have had deficits in spatial processing, as well as used alternative strategies

to solve the task, such as the formation of compound reward-arm cues, rather than

relying on internal state cues.

Kennedy (2004) improved upon this initial finding by showing that the hip-

pocampus – independent of spatial processing – was required in a contextual-

retrieval task where compound internal state (hunger vs. thirst) and sensory cue

information guided the animal’s choice of the correct box containing the correct goal

(water or food). Later, the same group showed than when recording from hippocam-

pal place assemblies, place cell remapping occurred with motivational shifts from

thirsty to hungry (Kennedy and Shapiro, 2009). Lastly, Carey et al. (2019) showed

that hippocampal replay activity occurred in sequences in a manner that was de-

pendent on hunger and thirst state (Carey et al., 2019), i.e. the trajectory of quiet

awake replay appears to be biased by multiple motivational systems. Together, this

indicated that hunger and thirst could act as distinct internal contexts in the service

of planning and goal-directed behaviour. Thus, one interesting possibility is that the

signalling of the hunger state by ghrelin within vS does not occur in a vacuum, but

rather interacts dynamically with other motivational states.

The sensitivity of the hippocampus to motivational states, coupled with the role

of the vH in forming value associations, suggests that motivational states may act

as relational schemas to enable flexible behaviour (Behrens et al., 2018; Cohen

and Eichenbaum, 1993). This generalisation of interoceptive motivational states to

support behaviour other than feeding behaviour was hinted at from early work by

Davidson and Jarrard (1993), who described the ability of rats to use their hunger

states to predict an upcoming footshock. This raised the exciting prospect that mo-

tivational states are able to shape the internal model generated by the hippocam-
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pus, possibly served by distinct hippocampal representations of hunger and thirst

(Carey et al., 2019; Kennedy and Shapiro, 2009). Indeed, motivational states such

as hunger can affect decision-making; for example, hunger encourages exploration

in mice, and they are more likely to enter ‘anxiogenic’ areas such as the open arms

of the elevated plus maze when hungry (Burnett et al., 2016), while humans sub-

jects make more risky decisions in a gambling task in the fasted compared to the

fed state (Symmonds et al., 2010). This effect of hunger on non-feeding related be-

haviour, such as approach-avoidance under uncertainty, in a variety of organisms

in fish, rodents and humans (Filosa et al., 2016; Burnett et al., 2016; Symmonds

et al., 2010) provides evidence that motivational states may be factored into the

internal models generated by the hippocampus to enable flexible behaviour.

7.4 Anticipatory neural signals in hippocampus

One of the most common observations of anticipatory brain activity is a signal pre-

ceding the onset of a behaviourally relevant event. This feature has been observed

in cortical regions such as prefrontal cortex (Narayanan, 2016), subcortical regions

such as the mesolimbic dopamine circuitry (Hamid et al., 2016; Howe et al., 2013;

Kim et al., 2019) and the CA1 and subicular regions in hippocampus (Deadwyler

et al., 1996; Aronov et al., 2017). These signals are often interpreted as being pre-

dictive of an upcoming goal. In cortex, these signals are thought to be involved in

the planning of motor actions (Chen et al., 2017; Li et al., 2016). Another equally

plausible interpretation of such preemptive signals is the encoding of elapsed time,

for example in CA1 hippocampal neurons, to bridge temporal gaps between rele-

vant stimuli (MacDonald et al., 2011; Paton and Buonomano, 2018; Soares et al.,

2016).

The vS activity observed in my operant feeding task experiments (Chapter 3)

increased slowly from the onset of cue light to food delivery. This ramp-like signal

is reminiscent of other anticipatory, value-related signals that have been reported

in the mesolimbic dopamine circuitry (Hamid et al., 2016; Howe et al., 2013; Kim

et al., 2019) which have been hypothesised to track the proximity towards a goal

(Howe et al., 2013) and reflect the value of effort expended (Hamid et al., 2016).

Such anticipatory signals indicate a degree of prospection for the upcoming reward,

which have interesting implications for the underlying behavioural strategy in goal-
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directed behaviour. Mechanistically, at the single-cell level, neuronal activity could

potentially be organised as a sequential activation pattern that tiles the period from

the onset to the end of a trial (MacDonald et al., 2011); alternatively, co-activation

of neural ensembles, as in an attractor network, could account for this preemptive

increase in activity preceding food intake.

Notably, there is increasing evidence in both humans and rodents that model-

based behaviour is supported by the hippocampus (Vikbladh et al., 2019; Miller

et al., 2017; Johnson and Redish, 2007; Pfeiffer and Foster, 2013). This view

is supported by the hippocampus’ role in flexibly relating distinct features of the

environment in forming episodic memory (Cohen and Eichenbaum, 1993) and in

simulating futures (Bakkour et al., 2019; Stachenfeld et al., 2017; Kay et al., 2020;

Johnson and Redish, 2007; Ólafsdóttir et al., 2015). One study recently found that

a major determinant for the evolution of anticipatory ramping signal – at least within

the mesolimbic dopaminargic pathway – is the use of an internal model, e.g. time-

keeping or tracking of distance already covered in relation to goals (Guru et al.,

2020). Thus, one interesting hypothesis is that the anticipatory ramping signals

may originate in the hippocampus, which are then relayed to downstream areas

like the midbrain dopaminergic circuit (Lisman and Grace, 2005).

In my experiments, the predictive ramp-like signal was observed even during

the operant feeding task where the delivery of food was deterministic (i.e. 100%

probability of reward), whereas tasks measuring model-based behaviour usually

utilise probabilitistic reward schedules to introduce uncertainty and engagement in

model-based learning. One potential explanation for this observation is the use of

even a small temporal delay (50-250 ms in the operant task) is sufficient to use

time-keeping to expect an upcoming food reward; alternatively, it is possible that

the nature of hunger signals – i.e. their continuous fluctuations in circulating levels

daily – means that food-related value is always probabilistic and requires inference

based on the sampled level of circulating hormones within the hippocampus and

elsewhere in the brain. As these explanations are not mutually exclusive, it is pos-

sible that both these descriptions can account for vS ramping activity during the

anticipation of upcoming food intake.

The predictive nature of vS activity – i.e. the increased vS activity preceding
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actual food consumption or delivery seen in my experiments – is in keeping with

current ideas about hippocampal function. That is, the hippocampus is increasingly

thought to signal the likelihood of occupying future spatial or non-spatial states

(Stachenfeld et al., 2017), representing future choices (Kay et al., 2020) and active

deliberation about the value of choices in the run up to decision time (Bakkour et al.,

2018). Indeed, many studies have observed anticipatory increases in hippocampal

activity prior to outcome (Lee et al., 2012; Ciocchi et al., 2015), and this thesis fur-

ther demonstrates that such an anticipatory signal applies to food-related rewards

in a hunger-dependent manner.

On the other hand, the data presented in this thesis is also consistent with

the idea that the hippocampus is involved in behavioural inhibition (Gray and Mc-

Naughton, 2003; Bannerman et al., 2012), where high activity in vH (e.g. in the

sated state) suppresses consummatory behaviour, while low activity promotes tran-

sitions towards eating. How can the vH support seemingly distinct psychological

processes – i.e. food investigation and behavioural inhibition? One idea is that

these two processes could occur simultaneously; while anticipating upcoming food

or deciding whether to eat or not, animals may suppress task-unrelated behaviour

until receiving the food reward. What occurs during this suppression of behaviour

may be either increased information seeking (i.e. attending to salient external or

internal cues; Gray and McNaughton, 2003) or active deliberation about available

options (Bakkour et al., 2019; Biderman et al., 2020). In the latter case, the hip-

pocampus is particularly important to arbitrate between value-based decisions as

the hippocampus is important in determining the value of present options based on

past learnt associations (Barron et al., 2013; Behrens et al., 2018). Consistent with

this idea, value-based deliberation among competing options correlates with hip-

pocampal activity (Bakkour et al., 2019). In this way, perhaps deciding to eat or not

is similar to deciding between two options of differing value, where the deliberation

over the decision to eat is accompanied by increased attention and suppression of

ongoing behaviour.
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7.5 Does ghrelin directly bind to ventral hippocampal

neurons?

Given the tight regulation of substance entry across the blood-brain barrier (BBB),

one important question is whether ghrelin and other hormones mediate their ef-

fects on vS circuitry by directly binding hippocampal neurons, or are signalled via

upstream synaptic inputs. This question remains highly debated. On the one hand,

the hippocampus is situated adjacent to circulating cerebrospinal fluid (CSF) in

the ventricles, and has a rich surrounding blood supply from the choroid plexus

(Lathe, 2001). Substances used to assess BBB integrity, such as Evans blue, have

been shown to readily pass through the BBB surrounding the hippocampus, and

be taken up by hippocampal neurons (Hamasaki et al., 2020). On the other hand,

others have argued that peptide hormones like ghrelin are unable to cross the BBB

except at circumventricular organs or regions with fenestrated capillaries (Fry and

Ferguson, 2010; Kern et al., 2014, 2015; Furness et al., 2011; Schaeffer et al.,

2013). This is because while steroid hormones such as oestrogen and testerone

are highly non-polar and readily cross the BBB by diffusion, peptide hormones like

ghrelin, insulin and leptin are highly polar due to to their charged side chain groups,

and thus cannot cross the BBB without specialised mechanisms (Banks, 2012);

yet, multiple studies have shown that ghrelin is able to cross the BBB by saturable

mechanisms, albeit at a low level (Banks et al., 2002; Diano et al., 2006; Rhea

et al., 2018), and that radioactive-labeled ghrelin injected peripherally can directly

bind to hippocampal neurons (Diano et al., 2006). Recently, one study also found

that the hippocampus expresses the ghrelin O-acyltransferase (GOAT) enzyme –

the key enzyme that switches on the biological activity of unacylated circulating

ghrelin by serine-3 octanoylation (Murtuza and Isokawa, 2018). This suggests al-

ternative routes for multiple isoforms of ghrelin, each having distinct BBB penetra-

bility (Banks et al., 2002; Rhea et al., 2018), to reach the hippocampus and bind to

GHSR1a. Furthermore, the hippocampus expresses functional receptors for pep-

tide hormones like ghrelin (Zigman et al., 2006; Guan et al., 1997), leptin (Harvey,

2013) and insulin (Soto et al., 2019), suggesting that these hormones are capable

of binding to hippocampal neurons to affect their function.

One argument that ghrelin does not bind to hippocampal neurons is that re-
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ceptors like GHSR1a exhibit high constitutive activity at baseline (i.e. without ligand

binding) (Petersen et al., 2009). Yet this is hard to reconcile with past experiments

showing peripheral ghrelin binding to hippocampal neurons (Diano et al., 2006).

Furthermore, the GHSR1a knockdown experiments in Chapter 5 showed that there

was a GHSR1a-dependent response to peripherally injected ghrelin in vSNAc ac-

tivity. Given these observations, this makes it unlikely that GHSR1a in vSNAc is

signalling purely constitutively. Rather, it is more likely that there is some com-

bination of ligand-dependent and ligand-independent activity within the GHSR1a

system in hippocampus.

Additionally, the effect of ghrelin could potentially be mediated by upstream

neuromodulatory signalling, such as dopamine D1 receptor signalling in tandem

with GHSR1a (Kern et al., 2015). For example, ghrelin could activate ghrelin-

sensing LH neurons that then promotes VTA activity (Cone et al., 2016) to provide

the dopaminergic source to hippocampus. Other potential neuromodulators or neu-

ropeptides that could act as co-agonists to ghrelin signalling in vH include acetyl-

choline from septal areas (Colgin et al., 2003), serotonin from raphe (Yang et al.,

2019) or melanin concentrating hormone from hypothalamus (Noble et al., 2019).

Alternatively, others have also proposed that there may be a source of brain-derived

ghrelin, although there is growing consensus that this is unlikely based on observa-

tions of reporter mice expressing GFP under the ghrelin promoter and immunohis-

tochemical findings (Sakata et al., 2009; Furness et al., 2011; Cabral et al., 2017).

Finally, the BBB is not a static structure, and its permeability varies as a function of

several variables; for example, accessibility of ghrelin is dependent on the hunger

state (Langlet et al., 2013; Banks et al., 2008).

On the balance of the evidence, it appears difficult to square the discrepancies

surrounding the ability of ghrelin to cross the BBB to bind to hippocampal neurons

or through some other alternate mechanism between studies. Thus, a parsimo-

nious account of the results described within this thesis would therefore be that the

vH senses ghrelin in a ghrelin receptor-dependent manner; whether ghrelin directly

modulates hippocampal activity by direct binding or through upstream synaptic in-

puts remains an open question.
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7.6 Implications of hippocampus and hunger sensing for

psychiatric disease

The vH, given its wide-ranging roles in ambiguity resolution and approach-

avoidance conflict processing, is implicated in many psychiatric diseases, includ-

ing drug addiction (Cooper et al., 2006), depression (Bagot et al., 2015) and

schizophrenia (Mukherjee et al., 2019). A common symptom of affective dis-

orders is maladaptive feeding behaviour, including changes in weight and ap-

petite (American Psychiatric Association, 2013). One possibility is that impaired

hippocampal function in these conditions may result in insensitivity to the internal

hunger state, and consequently the inability to use hunger state-related associa-

tions. In turn, the hunger insensitivity would lead to inappropriate feeding behaviour,

as has been observed in human patients (Hebben et al., 1985; Rozin et al., 1998)

and rodents with hippocampal lesions (Henderson et al., 2012; Hannapel et al.,

2017). This possibility also has precedence as damage to hippocampus impairs

adaptive decision-making, as assessed by performance on the Iowa Gambling task

(Gupta et al., 2009; Gutbrod et al., 2006).

There is some experimental support that the lack of interoceptive awareness of

the hunger state is a hallmark of psychiatric and developmental disorders (Khalsa

et al., 2018). For example, in Prader-Willi syndrome, a developmental disorder

characterised by excessive eating and severe obesity from an early age, patients

are unable to report their satiety levels (Holland et al., 1995). Additionally, major de-

pressive disorder is associated with reduced sensitivity of insular cortex – a region

that is critical for interoception (Livneh et al., 2020) – to changes in the metabolic

state (Simmons et al., 2016). Conversely, in eating disorders like anorexia nervosa

– characterised by excessive food restriction, anxiety and purging behaviour – hy-

persensitivity to the hunger state sensing has been reported in insular cortex, and

some have suggested that this hypersensitivity underlies the food-related anxiety

and subsequent food avoidance behaviour seen in anorexia nervosa (Khalsa et al.,

2015).

These observations from the clinical literature and the increasing appreciation

of vH as a neural substrate for emotional processing suggest the possibility of hip-

pocampal involvement in disorders linked to metabolic dysregulation. Mechanistic
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studies focusing on the links between hippocampal function and feeding disorders

in preclinical animal models will likely provide key insights into how impaired hip-

pocampal function might give rise to maladaptive behaviour.

7.7 Future research directions

In addition to future experiments outlined in the Discussion section of the individ-

ual Results chapters, below I outline several future experiments that can address

outstanding questions arising from the preceding discussion:

1. Can hippocampal ghrelin signalling be flexibly incorporated into more

abstract rules and value computations?

One interesting idea is the potential role of hippocampal ghrelin signalling in

forming separate value associations and signalling this information for rein-

forcement via vS projections to NAc. Given the relational nature of hippocam-

pal function, one prediction is that hunger – via hippocampal ghrelin signalling

– is capable of acting as an internal context to be associated with a particu-

lar contingency. This could be tested in an operant task where animals are

trained to press a right lever for reward when ghrelin levels are high, or press

a left lever for reward when ghrelin levels are low. To maintain roughly equiv-

alent motivational levels, the animals could be alternatively injected with ghre-

lin (hunger) or sodium chloride (to simulate thirst) (Zimmerman et al., 2017),

where the hunger rule denotes that right lever leads to reward, thirst rule

denotes that left lever leads to reward, and vice versa. If animals can be suc-

cessfully trained in this task, then perturbation of ghrelin receptor signalling in

hippocampus during this task might lead to impaired rule performance. Such

an experiment would directly address the role of ghrelin signalling in form-

ing value associations, and suggest that one mechanism underlying feeding

behaviour is a general, relational association between hormonal state, value

and action within the hippocampal projection to NAc.

2. What is the extent of hippocampal BBB permeability under different

states of hunger?

As it remains unclear whether the vH is actually permeable to blood-borne

circulating factor, one experiment that can be easily conducted is to assess
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BBB integrity in the vH (after 24 hours fasting or following i.p. injection of

ghrelin) to Evans blue – the dye that is routinely used to assess BBB per-

meability (Hamasaki et al., 2020). This experiment can be combined with

retrograde tracing of subpopulations of vS neurons – e.g. vS projections to

NAc – to determine if Evans blue localises specifically to subpopulations of

projection neurons, or is more diffuse across hippocampal regions. The find-

ings of this study would be informative of the extent of hippocampal exposure

to circulating hormones in the bloodstream.

3. What is the unique role of TRIO-identified inputs in relaying hunger-

related signals to vS?

Crucially, the inputs identified by TRIO may represent important neural de-

terminants for the effect of ghrelin on vSNAc neurons. For example, the par-

aventricular thalamus (PVT) targets posterior vS where vSNAc neurons are

abundant, and both inhibition (Stratford and Wirtshafter, 2013; Zhang and

van den Pol, 2017) and excitation (Betley et al., 2013) of PVT promotes feed-

ing behaviour. The PVT encodes the salience of stimuli by integrating internal

states like thirst and hunger and external cues to support goal-seeking be-

haviour (Kelley et al., 2005; Hua et al., 2018; Otis et al., 2019; Zhu et al., 2018;

Gao et al., 2020), and therefore represents a strong candidate for providing

hunger state signals to vS. Another example is the diagonal band nucleus

(NDB) and septal area, cholinergic basal forebrain areas that bidirectionally

modulate feeding behaviour in response to external cues (Patel et al., 2019;

Herman et al., 2016; Cassidy et al., 2019). Indeed, preliminary evidence from

the lab (data not shown) suggest that GABAergic neurons in these regions

project to vS. Other regions like the preoptic area (Yu et al., 2017; McHenry

et al., 2017), nucleus reuniens (Ito et al., 2015), basal amygdala (Calhoon

et al., 2018; Namburi et al., 2015; Kim et al., 2017; Gründemann et al., 2019)

and insular cortex (Gehrlach et al., 2020; Livneh et al., 2017, 2020) all provide

input to vS (Wee and MacAskill, 2020) and control different aspects of internal

state sensing and goal-directed behaviour. These inputs represent potential

sources of hunger-related signals to vS whose individual roles can be clarified

with projection-specific activity recordings and perturbation techniques.
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In summary, this thesis describes a hunger-sensitive hippocampal circuit – with

distinct synaptic, anatomical and behavioural properties – that may act as a neural

mechanism for utilising hunger state signals within the hippocampus. Understand-

ing how this circuit integrates internal states and sensory stimuli into value compu-

tations to support goal-directed behaviour, and how disruption of this process may

give rise to disease, will be important topics of future study.
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