
PHYSICAL REVIEW B 85, 195134 (2012)

Electronic-structure origin of the anisotropic thermopower of nanolaminated Ti3SiC2 determined
by polarized x-ray spectroscopy and Seebeck measurements
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Nanolaminated materials exhibit characteristic magnetic, mechanical, and thermoelectric properties, with
large contemporary scientific and technological interest. Here we report on the anisotropic Seebeck coefficient in
nanolaminated Ti3SiC2 single-crystal thin films and trace the origin to anisotropies in element-specific electronic
states. In bulk polycrystalline form, Ti3SiC2 has a virtually zero Seebeck coefficient over a wide temperature
range. In contrast, we find that the in-plane (basal ab) Seebeck coefficient of Ti3SiC2, measured on single-crystal
films, has a substantial and positive value of 4–6 μV/K. Employing a combination of polarized angle-dependent
x-ray spectroscopy and density functional theory we directly show electronic structure anisotropy in inherently
nanolaminated Ti3SiC2 single-crystal thin films as a model system. The density of Ti 3d and C 2p states at
the Fermi level in the basal ab plane is about 40% higher than along the c axis. The Seebeck coefficient is
related to electron and hole-like bands close to the Fermi level, but in contrast to ground state density functional
theory modeling, the electronic structure is also influenced by phonons that need to be taken into account.
Positive contribution to the Seebeck coefficient of the element-specific electronic occupations in the basal plane
is compensated by 73% enhanced Si 3d electronic states across the laminate plane that give rise to a negative
Seebeck coefficient in that direction. Strong phonon vibration modes with three to four times higher frequency
along the c axis than along the basal ab plane also influence the electronic population and the measured spectra by
the asymmetric average displacements of the Si atoms. These results constitute experimental evidence explaining
why the average Seebeck coefficient of Ti3SiC2 in polycrystals is negligible over a wide temperature range. This
allows the origin of anisotropy in physical properties of nanolaminated materials to be traced to anisotropies in
element-specific electronic states.
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I. INTRODUCTION

A nanolaminate is a material with a laminated (layered)
structure in which the thicknesses of the individual layers are in
the nanometer range. Inherently nanolaminated materials have
a crystal structure containing alternating distinctly different
layers within the unit cell.1 As a consequence, inherently
nanolaminated materials often exhibit particular mechanical,2

magnetic,3 or thermoelectric properties.4,5 Given their highly
anisotropic structure, explaining the physical properties
requires an in-depth understanding of the anisotropy and the or-
bital occupation6 in the electronic structure. As a model system
for inherently nanolaminated materials, we choose Ti3SiC2.
This multifunctional metallic and ceramic compound7–9 is
interesting for this topic as it exhibits a number of fascinating
properties that can be related to anisotropy. For example,
the large anisotropy of the shear modulus of polycrystalline
Ti3SiC2 reported in neutron diffraction is controversial as the
experimental shear stiffness exceeds the theoretical predictions
by a factor of three.10 Further, the Seebeck coefficient (ther-
mopower) of polycrystalline bulk Ti3SiC2 is negligible over
a wide range of temperatures, a unique phenomenon that has
broad implications on the understanding of the thermoelectric
effect.11 However, concrete evidence connecting the property
anisotropies to the underlying electronic structure physics is
missing.12–15 Ground-state density functional theory studies

shows that the band structure of Ti3SiC2 is quite unique as
it has an electron-like and a hole-like band nestled around
the Fermi level that have important effects for the transport
properties.16,17 These theoretical results also suggest that the
negligible Seebeck coefficient in polycrystalline Ti3SiC2 is
due to an average cancellation between the partial Seebeck
coefficient with positive sign along the main high symmetry
axis in the basal plane with the negative Seebeck coefficient
along the c axis. However, the Seebeck coefficient is related
to the conductivity effective mass that varies continuously
with the band structure in all directions. Moreover, the
model assumes isotropic scattering and carrier mobility (the
Mott approximation), which is invalid for nanolaminates and
contradicted by experimental determination of the anisotropy
in carrier lifetimes.18

In this paper we show direct experimental evidence of
anisotropic Seebeck coefficient and its relation to high
anisotropy in the electronic structure in epitaxially grown
single-crystal thin films of Ti3SiC2(0001). The in-plane (basal
ab) Seebeck coefficient of Ti3SiC2, measured on single-crystal
films has a substantial and positive value of 4–6 μV/K.
This is in stark contrast to the virtually zero value for bulk
polycrystals, which thus can be interpreted as due to compen-
sation between the electron-like and hole-like bands, wrapped
around the Fermi level, in and across the laminate plane. We
further show the strong influence of phonons in the Si layers,
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supported by thorough ab initio band structure calculations.
Surprisingly, an enhancement of the nominally hole-like states
perpendicular to the laminate basal plane by occupied Si
3d states is observed and is traced to a different phonon
mode that compensates for the larger electronic contribution
of the electron-like Ti 3d, C 2p, and Si 3p states along
the laminate basal plane. Thus, the near-zero thermopower
is a direct effect of anisotropy in the electronic structure at
the conduction and valence band edges strongly influenced
by phonons. Although earlier density functional theoretical
calculations have provided a qualitative explanation of the
negligible thermopower in Ti3SiC2 by compensating rigid
anisotropic bands,16,17 accounting for phonons is necessary
for a more correct description of the band occupations.

II. EXPERIMENTAL DETAILS

A. Ti3SiC2(0001) thin film synthesis and thermoelectric
characterization

The 500 nm thick Ti3SiC2(0001) thin film investigated
here was deposited by dc magnetron sputter epitaxy (base
pressure ∼6 × 10−8 Pa) from elemental targets of Ti and C,
and Si in an argon discharge at a pressure of 4 mTorr on an
α-Al2O3(000l) substrate. The films are single-phase epitaxial
Ti3SiC2 essentially identical to those described in Refs. 12
and 19.

The in-plane Seebeck coefficient was measured by static
DC method using an ULVAC RIKO ZEM-3 thermoelectric
property measurement system in a low-pressure He atmo-
sphere. The size of the specimen is ∼4 ×10 mm2. Silver
(Ag) paste was used to ensure the contacts of the film with
electrodes and two measured probes (R-type thermocouples),
which were pressed by a spring on the surface of the film
during the measurement. V-I plot measurement was made to
judge if the lead is in intimate contact with a set sample.

B. X-ray emission and absorption measurements

The orbital occupation and the electronic anisotropy was
investigated using bulk-sensitive and element-specific soft
x-ray fluorescence in absorption (SXA), emission (SXE),
and resonant inelastic x-ray scattering (RIXS) to probe the
unoccupied and occupied bands of the different elements.
Figure 1 illustrates the crystal structure and the electronic
orbitals across and in the laminate plane for Ti3SiC2. By
tuning the energy of linearly polarized x-rays to the specific
core levels of Ti, C, and Si and changing the incidence
angle of the x-rays from grazing to near normal relative
to the laminate plane, information about the occupied and
unoccupied electronic orbitals across (d3z2−r2 , pz) and in
(dx2−y2 , dxy , px , py) the laminate plane was obtained.

The SXA and SXE spectra were measured at 15◦ and
75◦ incidence angles at 300 K and ∼1×10−7 Pa at the
undulator beamline I511-3 on the MAX II ring of the MAX IV
Laboratory, Lund University, Sweden. The energy resolutions
at the Ti 2p, C 1s, Si 2s, and Si 2p edges of the beamline
monochromator were 1.6, 1.0, 0.2, and 0.01 eV, and the SXE
spectra were recorded with spectrometer resolutions 0.7, 0.2,
0.2, and 0.01 eV, respectively. The SXA spectra were measured
in total fluorescence yield (TFY) at both 15◦ (along the c axis,

FIG. 1. (Color online) Illustration of the hexagonal crystal struc-
ture of Ti3SiC2 and electronic orbitals of the chemical bonds across
(d3z2−r2 , pz) and in (dxy , dx2−y2 , px , py) the laminate plane. The Ti
atoms have two different sites, denoted TiI and TiII and every fourth
layer of the TiC slabs is interleaved by a pure Si layer.

near perpendicular to the basal ab plane) and 90◦ (normal,
parallel to the basal ab plane) incidence angles and normalized
by the step edge below and far above the absorption thresholds.
The SXE spectra were measured at 15◦ (in the basal ab plane)
and 75◦ (perpendicular to the basal ab plane) incidence angles.
For comparison of the spectral profiles, the measured SXE
data were normalized to unity and were plotted on a common
photon energy scale (top) and relative to the EF (bottom)
using the 2p1/2 core-level XPS binding energy of 460.6 eV
(2p3/2 = 454.6 eV) for Ti3SiC2 measured on the same sample.
Calculated nonresonant SXE spectra for the two Ti sites (TiI
and TiII) are also shown at the bottom of Fig. 2, calculated C
K SXE in Fig. 3, and Si L1, L2,3 SXE in Fig. 4.

III. COMPUTATIONAL DETAILS

A. First-principles calculations

The ab initio calculations were performed according to den-
sity functional theory (DFT),20 employing the Full Potential
Linearized Augmented Plane Wave (FPLAPW) calculational
scheme of the Wien2k code.21 Electronic exchange-correlation
effects were treated via the generalized gradient approximation
(GGA) as parameterized by Perdew, Burke, and Ernzerhof
(PBE).22 A plane wave cutoff corresponding to RMT*Kmax =
8 was used, while the charge density and potentials were
expanded up to � = 12 inside the atomic spheres. Total energy
convergency was achieved with respect to the Brillouin zone
(BZ) integration using a 15 × 15 × 3 mesh division of the
reciprocal lattice vectors, corresponding to 54 irreducible k

points.
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FIG. 2. (Color online) Top-right: Experimental Ti 2p SXA-TFY
spectra of Ti3SiC2 following the 2p3/2,1/2 → 3d dipole transitions.
Left top-to-bottom: Resonant Ti L2,3 SXE spectra with excitation
energies 458.0, 459.7 eV, indicated by the vertical arrows in the SXA
spectra, and nonresonant spectra at 490.0 eV. Bottom: Calculated
spectra of the two different crystallographic Ti sites, TiI and TiII

using the experimental spin-orbit peak splittings and L3/L2 branching
ratios.

For the computations of the SXE spectra, we used the
so-called final-state rule,23 where no core hole was created
at the photoexcited atom. For SXA, however, we specifically
included core-hole effects by means of the super-cell tech-
nique.

B. Calculation of x-ray absorption and emission spectra

The soft x-ray absorption spectra were computed within the
same theoretical ab initio scheme used for emission spectra but
with the inclusion of core-hole effects. Thus, we specifically
considered a crystal potential created from a static screening of
the core hole by the valence electrons. We therefore generated
such a self-consistent field potential using a 2 × 2 × 1 hexag-
onal supercell of 48 atoms containing one core-hole on the
investigated element. The electron neutrality of the system was
maintained constant through a negative background charge.
With this procedure we guarantee the treatment of the excitonic
coupling between the screened core hole and the conduction

FIG. 3. (Color online) Top-right: C 1s SXA-TFY spectra of
Ti3SiC2. Left top-to-bottom: Resonant spectra excited at 283.0 and
285.3 eV indicated by the vertical arrows and nonresonant C K SXE
spectra at 310.0 eV. All spectra are plotted on a photon energy scale
(top) and a relative energy scale (bottom) with respect to the top
of the valence band using the C 1s core-level x-ray photoelectron
spectroscopy (XPS) binding energy of 282.0 eV measured on the
same sample.

electrons, which is an important requisite for simulating SXA
edges in semiconducting materials.

Theoretical emission spectra were computed within the
single-particle transition model and using the electric-dipole
approximation, which means that only the transitions between
the core states with orbital angular momentum � to the �± 1
components of the valence bands were considered. Core-hole
lifetime and experimental broadening was used in accordance
with the experiment. In the fitting procedure to the 490.0 eV
Ti L2,3 SXE spectra, we employed the experimental values for
the L3/L2 ratio of 6:1 in the basal plane and 15:1 along the c

axis. We used the experimental L2,3 peak splitting of 6.2 eV,
which is slightly larger than our calculated ab initio spin-orbit
splitting of 5.7 eV.

C. Phonon calculations

Phonon densities of states were calculated by employing the
so-called supercell approach in the framework of density func-
tional theory and Density-Functional Perturbation Theory.24

Specifically a 2 × 2 × 1 supercell system was used to compute
real space force constants within the q-ESPRESSO software
package.25 Phonon frequencies were then obtained from the

195134-3



MAGNUSON, MATTESINI, NONG, EKLUND, AND HULTMAN PHYSICAL REVIEW B 85, 195134 (2012)

FIG. 4. (Color online) Top panel: Si L1 SXE spectra of Ti3SiC2

excited at 180 eV in comparison to pure amorphous Si (a-Si). The
dashed curves are corresponding calculated 3pxy and 3pz spectra
with an L2,3 spin-orbit splitting of 0.646 eV and an L3/L2 ratio
of 2:1. Bottom panel: Si L2,3 SXE spectra excited at 120 eV in
comparison to amorphous Si. The dashed curves are corresponding
calculated 3sdxy,x2−y2 and 3sd3z2−r2 spectra. A common energy scale
with respect to the top of the valence band edge (vertical dotted line)
is indicated between the top and bottom panels.

force constants by using the QHA code.26 The PBE GGA was
chosen to treat the exchange-correlation effects. The ultrasoft
pseudo-potentials in the form introduced by Vanderbilt27 were
used, while the integration over the BZ was performed by using
the special k-points technique28 with a Gaussian broadening
of 0.002 Ry. The electron wave functions were expanded in
the plane wave basis set with a cutoff of 70 Ry and plane wave
kinetic energy up to 700 Ry.

IV. RESULTS

A. Ti L2,3 x-ray absorption and emission

Figure 2 (top-right) shows Ti 2p SXA spectra of the 3d and
4s conduction bands in the basal ab plane and along the c axis
with the main peak structures associated with the 2p3/2 and
2p1/2 core shells. It should be noted that the splitting energy
between the two different crystallographic Ti sites denoted by
TiI and TiII (Fig. 1) is negligible. The observed sub-peaks are
predominantly related to the t2g-eg splitting and the intensities
of the peaks were found to be about 20% higher for the in-plane
orbitals than for the out-of-plane ones. The minority t2g(dxy ,
dxz, dyz) orbitals have the lowest energy, and the eg(d3z2−r2 ,

dx2−y2 ) orbitals are located at 1.7 eV higher energy in the non-
purely octahedral crystal field around the Ti sites,29 consistent
with our DFT calculations shown at the bottom-right of Fig. 2.
The branching ratios that largely deviates from the statistical
2:1 ratio are due to the exchange and mixed terms between the
core states.30 The intensity of the unoccupied states at the EF

is 44% higher in the basal ab plane than across the laminate
plane.

Ti L2,3 RIXS spectra are shown in the center of Fig. 2,
probing the occupied Ti 3d and 4s valence bands of Ti3SiC2

in the basal ab plane and along the c axis at the t2g and eg

absorption maxima29 of the 2p3/2 core shell (vertical arrows
in the SXA spectra) and nonresonant. The spectral shape of
the main L3 peak at −3.2 eV below EF reflects the Ti 3d–C
2p hybridization and orbital overlap and is similar for all
excitation energies although the in-plane spectra have higher
intensities. A weak shoulder at −10 to −12 eV below EF is
due to Ti 3d–C 2s hybridization and is completely absent in
pure Ti metal.29 At the EF , the intensity is 47% higher in the
laminate basal ab plane than along the c axis consistent with
our DFT calculations. The calculated spectra indicate that the
spectral weight at the EF is slightly higher for the TiI atomic
sites that are bonded to C only than for the TiII atomic sites
that are bonded to both C and Si atoms.

B. C K x-ray absorption and emission

Figure 3 (top right) shows experimental C 1s SXA spectra
measured across and in the laminate ab plane probing the
C 2p conduction band. The measured intensity is two times
higher for the hole-like states in the basal ab plane than along
the c axis in the region 0–2 eV above EF . This anisotropy is
unexpectedly large, considering that the C atoms occupy the
octahedral cavities defined by the three Ti layers in the Ti3C2

slabs between the Si monolayers (Fig. 1). The large anisotropy
is consistent with our DFT calculations at the bottom-right in
Fig. 3.

RIXS and nonresonant C K SXE spectra measured across
and in the laminate ab plane are shown on the left part in
Fig. 3, corresponding to the occupied C 2p valence band of
Ti3SiC2, in comparison to calculated nonresonant spectra. The
spectra measured in the basal ab plane exhibit a remarkable
excitation-energy dependence while the spectral probed along
the c axis have a similar shape independent of excitation
energy. The first in-plane spectrum excited at 283.0 eV
exhibits three 2pxy peaks with σ character at −3.8, −2.5, and
−1.8 eV below EF corresponding to three bands in different
crystallographic directions in the ab plane. On the contrary, the
spectra probed along the c axis are dominated by a single 2pz

band with π character at −2.5 eV below EF with a shoulder
on each side. The intensity of the shoulders decreases with
increasing excitation energy both for spectra measured in the
basal ab plane and along the c axis. The peak structures in
the basal ab plane and along the c axis results from C 2p–Ti
3d hybridization and orbital overlap in the valence bands that
are also influenced by the Si 3p, 3d, and 3s bands. For the
nonresonant C K spectra, the intensity of the occupied C 2p

bands at the EF is 37% higher in the basal ab plane than along
the c axis consistent with the calculated spectra.
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C. Si L1 and L2,3 x-ray emission

Figure 4 (top panel) shows experimental Si L1 SXE spectra
of Ti3SiC2 measured nonresonantly at 180 eV photon energy,
probing the relatively weak Si 3p valence band across and
in the laminate basal ab plane (Fig. 1). For comparison,
calculated spectra (dashed lines) and an isotropic spectrum
of amorphous Si are also included. The shape of the Si 3p

valence band between 0 and −6 eV is a result of C 2p–Ti
3d hybridization and orbital overlap. The in-plane 3pxy states
containing three σ orbitals are spread out between 0 and −5 eV
below EF , while the 3pz states with a single bonding π orbital
are more localized around −2 eV below EF . Experimentally
the Si 3p intensity is about 10% higher in the basal ab plane
than along the c axis at the EF , while in the calculated spectra
the anisotropy of the Si 3p states is much larger at the EF

(70%).
The bottom panel in Fig. 4 shows experimental Si L2,3

SXE spectra of Ti3SiC2 aligned to the 2p1/2 core level binding
energy at 99.4 eV (2p3/2 = 98.9 eV) in comparison to isotropic
amorphous Si excited nonresonantly at 120 eV. Comparing the
Si L2,3 SXE spectrum of Ti3SiC2 to the broad spectrum of
amorphous Si, the main peak at −7.5 eV at the bottom of the
valence band is attributed to an isotropic Si 3s band. The peak
of the 3s band in Ti3SiC2 is produced at a symmetry point
in the band structure by the orbital overlap with the Ti 3d

band, that is supported by our calculated Si L2,3 SXE spectra
(dashed lines). On the contrary, the upper part of the valence
band in Ti3SiC2 between 0 and −6 eV is dominated by the Si
3d character weighting in the partial DOS that also participate
in the TiII-Si bonding in Ti3SiC2.

The most interesting experimental observation is that the
intensity of the Si 3d character weighting in the partial DOS

in the upper valence band (0 to −6 eV) is much higher (73% at
the EF ) along the c axis than in the basal ab plane. This effect
is significantly larger and completely opposite from that in Si
L2,3 spectra of pure single crystal Si(111).9,31 The enhanced
Si 3d (electron-like) intensity along the c axis of Ti3SiC2

should reduce and compensate for the dominating hole-like
Ti 3d bands that give negative contributions to the Seebeck
coefficient along the c axis. In particular, it should be noted
that this strong intensity of the Si 3d character weighting in
the partial DOS observed experimentally along the c axis at
room temperature is not at all reproduced in ground state DFT
theory at zero Kelvin but is instead opposite in the energy
range 1–3 eV below EF . Variations in the electronic DOS

in the vicinity of the EF is an indication of development of
significant electron-phonon interaction that is the case for the
A atoms in Mn+1AXn phases as observed in neutron diffraction
experiments.33 Therefore, phonons must be included in the
theory in order to at least qualitatively reproduce the Si spectra.

D. Phonon vibrations

Figure 5 (top panel) shows calculated phonon frequency
spectra in the ab-basal plane (Si-x, Si-y) and along the c

axis (Si-z). As observed, there are two different overlapping
regimes of phonon vibration modes with an out-of-plane
high-frequency peak three to four times higher in frequency
(10–12 THz) than for the peak maximum for the in-plane vibra-
tional mode (3.3 THz), consistent with previous calculations.34

FIG. 5. (Color online) Top panel: Calculated phonon frequency
spectra (PhDOS) of the Si atoms in Ti3SiC2. Bottom panel: Calculated
Si 3d spectra of Ti3SiC2 for in-plane (xy-basal plane) displacement
and displacement along the c axis (out-of-plane). The selected
core-excited Si atom has been moved either along the xy plane or
perpendicular to it. The applied in-plane displacements correspond
to 0.615 Å along both x and y crystallographic axes, giving a
total displacement vector modulus of 0.870 Å. The out-of-plane
displacement vector modulus is 0.884 Å along the z axis.

From neutron diffraction studies of Mn+1AXn phases, the A

atoms (Si in Ti3SiC2) are known to act as “rattlers” following
a rather complicated ellipsoidal phonon trajectory.33

The bottom panel of Fig. 5 shows the Si 3d SXE character
weighting in the partial DOS in Ti3SiC2 when the core-
exited Si atoms are displaced along the xy basal plane
(in-plane displacement) and along the c axis (out-of-plane
displacement). We applied the static displacement method
to obtain the Si L2,3 SXE spectra along both the xy and
the z-Si directions with a 2 × 2 × 1 supercell. Within a
qualitative approach, the applied atomic displacements are
approximations equivalent of electron-phonon calculations.
We find that static displacement along the c axis gives rise to
substantial anisotropy (xy + x2 + y2 vs 3z2 − r2) in the Si L2,3

SXE spectra within 1 eV from the EF , whereas displacement
in the basal ab plane results in much smaller anisotropy further
away from the EF . In particular, a sharp double peak structure
near the EF , with d3z2−r2 character remains equally intense
for both positive ( +z) and negative (−z) displacement of the
core-excited Si atom along the c axis. This peak structure is
absent not only for all orbitals with in-plane displacement of
the core-excited Si atoms but also for the xy + x2 + y2 orbitals
with out-of-plane displacement. It shows that phonons must
be included for the Si atoms to reproduce the spectra while
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FIG. 6. (Color online) Calculated and measured Seebeck coeffi-
cients of Ti3SiC2. (a) Sxx calculation,16 (b) Sxx measurement (present
work), (c) polycrystal Ti3SiC2.11

the other atoms have lower phonon coupling. The shape of
the Si L1 spectra (Fig. 4, top) are in a similar way modified
by displacement of the Si atoms. Displacement along the c

axis ( +z) or (−z) reduces the intensity of the 3pz band at
−2 eV and increases the intensity in the vicinity of the EF

while xy displacement affects the spectra very little. For other
systems with rapidly changing DOS at the EF , it is known
that significant electron-phonon interactions can give rise to
anomalous temperature-dependent properties such as closing
or opening of band gaps.35

E. Seebeck coefficients

Figure 6 shows measured and calculated Seebeck coeffi-
cients for Ti3SiC2. The in-plane measurements (i.e., of Sxx)
on the present single-crystal thin films show substantial and
positive values increasing essentially linearly from 4.4 μV/K
at room temperature to 6.3 μV/K at 700 ◦C. This is in stark
contrast to the essentially zero value of bulk polycrystalline
Ti3SiC2 (bottom curve in Fig. 6, from Ref. 11), thus providing
direct evidence of the anisotropy of the Seebeck coefficient of
Ti3SiC2. It is worth pointing out here that a direct measurement
along the c axis (i.e., of Szz) is not possible on any existing
single-crystal samples; thin films of this orientation do not
exist (cf. the discussion in Refs. 12 and 36), and existing bulk
single crystals37,38 are flat and too thin (∼10 μm) to allow the
necessary temperature gradient for a Seebeck measurement to
be applied.

The calculated Seebeck coefficient Sxx (top curve in Fig. 6,
from Ref. 16) overestimates the experimental value by ∼25%
at room temperature, and the overestimate increases with
temperature, reaching well over 50% at 600 ◦C. This shows that
a rigid band structure calculation alone cannot fully explain
the anisotropy and compensation in the Seebeck coefficient of
Ti3SiC2. In order to provide a better explanation, the effect of
phonons must be accounted for.

V. DISCUSSION

Our results give direct proof of anisotropic Seebeck
coefficient in single-crystal Ti3SiC2. Quantitatively, the mea-
sured values are 25% lower than theoretically estimated at
room temperature, and the difference increases strongly with
temperature. The results show that the contribution from
phonon vibrations from the Si atoms is significant in the
anisotropic electronic structure and should thus affect the
partial Seebeck coefficient with negative sign along the c

axis. The nature of the enhanced out-of-plane Si L2,3 intensity
observed experimentally can also be traced to the anisotropic
band structure with an electron-like band (band 56) that
encloses and shares the Fermi level together with the hole-like
band (band 55).16 The electron-like band that dominates along
the c axis gives a negative sign to the Seebeck coefficient in
that direction. Band structure calculations indicate that the 3d

states of the Ti atoms dominate at the Fermi level while the 2p

states of the C atoms and the 3s and 3p states of the Si atoms
play a minor role for the transport properties. The behavior
is largely related to the band filling in Ti3SiC2, and it is
unique with negative Seebeck coefficient along the c axis
for a large temperature range. This has been correlated with
the contribution of specific sheets of the Fermi surface at the
corners of the Brillouin zone that depends on the exact p-band
filling. This kind of anisotropic band structure compensation
could likely also exist for other nanolaminates that has a
negative contribution to the Seebeck coefficient along the c

axis, but the compensation by the band structure in Ti3SiC2 is
unique. For comparison, the isostructural material Ti3GeC2

also has electron and hole-like bands wrapped around the
Fermi level but with less symmetric band structure compared
to Ti3SiC2 and has a negative contribution to the Seebeck
coefficient along the c axis, but the compensation is not
complete. On the contrary, using Al atoms, Ti3AlC2 has lower
p-band filling that shifts the nestled bands far above the Fermi
level. This implies absence of specific sheets at the Fermi
surface and positive Seebeck coefficient in all directions.41

However, as shown here, not only the anisotropic band
structure and band filling play a role for the transport proper-
ties, but also the coupled intrinsic motion of the constituent
atoms.

Neutron diffraction experiments of Ti3SiC2 showed that
the Si atoms act as rattlers and vibrate with an anisotropic
elliptical thermal motion with the highest amplitudes in the
basal plane simultaneously coupled with the TiII atoms.33

From the static displacement calculations of the core-excited
Si atoms, we find that both positive and negative displacement
along the c axis significantly affects the anisotropy with
enhanced intensity of the d3z2−r2 orbitals close to the EF .
As the z component of the Si phonon frequency also has 3–4
times higher frequency than the in-plane frequency, it implies
that the electron-phonon coupling will mostly affect the top
part of the valence band. The Si 2p core-hole decay in the
SXE process has a lifetime of about 30 fs (20 meV)39 that is
on a faster time scale compared to the phonon vibrations, i.e.,
about 80 fs out-of-plane and 300 fs along the basal plane. Our
atomic displacement calculations of Si atoms rattling with high
frequency along the c axis result in an enhancement of the Si 3d

SXE intensity within 0–5 eV as observed in the experiment. On
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the contrary, displacement along the laminate ab plane gives
less anisotropy in the Si 3d states observed experimentally due
to the lower frequency. As the electronic emission process of
∼30 fs is 10 times faster than the in-plane (Si-x, Si-y) phonon
frequency, mostly the out-of-plane (Si-z) phonon branches
affect the spectral line shape. Therefore, the in-plane atomic
motions can be seen as more or less frozen during the SXE
process, thus keeping mostly the out-of-plane effects in the
spectral distribution. This implies that, when averaged out, the
largest contribution to the spectral change originates from the
c axis rattling that mainly affects the 0–5 eV region of the
total Si L2,3 SXE spectrum. Therefore, the electron-phonon
coupling in Ti3SiC2 have an observable effect on the electronic
structure of the Si atoms by modifying the screening properties
of the electron density, particularly for the Si 3d character
weighting in the partial DOS states. This effect should
also influence the temperature dependence of the Seebeck
coefficient.

Thus, not only the anisotropic band structure and the con-
stituent elements, but also the intrinsic motion of the Si atoms
determines the anisotropy of the electronic structure. Band
structure calculations at zero temperature do not sufficiently
describe the materials properties as not only the Ti 3d states
play an important role in the band structure but also the Si
3d character weighting in the partial DOS when phonons
are taken into account. Our results for single-crystal Ti3SiC2

show experimentally that there is substantial anisotropy in the
electronic structure that not only depends on the occupation
of the bands but also by substantial phonon vibrations in
different crystal orientations that must be included in the
theory. This gives positive and negative contributions to the
Seebeck coefficient in different directions given by the sign of
the respective charge carriers. Thus our results fundamentally

advance the understanding of the thermoelectric effect in
anisotropic crystals and allow these effects to be traced
to anisotropies in element-specific electronic states. This
approach can generally be applied on any system to correlate
the properties to the electronic structure.

VI. CONCLUSIONS

Our investigation of single-crystal Ti3SiC2(0001) demon-
strates the definite anisotropy in the material’s electronic
structure thus resolving a long-standing research issue. The
density of states in the laminate basal ab plane is much
larger than that along the c axis for the Ti 3d and the C 2p

states. The contribution to the anisotropic Seebeck coefficient
of these occupations in the basal ab plane are compensated
by a relative enhancement of the Si 3d character weighting
in the partial DOS perpendicular to the laminate basal ab

plane, and vice versa. This is due to the anisotropic electron-
phonon interactions in the two crystallographic directions with
different frequencies. Thus, the near-zero thermopower in
polycrystals is a direct effect of anisotropy in the electronic
structure. Rattling with higher frequency of Si atoms along the
c axis implies substantial anisotropy between the in-plane and
out-of-plane orbitals that need to be included in theoretical
modeling, as shown in this work.
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