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#### Abstract

The Path Contraction problem has as input a graph $G$ and an integer $k$ and is to decide if $G$ can be modified to the $k$-vertex path $P_{k}$ by a sequence of edge contractions. A graph $G$ is $H$-free for some graph $H$ if $G$ does not contain $H$ as an induced subgraph. The Path Contraction problem restricted to $H$-free graphs is known to be NP-complete if $H=$ claw or $H=P_{6}$ and polynomial-time solvable if $H=P_{5}$. We first settle the complexity of Path Contraction on $H$-free graphs for every $H$ by developing a common technique. We then compare our classification with a (new) classification of the complexity of the problem Long Induced Path, which is to decide for a given integer $k$, if a given graph can be modified to $P_{k}$ by a sequence of vertex deletions. Finally, we prove that the complexity classifications of Path Contraction and Cycle Contraction for $H$-free graphs do not coincide. The latter problem, which has not been fully classified for $H$-free graphs yet, is to decide if for some given integer $k$, a given graph contains the $k$-vertex cycle $C_{k}$ as a contraction.
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## 1 Introduction

The goal in graph modification is to determine if a graph can be quickly modified to some specific family of graphs using some specified set of graph operations. For instance, the Hamiltonian Path problem is that of deciding if a graph can be modified into a path by using only edge deletions. A more general variant of this problem is that of determining the length of a longest path in a graph. Its decision version Long Path is equivalent to deciding if a given graph can be modified into the $k$-vertex path $P_{k}$ for some given integer $k$ by a sequence of vertex and edge deletions. As Hamiltonian Path is NP-complete (see [20]), Long Path is NP-complete as well. The same holds for the problem Long Induced Path [20]. The latter problem is to decide if a given graph $G$ contains an induced path on at least $k$ vertices for some given integer $k$, that is, if $G$ can be modified into $P_{k}$ by using only vertex deletions.

We mainly consider the variant of the above two problems corresponding to another central graph operation: the contraction of an edge $u v$ of a graph $G$ deletes the vertices $u$ and $v$ and replaces them by a new vertex made adjacent to precisely those vertices that were adjacent to $u$ or $v$ in $G$ (without introducing self-loops or parallel edges). A graph $G$ contains a graph $F$ as a contraction if $G$ can be modified into $F$ by a sequence of edge contractions.

Contractions to specified graphs play an important role in graph modification problems, e.g. Hamiltonian Path [32, 33], but are also intensively studied in their own right; see, for example, $[1,2,3,4,5,9,17,23,24,28,30,43,44,45,51]$ for a number of classical and parameterized complexity results on deciding if a graph $G$ can be modified into a graph $F$ from some specified family $\mathcal{F}$ by at most $\ell$ edge contractions for some given $\ell \geq 0$. Many of

these papers are recent and not only involve rich graph families $\mathcal{F}$, such as bipartite graphs and planar graphs, but also more basic graph families $\mathcal{F}$, such as complete graphs, complete bipartite graphs, cycles, stars, trees, and paths. For example, if $\mathcal{F}$ is the class of complete graphs, then the modification problem becomes the Hadwiger Number problem, which is NP-complete [15]. To give another example, if $\mathcal{F}$ is the class of stars, then we obtain the Connected Vertex Cover problem (see [39]), which is also NP-complete [19].

If $\mathcal{F}$ is the class of paths, which is our focus, we obtain the Path Contraction problem. An equivalent formulation (when considering the classical complexity of the problem) is to set $k=n-\ell$ and ask if the $n$-vertex input graph $G$ has a graph $F \in \mathcal{F}$ with $|V(F)| \geq k$ as a contraction. This will be the formulation we use:

```
Path Contraction
    Instance: a connected graph G and a positive integer k.
    Question: does G contain P}\mp@subsup{P}{k}{}\mathrm{ as a contraction?
```

The Path Contraction problem is NP-complete as well [8]. Recently, Agrawal et al. [1] gave an exact algorithm faster than $O^{*}\left(2^{n}\right)$ for it. Due to the computational hardness of Long Path, Long Induced Path and Path Contraction it is natural to restrict the input to special graph classes in order to increase our understanding of the computational hardness of these three path-pattern problems. ${ }^{1}$

Most of the studied graph classes are hereditary, that is, closed under vertex deletion. As such, they can be characterized by a family of forbidden induced subgraphs. For a graph $H$, a graph $G$ is $H$-free if $G$ does not $H$ as an induced subgraph. Hereditary graph classes defined by a small family of forbidden induced subgraphs are well studied, as they enable a systematic study into the computational complexity of a graph problem. This is evidenced by extensive studies on (algorithmic and structural) decomposition theorems, e.g., for bull-free graphs [10] or claw-free graphs [11, 31], and surveys for graph problems or parameters, e.g., for Colouring [22, 49] or clique-width [13].

All known NP-hardness results for Hamiltonian Path (see, e.g. [6, 18, 48]) carry over to Long Path. There is a limited number of hereditary graph classes for which the Long Path problem is known to be polynomial-time solvable [25, 35, 36, 46, 47, 52, 53]. The few graph classes for which the Long Induced Path problem is known to be polynomial-time solvable include the classes of $k$-chordal graphs [21, 37], AT-free graphs [40], graphs of bounded clique-width [12] (see also [40]) and graphs of bounded mim-width (provided a branch decomposition of constant mim-width is given or can be "quickly" computed) [38].

Unlike the Long Path and Long Induced Path problems, Path Contraction is NP-complete even if $k$ is fixed (that is, $k$ is not part of the input). To explain this, let $F$-Contractibility be the problem of deciding if a graph $G$ contains some fixed graph $F$ as a contraction. The complexity classification of $F$-Contractibility is still open (see $[8,41,42,54]$ ), but Brouwer and Veldman [8] showed that already $P_{4}$-Contractibility and $C_{4}$-Contractibility are NP-complete (where $C_{k}$ denotes the $k$-vertex cycle). In fact, $P_{4}$-Contractibility problem is NP-complete even for $P_{6}$-free graphs [55], whereas Heggernes et al. [29] showed that $P_{6}$-Contractibility is NP-complete for bipartite graphs, which was later improved to $k=5$ in [14]. Moreover, $P_{7}$-Contractibility is NP-complete for line graphs [16] and thus also for its superclass of claw-free graphs. Hence, Path Contraction

[^0]is NP-complete for all these graph classes as well. THe Path Contraction problem is polynomial-time solvable for chordal graphs [29]. For hereditary graph classes defined by only one forbidden subgraph, the only known positive result is for $P_{5}$-free graphs [55].

Our Results. We first give a dichotomy for Long Induced Path for $H$-free graphs. Using [55] as a starting point, we then prove our main result: a complete dichotomy for Path Contraction for $H$-free graphs. In both theorems, $H$ is not part of the input. The run-time of the tractable cases, where $H$ may have arbitrarily large size, is $n^{O(|V(H)|)}$ and $n^{O\left(|V(H)|^{2}\right)}$, respectively. Let $G_{1}+G_{2}=\left(V\left(G_{1}\right) \cup V\left(G_{2}\right), E\left(G_{1}\right) \cup E\left(G_{2}\right)\right)$ be the disjoint union of two vertex-disjoint graphs $G_{1}$ and $G_{2}$, and $s G$ the disjoint union of $s$ copies of $G$. A linear forest is the disjoint union of one or more paths.

- Theorem 1. Let $H$ be a graph. If $H$ is a linear forest, then Long Induced Path restricted to $H$-free graphs is polynomial-time solvable; otherwise it is NP-complete.
- Theorem 2. Let $H$ be a graph. If $H$ is an induced subgraph of $P_{2}+P_{4}, P_{1}+P_{2}+P_{3}$, $P_{1}+P_{5}$ or $s P_{1}+P_{4}$ for some $s \geq 0$, then Path Contraction restricted to $H$-free graphs is polynomial-time solvable; otherwise it is NP-complete.

Comparison. Theorem 2 shows that Path Contraction is polynomial-time solvable for $H$-free graphs for an infinite family of well-structured linear forests $H$. This is in contrast to the situation for Long Induced Path. Nevertheless, Theorem 1 also gives us an infinite family of polynomial-time solvable cases.

Methodology. We prove Theorem 1 in Section 3 by combining NP-completeness proof for Long Induced Path for graphs of high girt and line graphs with the observation that the length of a longest induced path in a $H$-fee graph is bounded by a constant $c_{H}$.

To extend the aforementioned results from $[14,16,29,55]$ for Path Contraction to the full classification given in Theorem 2 significant more work is required. First, in Section 4, we prove the four new polynomial-time solvable cases of Theorem 2. In each of these cases $H$ is a linear forest, and proving these cases is where our main technical contribution lies. Every linear forest $H$ is $P_{r}$-free for some suitable value of $r$ and $P_{r}$-free graphs do not contain $P_{r}$ as a contraction. Hence, it suffices to prove that for each $1 \leq k \leq r-1$, the $P_{k}$-Contractibility problem is polynomial-time solvable for $H$-free graphs for each of the four linear forests listed in Theorem 2. In fact, as $P_{3}$-Contractibility is trivial (see also [8]), we only have to consider the cases where $4 \leq k \leq r-1$. Our general technique for doing this is:

Change an instance of $P_{k}$-Contractibility for $k \geq 5$ into a polynomial number of instances of $P_{k-1}$-Contractibility until $k=4$ and solve $P_{4}$-Contractibility in polynomial time.

For $k=4$ we cannot reduce to $P_{3}$-Contractibility, as the case $k=4$ is closely related to the 2-Disjoint Connected Subgraphs problem. This problem takes as input a triple $\left(G, Z_{1}, Z_{2}\right)$, where $G$ is a graph with two disjoint subsets $Z_{1}$ and $Z_{2}$ of $V(G)$. It asks if $V(G) \backslash\left(Z_{1} \cup Z_{2}\right)$ has a partition $\left(S_{1}, S_{2}\right)$, such that $Z_{1} \cup S_{1}$ and $Z_{2} \cup S_{2}$ induce connected subgraphs of $G$. Robertson and Seymour [50] proved that the more general problem $k$ Disjoint Connected Subgraphs (for $k$ subsets $Z_{i}$ ), a central problem in their project, is polynomial-time solvable as long as the union of the sets $Z_{i}$ has constant size. ${ }^{2}$ However, in our context, $Z_{1}$ and $Z_{2}$ may have arbitrarily large size. In that case, 2-Disjoint Connected Subgraphs is NP-complete even if $\left|Z_{1}\right|=2$ (and only $Z_{2}$ is large) [55].

[^1]To work around this obstacle, we use the fact that the two outer vertices of the $P_{4}$, to which the input graph $G$ must be contracted, may correspond to single vertices $u$ and $v$ of $G$ [55], which we call $P_{4}$-suitable. We then "guess" $u$ and $v$ so:

We modify, in polynomial time, an instance graph $G$ of $P_{4}$-Contractibility into $O\left(n^{2}\right)$ instances $(G-\{u, v\}, N(u), N(v))$ of 2-Disjoint Subgraphs.
That is, for each guess $(u, v)$, we seek for a partition $\left(S_{u}, S_{v}\right)$ of $(V(G) \backslash\{u, v\}) \backslash(N(u) \cup N(v))$, such that $N(u) \cup S_{u}$ and $N(v) \cup S_{v}$ induce connected subgraphs of $G$. Then we can contract these two sets to single vertices corresponding to the two middle vertices of the $P_{4}$. We also say that we solve the $P_{4}$-Suitability problem on instance $(G, u, v)$. In particular, we do not remove $u$ and $v$ from $G$ but exploit their presence in the graph, together with the $H$-freeness of $G$, for an extensive analysis of the structure of $S_{u}$ and $S_{v}$ of a potential solution $\left(S_{u}, S_{v}\right)$.

We first show how to check in polynomial time for solutions $\left(S_{u}, S_{v}\right)$ where either the part of $S_{u}$ that ensures the connectivity of $N(u) \cup S_{u}$, or the part of $S_{v}$ that does this for $N(v) \cup S_{v}$ has bounded size. We call such solutions constant. If we do not find a constant solution, then we exploit their absence. This enables us to branch to a polynomial number of instances of Bipartite Matching; the connection between contractibility and the problem of finding a maximum matching in a bipartite graph is a new (and unexpected) discovery.

In Section 5 we prove the new NP-completeness results. In particular, we prove that $P_{k}$-Contractibility, for some suitable value of $k$, is NP-complete for bipartite graphs of large girth, strengthening the known result for bipartite graphs of [29]. Combining our new results with the NP-completeness results for $K_{1,3}$-free graphs [16] and $P_{6}$-free graphs [55] yields Theorem 2.

In Section 6 we pose some open problems. We give the state-of-art of the complexity classification of LONG Path for $H$-free graphs, which is still incomplete. We also discuss the Cycle Contraction problem [7, 26, 27], which is to decide if a given graph contains $C_{k}$ as a contraction for some given integer $k$. We show that its (incomplete) complexity classification of Cycle Contraction for $H$-free graphs differs from the classification of Path Contraction for $H$-free graphs (Theorem 2).

## 2 Preliminaries

Throughout the paper we consider finite, undirected graphs with no self-loops.
Let $G=(V, E)$ be a graph. For $S \subseteq V$, let $G[S]=(S,\{u v \in E \mid u, v \in S\})$ be the subgraph of $G$ induced by $S$; then $S$ is connected if $G[S]$ is connected. The neighbourhood of $v \in V$ is the set $N(v)=\{u \mid u v \in E\}$ and the closed neighbourhood is $N[v]=N(v) \cup\{v\}$. The length of a path $P$ is its number of edges. The distance $\operatorname{dist}_{G}(u, v)$ between vertices $u$ and $v$ is the length of a shortest path between them. Two disjoint sets $S, T \subset V$ are adjacent if there is at least one edge between them; $S$ and $T$ are (anti)complete to each other if every vertex of $S$ is (non)adjacent to every vertex of $T$. The set $S$ dominates $T$ if every vertex of $T$ has a neighbour in $S$. The subdivision of an edge $e=u v$ in $G$ replaces $e$ by a new vertex $w$ and two new edges $u w$ and $w v$.

For a set $H_{1}, \ldots, H_{p}$ of graphs, $G$ is $\left(H_{1}, \ldots, H_{p}\right)$-free if $G$ is $H_{i}$-free for $i=1, \ldots, p$. A graph is complete bipartite if it has only one vertex or its vertex set can be partitioned into two independent sets $A$ and $B$ that are complete to each other. The claw $K_{1,3}$ is the complete bipartite graph with $|A|=1$ and $|B|=3$. The graph $K_{n}$ is the complete graph on $n$ vertices. The line graph $L(G)$ of $G$ has the edges of $G$ as vertices and there is an edge between two vertices $e_{1}$ and $e_{2}$ of $G$ if and only if $e_{1}$ and $e_{2}$ have a common end-vertex in $G$. Every line graph is $K_{1,3}$-free.

The girth of a graph $G$ that is not a forest is the number of vertices in a shortest induced cycle of $G$. A subgraph $F$ of a graph $G$ is spanning if $V(F)=V(G)$. The next lemma is well known (and we omit its proof).

- Lemma 3. Every connected $P_{4}$-free graph on at least two vertices has a spanning complete bipartite subgraph, which can be found in polynomial time.


## 3 The Proof of Theorem 1

We start with the following lemma.

- Lemma 4. Let $p \geq 3$ be some constant. Then Long Induced Path is NP-complete for graphs of girth at least $p$.

Proof. We reduce from Hamiltonian Path. Let $G$ be a graph on $n$ vertices. We subdivide each edge $e$ of $G$ exactly once and denote the set of new vertices $v_{e}$ by $V^{\prime}$. We denote the resulting graph by $G^{\prime}$ and note that $G^{\prime}$ is bipartite with partition classes $V$ and $V^{\prime}$. We claim that $G$ has a Hamiltonian path if and only if $G^{\prime}$ has an induced path of length $2 n-2$.

First suppose that $G$ has a Hamiltonian path $u_{1} u_{2} \cdots u_{n}$. Then the path on vertices $u_{1}, v_{u_{1} u_{2}}, u_{2}, \ldots, v_{u_{n-1} u_{n}}, u_{n}$ is an induced path of length $2 n-2$ in $G^{\prime}$. Now suppose that $G^{\prime}$ has an induced path $P^{\prime}$ of length $2 n-2$. Then either $P^{\prime}$ starts and finishes with a vertex of $V$, or $P^{\prime}$ starts and finishes with a vertex of $V^{\prime}$.

In the first case $P^{\prime}$ contains $n$ vertices of $G$, so $P$ contains all vertices $u_{1}, \ldots, u_{n}$ of $G$, say we see the vertices of $G$ in this order when we move from the first vertex to the last vertex of $P$. Then, by the construction of $G^{\prime}$, we find that $u_{1} u_{2} \cdots u_{n}$ is a Hamiltonian path of $G$.

In the second case $P^{\prime}$ contains $n-1$ vertices of $V$, say vertices $u_{1}, \ldots, u_{n-1}$ in that order. As $P^{\prime}$ is an induced path and vertices of $V^{\prime}$ are only adjacent to vertices of $V$, this means that the end-vertices of $P^{\prime}$ are both adjacent to $u_{n}$. Hence, we find that $u_{1} u_{2} \cdots u_{n}$ is a Hamiltonian path of $G$ (and the same holds for $u_{n} u_{1} \cdots u_{n-1}$ ).

We note that the girth of $G^{\prime}$ is twice the girth of $G$. Now, to obtain the result, we apply this trick $p$ times, that is, we subdivide each edge $p$ times. Let $G^{\prime \prime}$ be the resulting graph. Then $G^{\prime \prime}$ has girth at least $p$ times the girth of $G$. Hence, the girth of $G^{\prime \prime}$ is at least $p$, while $V\left(G^{\prime \prime}\right)$ is $|V(G)|+p|E(G)|$, which is polynomial in the size of $G$, as $p$ is a constant. Moreover, just as we argued above, $G$ has a Hamiltonian path if and only if $G^{\prime \prime}$ has an induced path of length $(p+1)(n-1)$.

We also need the following lemma, which we prove by a reduction from Hamilton Path (proof details omitted).

- Lemma 5. The Long Induced Path problem is NP-complete for line graphs.

We are now ready to prove Theorem 1.

- Theorem 1 (restated). Let $H$ be a graph. If $H$ is a linear forest, then LONG INDUCED Path restricted to $H$-free graphs is polynomial-time solvable; otherwise it is NP-complete.

Proof. Let $G$ be an $H$-free graph. If $H$ is a linear forest, then there exists a constant $k$ such that $H$ is an induced subgraph of $P_{k}$. This means that the length of a longest induced path of $G$ is at most $k-1$. Hence, we can determine a longest path in $G$ in $O\left(n^{k-1}\right)$ time by brute force. If $H$ is not a linear forest, then the class of line graphs or the class of graphs of girth at least $p$ for some suitable integer $p$ forms a subclass of the class of $H$-free graphs. Hence, we can apply Lemma 4 or 5.


Figure 1 Two $P_{4}$-witness structures of a graph; the grey vertices form a $P_{4}$-suitable pair [55].

## 4 The Polynomial-Time Solvable Cases of Theorem 2

A graph $G$ contains a graph $F$ as a contraction if and only if for each $x \in V(F)$ there exists a nonempty subset $W(x) \subseteq V(G)$, such that (i) $W(x)$ is connected; (ii) the set $\mathcal{W}=\{W(x) \mid x \in V(F)\}$ is a partition of $V(G)$; and (iii) for every $x_{i}, x_{j} \in V(F), W\left(x_{i}\right)$ and $W\left(x_{j}\right)$ are adjacent in $G$ if and only if $x_{i}$ and $x_{j}$ are adjacent in $F$. By contracting, for each $x \in V(F)$, all edges of a spanning tree of $G[W(x)]$ we obtain the graph $F$ (recall that self-loops or parallel edges are not introduced). The set $W(x)$ is called an $F$-witness bag of $G$ for $x$. The set $\mathcal{W}$ is an $F$-witness structure of $G$ (which does not have to be unique).

A pair of (non-adjacent) vertices $(u, v)$ of a graph $G$ is $P_{k}$-suitable for some integer $k \geq 3$ if and only if $G$ has a $P_{k}$-witness structure $\mathcal{W}$ with $W\left(p_{1}\right)=\{u\}$ and $W\left(p_{k}\right)=\{v\}$, where $P_{k}=p_{1} \ldots p_{k}$; see Figure 1 for an example. The following known lemma shows why $P_{k}$-suitable pairs are of importance.

- Lemma 6 ([55]). For $k \geq 3$, a graph $G$ contains $P_{k}$ as a contraction if and only if $G$ has a $P_{k}$-suitable pair.

Lemma 6 leads to the following auxiliary problem, where $k \geq 3$ is a fixed integer, that is, $k$ is not part of the input. See Figure 2 for an example.

```
\(P_{k}\)-SuitabiLity
    Instance: a connected graph \(G\) and two non-adjacent vertices \(u, v\).
    Question: is \((u, v)\) a \(P_{k}\)-suitable pair?
```

The next, known observation follows from the fact that $P_{k}$-Contractibility is trivial for $k \leq 2$, whereas for $k=3$ we can use Lemma 6 combined with the triviality of $P_{3}$-Suitability.

- Lemma 7 ([8]). For $k \leq 3, P_{k}$-Contractibility can be solved in polynomial time.

We denote the graph obtained from a graph $G$ by contracting $e=u v$ by $G / e$. We may denote the resulting vertex by $u$ (or $v$ ) again and say that we contracted $e$ on $u$ (or $e$ on $v$ ). We need the following lemma (proof omitted).

- Lemma 8. Let $k \geq 4$ and let $(G, u, v)$ be an instance of $P_{k}$-Suitability with $u$ and $v$ at distance $d>k$. Let $P$ be a shortest path from $u$ to $v$. Then $(G, u, v)$ can be reduced in polynomial time to $d-2$ instances $(G / e, u, v)$, one for each edge $e \in E(P)$ that is not incident to $u$ and $v$, with $\operatorname{dist}(u, v)=d-1$, such that $(G, u, v)$ is a yes-instance if and only if at least one of the new instances $(G / e, u, v)$ is a yes-instance of $P_{k}$-SUITABILITY.

In our polynomial-time algorithms for constructing $P_{k}$-witness structures we put vertices in certain sets, which we then try to extend to $P_{k}$-witness bags (possibly via branching) and we will often apply the following rule:
Contraction Rule. If two adjacent vertices $s$ and $t$ end up in the same bag of some potential $P_{k}$-witness structure, then contract the edge $s t$.


Figure 2 An example of an instance $(G, u, v)$ of $P_{4}$-Suitability. Without the dotted line, $(G, u, v)$ has no solution. With the dotted line, $(G, u, v)$ has both a double-sided and single-sided solution but no independent solution. For example, let $S_{u}^{\prime}$ be the set of three black vertices. Then $S_{u}=S_{u}^{\prime} \cup\left\{w, w^{\prime}\right\}$ and $S_{v}=\left\{s, s^{\prime}, s^{\prime \prime}\right\}$ form a double-sided solution that is not only 5 -constant (as $\left|S_{u}\right|=5$ ) but even 3 -constant (as $\left|S_{v}\right|=3$ ). An alternative reason for the fact that ( $S_{u}, S_{v}$ ) is 3 -constant is that $S_{u}^{\prime} \cup N(u)$ is connected and $\left|S_{u}^{\prime}\right|=3$. A single-sided 3-constant solution is formed by the independent set consisting of the two top black vertices and $w$ and the set with the bottom black vertex and $s, s^{\prime}, s^{\prime \prime}, w^{\prime}$.

For a graph $G$, we apply the Contraction Rule on some set $U \subseteq V(G)$ if we contract every edge in $G[U]$. This leads to a smaller instance and $G[U]$ becomes independent. We will exploit both properties in our algorithms. The following known lemma, which is readily seen, shows that applying the Contraction Rule preserves $H$-freeness as long as $H$ is a linear forest.

- Lemma 9. Let $H$ be a linear forest and let $G$ be an $H$-free graph. Then the graph obtained from $G$ after contracting an edge is also $H$-free.

We follow the same strategy (outlined in Section 1) for each case, so eventually we check if the input graph can be contracted to $P_{4}$ or not. This turns out to be the hardest situation to deal with in our proofs. Due to Lemma 6, we can solve it by checking for each pair of distinct vertices $u, v$ with $N(u) \cap N(v)=\emptyset$ if $(G, u, v)$ is a yes-instance of $P_{4}$-Suitability. Let $(G, u, v)$ be an instance of $P_{4}$-Suitability. For every $P_{4}$-witness structure of $G$ with $W\left(p_{1}\right)=\{u\}$ and $W\left(p_{4}\right)=\{v\}$ (if it exists), every neighbour of $u$ belongs to $W\left(p_{2}\right)$ and every neighbour of $v$ belongs to $W\left(p_{3}\right)$.

Throughout our proofs we let $T(u, v)=V(G) \backslash(N[u] \cup N[v])$ be the set of remaining vertices of $G$, which still need to be placed in either $W\left(p_{2}\right)$ or $W\left(p_{3}\right)$. We write $T=T(u, v)$ if no confusion is possible. A partition $\left(S_{u}, S_{v}\right)$ of $T$ is a solution for $(G, u, v)$ if $N(u) \cup S_{u}$ and $N(v) \cup S_{v}$ are both connected. Hence, a solution $\left(S_{u}, S_{v}\right)$ for $(G, u, v)$ corresponds to a $P_{4}$-witness structure $\mathcal{W}$ of $G$, where $W\left(p_{1}\right)=\{u\}, W\left(p_{2}\right)=N(u) \cup S_{u}, W\left(p_{3}\right)=N(v) \cup S_{v}$ and $W\left(p_{4}\right)=\{v\}$. A solution $\left(S_{u}, S_{v}\right)$ for $(G, u, v)$ is $\alpha$-constant for some constant $\alpha \geq 0$ if: either $S_{u}$ contains a set $S_{u}^{\prime}$ of size $\left|S_{u}^{\prime}\right| \leq \alpha$ such that $N(u) \cup S_{u}^{\prime}$ is connected, or $S_{v}$ contains a set $S_{v}^{\prime}$ of size $\left|S_{v}^{\prime}\right| \leq \alpha$ such that $N(v) \cup S_{v}^{\prime}$ is connected; see also Figure 2.

The following lemma is straightforward (we omit its proof) and shows that we can detect constant solutions in polynomial time.

- Lemma 10. Let $(G, u, v)$ be an instance of $P_{4}$-Suitability. For every constant $\alpha \geq 0$, it is possible to check in $O\left(n^{\alpha+2}\right)$ time whether or not ( $G, u, v$ ) has an $\alpha$-constant solution.

We need some additional terminology. Let $\left(S_{u}, S_{v}\right)$ be a solution for an instance $(G, u, v)$ of $P_{4}$-Suitability. If $G\left[S_{u}\right]$ and $G\left[S_{v}\right]$ each contain at least one edge, then $\left(S_{u}, S_{v}\right)$ is double-sided. If exactly one of $G\left[S_{u}\right], G\left[S_{v}\right]$ contains an edge, then $\left(S_{u}, S_{v}\right)$ is single-sided. If both $S_{u}$ and $S_{v}$ are independent sets, then $\left(S_{u}, S_{v}\right)$ is independent. We refer to Figure 2 for an illustration of these concepts.

We now show, via the auxiliary problem $P_{k}$-Suitability, that Path Contraction is polynomial-time solvable for $\left(P_{2}+P_{4}\right)$-free graphs. We first give, in Lemma 11, a polynomialtime algorithm for $P_{4}$-Suitability for $\left(P_{2}+P_{4}\right)$-free graphs. This is the most involved part of our algorithm, and we use it as a showcase for illustrating our techniques.

Outline of the algorithm for $P_{4}$-Suitability on $\left(P_{2}+P_{4}\right)$-free graphs (Lemma 11)
Let $(G, u, v)$ be an instance. Our aim is to reduce to a polynomial number of instances of Bipartite Matching. We may assume that $u$ and $v$ are of distance at least 3 (and thus $N(u) \cap N(v)=\emptyset)$. Recall that $T=V(G) \backslash(N[u] \cup N[v])$. To get a handle on the adjacencies between $T$ and $V(G) \backslash T$ we will apply a (constant) number of branching procedures. Each time we branch we obtain, in polynomial time, a polynomial number of new, smaller instances of $P_{4}$-Suitability satisfying additional helpful constraints, such that the original instance is a yes-instance if and only if at least one of the new instances is a yes-instance. We then consider each new instance separately until we solve the problem.

1. Exploit the structure of $G[T]$; in particular we prove that $G[T]$ may be assumed to be $P_{4}$-free.
2. Check if $(G, u, v)$ has a 7 -constant solution. If not, we prove that the absence of 7 -constant solutions implies that $(G, u, v)$ has no double-sided solution either. Then if we have not found a solution yet, it remains to test if $(G, u, v)$ has a single-sided solution or an independent solution.
3. Check single-sidedness with respect to $u$ and $v$ independently. In both cases we show that this will lead either to a solution or to a polynomial number of smaller instances, for which we only need to check if they have an independent solution. This will enable us to branch in such a way that afterwards we may assume that $T$ is an independent set and that the solution we are looking for is equivalent to finding a "star cover" of $N(u)$ and $N(v)$ with centers in $T$.
4 Reduce the "star cover" problem to Bipartite Matching, which we can solve in polynomial time by using the Hopcroft-Karp algorithm [34].
We are now ready to present the full algorithm. We sketch its correctness proof.

- Lemma 11. $P_{4}$-Suitability can be solved in polynomial time for $\left(P_{2}+P_{4}\right)$-free graphs.

Proof. Let $(G, u, v)$ be an instance of $P_{4}$-Suitability, where $G$ is a connected $\left(P_{2}+P_{4}\right)$-free graph. We may assume without loss of generality that $u$ and $v$ are of distance at least 3 , that is, $u$ and $v$ are non-adjacent and $N(u) \cap N(v)=\emptyset$; otherwise $(G, u, v)$ is a no-instance. Recall that $T=V(G) \backslash(N[u] \cup N[v])$ and that we are looking for a partition $\left(S_{u}, S_{v}\right)$ of $T$ that is a solution for $(G, u, v)$, that is, both $N(u) \cup S_{u}$ and $N(v) \cup S_{v}$ must be connected. In order to do so we will construct partial solutions $\left(S_{u}^{\prime}, S_{v}^{\prime}\right)$, which we try to extend to a solution $\left(S_{u}, S_{v}\right)$ for $(G, u, v)$. We use the Contraction Rule from Section 2 on $N(u) \cup S_{u}^{\prime}$ and $N(v) \cup S_{v}^{\prime}$, so that these two sets will become independent. By Lemma 9, the resulting graph will always be $\left(P_{2}+P_{4}\right)$-free. For simplicity, we will denote the resulting instance by $(G, u, v)$ again. After applying the Contraction Rule the size of the set $T$ will be reduced if a vertex $t \in T$ was involved in an edge contraction with a vertex from $N(u)$ or $N(v)$. In that case we say that we contracted $t$ away. We initialise by setting $S_{u}^{\prime}=S_{v}^{\prime}=\emptyset$ and apply the Contraction Rule on $N(u)$ and $N(v)$. Afterwards we can make the following claim.
$\triangleright$ Claim 1. $\quad N(u)$ and $N(v)$ are independent sets.

## Phase 1: Exploiting the structure of $G[T]$

Suppose $G[T]$ contains an induced $P_{4}$ on vertices $a_{1}, a_{2}, a_{3}, a_{4}$. If there is a vertex $t \in N(u)$ not adjacent to any vertex of $\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$, then $\{u, t\} \cup\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ induces a $P_{2}+P_{4}$ in $G$, a contradiction. Hence, $\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ dominates $N(u)$. Similarly, $\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ must dominate $N(v)$. Suppose $G[T]$ has another induced $P_{4}$ on vertices $\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ such that $\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\} \cap\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}=\emptyset$. By the same arguments, $\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ also dominates $N(u)$ and $N(v)$. Hence, $N(u) \cup\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ and $N(v) \cup\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ are both connected. We put each remaining vertex of $T$ into either $S_{u}$ or $S_{v}$ (which is possible, as $G$ is connected). This yields a (4-constant) solution for $(G, u, v)$. From now on, assume that $G[T]$ contains no induced copy of $P_{4}$ that is vertex-disjoint from $a_{1} a_{2} a_{3} a_{4}$.
Branching I ( $O\left(n^{16}\right)$ branches)
We branch by considering every possibility for each $a_{i}(1 \leq i \leq 4)$ to go into either $S_{u}$ or $S_{v}$ for some solution $\left(S_{u}, S_{v}\right)$ of $(G, u, v)$ (if it exists). We then branch into $O\left(n^{16}\right)$ possibilities to ensure that we contracted each $a_{i}$ away. We consider each resulting instance, which we denote by $(G, u, v)$ again and for which the following claims hold. The first claim holds immediately. We omit the proof of the second claim.
$\triangleright$ Claim 2. $\quad G[T]$ is $P_{4}$-free.
$\triangleright$ Claim 3. Let $\left(S_{u}, S_{v}\right)$ be a solution for $(G, u, v)$ that is not 7 -constant. Let $t, x_{1}, x_{2}$ be three vertices of $T$ with $t x_{1} \notin E(G), t x_{2} \notin E(G)$ and $x_{1} x_{2} \in E(G)$. If $t, x_{1}, x_{2}$ are in $S_{u}$, then every neighbour of $t$ in $N(u)$ is adjacent to at least one of $x_{1}, x_{2}$. If $t, x_{1}, x_{2}$ are in $S_{v}$, then every neighbour of $t$ in $N(v)$ is adjacent to at least one of $x_{1}, x_{2}$.

## Phase 2: Excluding 7-constant solutions and double-sided solutions

By using Claim 3 we show the following claim on double-sided solutions (proof omitted).
$\triangleright$ Claim 4. If $(G, u, v)$ has a double-sided solution, then $(G, u, v)$ has a 7 -constant solution.
We now check in polynomial time if $(G, u, v)$ has a 7 -constant solution by using Lemma 10 . If so, then we are done. From now on assume that $(G, u, v)$ has no 7 -constant solution. Then, by Claim 4 it follows that $(G, u, v)$ has no double-sided solution. It remains to check if $(G, u, v)$ has a single-sided solution or an independent solution. If $(G, u, v)$ has a single-sided solution $\left(S_{u}, S_{v}\right)$ that is not independent, then exactly one of $S_{u}$ or $S_{v}$ is independent. Our algorithm first looks for a solution $\left(S_{u}, S_{v}\right)$ where $S_{u}$ is independent. We say that it is doing a $u$-feasibility check. If afterwards we have not found such a solution, then our algorithm will perform a $v$-feasibility check, which is the same check but now performed with respect to $v$.
Phase 3: Doing a u-feasibility check
We start by exploring the structure of a solution $\left(S_{u}, S_{v}\right)$ that is either single-sided or independent, and where $S_{u}$ is an independent set. As $S_{u}$ and $N(u)$ are both independent sets, $G\left[N(u) \cup S_{u}\right]$ is a connected bipartite graph. Hence, $S_{u}$ contains a set $S_{u}^{*}$, such that $S_{u}^{*}$ dominates $N(u)$. We assume that $S_{u}^{*}$ has minimum size. For $s \in S_{u}^{*}$, let $Q(s)$ be the set that consists of all neighbours of $s$ in $N(u)$ that are not adjacent to any vertex in $S_{u}^{*} \backslash\{s\}$. Then, for each $s \in S_{u}^{*}$, the set $Q(s)$ is nonempty, as otherwise we can remove $s$ from $S_{u}^{*}$, contradicting our assumption that $S_{u}^{*}$ has minimum size. We call the vertices of $Q(s)$ the private neighbours of $s$ with respect to $S_{u}^{*}$. We can show that the following holds if ( $G, u, v$ ) has a solution ( $S_{u}, S_{v}$ ) in which $S_{u}$ is an independent set (proof omitted):
(P) The set $S_{u}$ contains a subset $S_{u}^{*}$ of size at least 2 that dominates $N(u)$, such that each vertex in $S_{u}^{*}$ has a nonempty set $Q(s)$ of private neighbours with respect to $S_{u}^{*}$, and moreover, the set $N(u) \backslash Q_{u}$, where $Q_{u}=\bigcup_{s \in S_{u}^{*}} Q(s)$, is nonempty and complete to $S_{u}^{*}$.

- Remark. We emphasize that $S_{u}^{*}$ is unknown to the algorithm, as we constructed it from the unknown $S_{u}$, and consequently, our algorithm does not know (yet) the sets $Q(s)$. We also point out that the set $S_{u}^{*}$ and thus the sets $Q(s)$ might not be unique. However, this is irrelevant and for us the existence of at least one set $S_{u}^{*}$ suffices.

Phase 3a: Reducing $N(u) \backslash \mathbf{Q}_{\mathbf{u}}$ to a single vertex $\mathbf{w}_{\mathbf{u}}$
We will now branch into a polynomial number of smaller instances, in which $N(u) \backslash Q_{u}$ consists of just one single vertex $w_{u}$, which we can even identify.

Branching II ( $O\left(n^{4}\right)$ branches)
We will determine exactly those vertices of $N(u)$ that belong to $Q_{u}$ via some branching, under the assumption that $(G, u, v)$ has a solution $\left(S_{u}, S_{v}\right)$, where $S_{u}$ is independent, that satisfies (P). By (P), $S_{u}^{*}$ consists of at least two (non-adjacent) vertices $s$ and $s^{\prime}$. Let $w \in Q(s)$ and $w^{\prime} \in Q\left(s^{\prime}\right)$. We branch by considering all possible choices of choosing these four vertices. This leads to $O\left(n^{4}\right)$ branches, which we each process in the way described below.

If we selected $s$ and $s^{\prime}$ correctly, then $s, s^{\prime}$ belong to an independent set $S_{u}$ that together with $S_{v}=T \backslash S_{u}$ forms a solution for $(G, u, v)$ that is not 7-constant. This implies that $\left\{s, s^{\prime}\right\}$ does not dominate $N(u)$. Hence, $N(u) \backslash\left\{w, w^{\prime}\right\} \neq \emptyset$. For each $w^{*} \in N(u) \backslash\left\{w, w^{\prime}\right\}$, we do as follows. If $w^{*}$ is adjacent to both $s$ and $s^{\prime}$, then $w^{*}$ must belong to $N(u) \backslash Q_{u}$ due to property $(\mathrm{P})$. In the other case, that is, if $w^{*}$ is adjacent to at most one of $s, s^{\prime}$, then $w^{*}$ must belong to $Q_{u}$, again by property ( P ). Hence, we have identified in polynomial time the (potential) sets $Q_{u}$ and $N(u) \backslash Q_{u}$. Moreover, by applying the Contraction Rule on $N(u) \cup\left\{s, s^{\prime}\right\}$ we can contract $s$ and $s^{\prime}$ away. This also contracts all of $N(u) \backslash Q_{u}$ into a single vertex which, as we mentioned above, we denote by $w_{u}$. Thus $w_{u}$ is complete to $S_{u}^{*}$. We denote the resulting instance by $(G, u, v)$ again. We also let $T_{1}=N\left(w_{u}\right) \cap T$ and $T_{2}=T \backslash T_{1}$. Note that $S_{u}^{*} \subseteq T_{1}$. As $S_{u}^{*}$ dominates $N(u)$ and every vertex of $S_{u}^{*}$ is adjacent to $w_{u}$, we find that $N(u) \cup S_{u}^{*}$ is connected, and we can modify our instance $(G, u, v)$ such that the following claim holds (proof omitted):
$\triangleright$ Claim 5. $\quad T_{2}$ is an independent set that is anticomplete to $N(v)$.
By definition, no vertex of $T_{2}$ is adjacent to $w_{u}$ either. In a later stage we will modify $T_{2}$ and this property may no longer hold. However, we will always maintain Claim 5.

By Lemma 10 we check in polynomial time if $(G, u, v)$ has a 7 -constant solution. If so, then we are done. From now on suppose that $(G, u, v)$ has no 7 -constant solution. Recall that we are still looking for a single-sided or independent solution $\left(S_{u}, S_{v}\right)$, where $S_{u}$ is an independent set. We first show that we can modify $G$ in polynomial time such that afterwards the following claim holds, while maintaining Claim 5 (we omit the proof of Claim 6 ).
$\triangleright$ Claim 6. $G[T]$ is $\left(K_{3}+P_{1}\right)$-free.
We will now do some further branching to obtain $O(n)$ smaller instances in which $G\left[T_{1}\right]$ is $K_{3}$-free, such that the following holds. If one of these new instances has a solution, then $(G, u, v)$ has a solution. If none of these new instances has a solution, then $(G, u, v)$ may still have a solution $\left(S_{u}, S_{v}\right)$, but in that case $S_{u}$ is not an independent set while $S_{v}$ must be an independent set; this will be verified when we do the $v$-feasibility check.
Branching III ( $O(n)$ branches)
We consider all possibilities of putting one vertex $t \in T_{1}$ in $S_{u}$. This leads to $O(n)$ branches. For each branch we do as follows. As $t$ is adjacent to $w_{u}$ (because $t \in T_{1}$ ), we contract $t$ away using the Contraction Rule on $N(u) \cup\{t\}$. As $S_{u}$ is independent, every neighbour $t^{\prime}$ of $t$ in $T_{1}$ must go to $S_{v}$. If such a neighbour $t^{\prime}$ is adjacent to a vertex of $N(v)$, this means that we may contract $t^{\prime}$ away by using the Contraction Rule on $N(v) \cup\left\{t^{\prime}\right\}$. If $t^{\prime}$ has no neighbour
in $N(v)$, then we put $t^{\prime}$ in $T_{2}$. By the Contraction Rule we may contract all edges between $t^{\prime}$ and its neighbours in $T_{2}$, such that $T_{2}$ is an independent set again that is anticomplete to $N(v)$, so Claim 5 is still valid (but $T_{2}$ may now contain vertices adjacent to $w_{u}$ ). Denote the resulting instance by $(G, u, v)$ again. As $G[T]$, and thus, $G\left[T_{1}\right]$ is $\left(K_{3}+P_{1}\right)$-free due to Claim 6, we find afterwards that the following holds for each branch.
$\triangleright$ Claim 7. $G\left[T_{1}\right]$ is $K_{3}$-free.
By Lemma 10 we check in polynomial time if $(G, u, v)$ has a 7 -constant solution. From now on assume not. Then $(G, u, v)$ has no double-sided solution either, as then the original instance would have a double-sided solution, which we already ruled out (alternatively, apply Claim 4).

## Phase 3b: Looking for independent solutions after branching

We will now branch to $O\left(n^{5}\right)$ smaller instances for which the goal is to find an independent solution. If one of the newly created instances has a solution, then $(G, u, v)$ has a solution. If no new instance has a solution, then $(G, u, v)$ may still have a solution $\left(S_{u}, S_{v}\right)$. However, in that case $S_{u}$ is not independent and $S_{v}$ must be an independent set. This will be verified when doing the $v$-feasibility check. An instance $(G, u, v)$ satisfies the $(*)$-property if:
(*) If $(G, u, v)$ has a solution $\left(S_{u}, S_{v}\right)$ where $S_{u}$ is an independent set, then $(G, u, v)$ has an independent solution.

Let $D_{1}, \ldots, D_{q}$ be the connected components of $G[T]$ for some $q \geq 1$. If each $D_{i}$ has size 1 , then $G[T]$ is independent. Hence, any solution for $(G, u, v)$ will be independent, and thus (*) holds already. Now suppose at least one of $D_{1}, \ldots, D_{q}$, say $D_{1}$, has more than one vertex. We first consider the case where another $D_{i}$, say $D_{2}$, also has more than one vertex. We claim that $(*)$ is again satisfied already (proof omitted). So, from now on, assume that $D_{1}$ has more than one vertex and $D_{2}, \ldots, D_{q}$ each have a single vertex. Recall that $T_{2}$ is an independent set that is anticomplete to $N(v)$ due to Claim 5 . Suppose $t \in T_{2}$ does not belong to $D_{1}$. Then $t$ is an isolated vertex of $G[T]$ that is not adjacent to any vertex of $N(v)$. As $G$ is connected, $t$ is adjacent to at least one vertex of $N(u)$. We apply the Contraction Rule on $N(u) \cup\{t\}$ to contract $t$ away. Afterwards, we find that every vertex of $T_{2}$ must belong to $D_{1}$. Let $B_{1}, \ldots, B_{p}$ be the connected components of $G\left[T_{1} \cap V\left(D_{1}\right)\right]$ for some $p \geq 1$. By Claim 2, $G[T]$, and thus $G\left[T_{1} \cap V\left(D_{1}\right)\right]$, is $P_{4}$-free (note that we only contracted edges during the branching and thus maintained $P_{4}$-freeness due to Lemma 9). As $G\left[T_{1}\right]$ is also $K_{3}$-free by Claim 7, each $B_{i}$ is a complete bipartite graph on one or more vertices due to Lemma 3 .

First suppose $p=1$. Recall that $T_{2}$ is an independent set by Claim 5 that belongs to $D_{1}$.

Branching IV ( $O\left(n^{2}\right)$ branches)
In this case we can branch into $O\left(n^{2}\right)$ new and smaller instances, such that $(G, u, v)$ has a solution $\left(S_{u}, S_{v}\right)$, in which $S_{u}$ is an independent set, if and only if one of these new instances has such a solution. Moreover, we can show that each new instance, which we denote by $(G, u, v)$ again, will either have the $(*)$ property or $p \geq 2$ holds (proof omitted).
So, if $(*)$ does not yet hold, $(G, u, v)$ is an instance with $p \geq 2$. By Lemma 3 and because $D_{1}$ is connected and $P_{4}$-free, $D_{1}$ has a spanning complete bipartite graph $B^{*}$. As $p \geq 2$, all vertices of $V\left(B_{1}\right) \cup \cdots \cup V\left(B_{p}\right)$ belong to the same partition class of $B^{*}$. By definition, these vertices are in $T_{1}$. Hence, as $T_{2}$ is an independent set in $D_{1}$, all vertices of $T_{2}$ form the other bipartition class of $B^{*}$. Thus, $T_{2}$ is complete to $T_{1} \cap V\left(D_{1}\right)$.

## Branching V $(O(n)$ branches $)$

Every vertex of $T_{2}$ will belong to $S_{v}$ in any solution ( $S_{u}, S_{v}$ ) where $S_{u}$ is an independent set, but without having any neighbours in $N(v)$ due to Claim 5 . This means that $S_{v}$ contains at least one vertex $t$ of $V\left(D_{1}\right) \cap T_{1}$. We branch by considering all possibilities of choosing this vertex $t$. Indeed, as $T_{2}$ is complete to $T_{1}$, it suffices to check single vertices $t \in T_{1}$ that have a neighbour in $N(v)$. This leads to $O(n)$ branches. For each branch we do as follows. We contract the vertices of $T_{2} \cup\{t\}$ away using the Contraction Rule on $N(v) \cup T_{2} \cup\{t\}$. We denote the resulting instance by $(G, u, v)$ and observe that $T_{2}=\emptyset$, so $T=T_{1}$.
Note that $G[T]=G\left[T_{1}\right]$ now consists of connected components $B_{1}^{\prime}, \ldots, B_{p^{\prime}}^{\prime}$ for some $p^{\prime} \geq 1$, where each $B_{i}^{\prime}$ is complete bipartite. If each $B_{i}^{\prime}$ has size 1 , then $G[T]$ is independent. Hence, any solution for $(G, u, v)$ will be independent, and thus $(*)$ holds. Now suppose at least one of $B_{1}^{\prime}, \ldots, B_{p^{\prime}}^{\prime}$, say $B_{1}^{\prime}$, has more than one vertex. If another $B_{i}^{\prime}$, also has more than one vertex, then $(*)$ holds: we can show this in the same way as when we proved this for the sets $D_{1}, \ldots, D_{q}$. From now on, assume that $B_{1}^{\prime}$ has more than one vertex and $B_{2}^{\prime}, \ldots, B_{p^{\prime}}^{\prime}$ have only one vertex. So, in particular, $B_{1}^{\prime}$ is complete bipartite and has at least two vertices.
Branching VI $\left(O\left(n^{2}\right)\right.$ branches)
We first consider each possibility of choosing one vertex $t \in B_{1}^{\prime}$ to be placed in $S_{u}$, leading to $O(n)$ branches. Afterwards we perform $O(n)$ further branches. For each new instance, which we denote by $(G, u, v)$ again, we can show that $T=T_{1}$ and $T$ is independent, leading to $(*)$; we omit the proof of this claim.
If we did not yet find a solution, then by achieving $(*)$ we have further reduced the problem to $O\left(n^{5}\right)$ instances, for which we search for an independent solution. We consider these new instances one by one, and we denote the instance under consideration by ( $G, u, v$ ) again.

## Phase 3c: Searching for private solutions

In this phase we introduce a new type of independent solution after some branching.
Branching VII. ( $O\left(n^{4}\right)$ branches)
First we process $N(v)$ via $O\left(n^{4}\right)$ branches in the same way as we did for $N(u)$ in Branching II. Hence, if $(G, u, v)$ has a solution $\left(S_{u}, S_{v}\right)$ in which $S_{u}$ and $S_{v}$ are independent sets, then:
(P1) $S_{u}$ contains a subset $S_{u}^{*}$ of size at least 2 that dominates $N(u)$, such that each $s \in S_{u}^{*}$ has a nonempty set $Q_{u}(s)$ of private neighbours with respect to $S_{u}^{*}$, and moreover, the set $N(u) \backslash Q_{u}$, where $Q_{u}=\bigcup Q_{u}(s)$, consists of a single vertex $w_{u}$ that is complete to $S_{u}^{*}$.
(P2) $S_{v}$ contains a subset $S_{v}^{*}$ of size at least 2 that dominates $N(v)$, such that each $s \in S_{v}^{*}$ has a nonempty set $Q_{v}(s)$ of private neighbours with respect to $S_{v}^{*}$, and moreover, the set $N(v) \backslash Q_{v}$, where $Q_{v}=\bigcup Q_{v}(s)$, consists of a single vertex $w_{v}$ that is complete to $S_{v}^{*}$. We call an independent solution $\left(S_{u}, S_{v}\right)$ satisfying (P1) and (P2) private.

By now all branches are guaranteed to have private solutions or no solutions at all. Thus we need only to search for private ones. While doing this we may modify the instance ( $G, u, v$ ), but we will always ensure that private solutions are pertained. In particular, if we contract a vertex $t \in S_{u}^{*}$ to $w_{u}$ using the Contraction Rule on $N(u) \cup\{t\}$, this leads to a private solution ( $S_{u}, S_{v}$ ) with $t \notin S_{u}^{*}$. Then all private neighbours of $t$ become adjacent to $w_{u}$ and, by the Contraction Rule, they get contracted to $w_{u}$. However, if $t \notin S_{u}^{*}$, then contracting $t$ to $w_{u}$ will make the neighbours of $t$ in $N(u)$ adjacent to $w_{u}$ and the Contraction Rule contracts these to $w_{u}$. Consequently, some vertices in $S_{u}^{*}$ may have no private neighbours in $N(u)$ and hence leave $S_{u}^{*}$. If this reduces $\left|S_{u}^{*}\right|$ to 1 , we will notice this by checking, in polynomial time (Lemma 10), for 1-constant solutions. If we find a 1 -constant solution, then we stop and conclude that our original instance is a yes-instance. Otherwise, we know that $\left|S_{u}^{*}\right| \geq 2$, and hence private solutions pertain (should such solutions exist at all). We will always perform this test implicitly whenever we apply the Contraction Rule.

## W. Kern and D. Paulusma

We show the next two claims (proofs omitted).
$\triangleright$ Claim 8. Every vertex of $T$ is adjacent to both $w_{u}$ and $w_{v}$.
$\triangleright$ Claim 9. If $(G, u, v)$ has a private solution, then $G[T]$ must be the disjoint union of one or more complete bipartite graphs.

By Claim 9 we may assume that $G[T]$ is the disjoint union of one or more complete bipartite graphs; otherwise we discard the branch (as we search for a private solution). We now prove that $T$ can be changed into an independent set via some branching. Suppose $T$ is not independent yet. Let $B_{1}, \ldots, B_{r}$, for some $r \geq 1$, denote the connected components of $G[T]$ with at least one edge (note that $G[T]$ may also contain some isolated vertices). By Claim 9, every $B_{i}$ is complete bipartite. By Claim 10 (proof omitted) we may assume that $r \leq 3$; otherwise we discard the branch.
$\triangleright$ Claim 10. If $(G, u, v)$ has a private solution, then $r \leq 3$.
Branching VIII ( $O(1)$ branches)
As $r \leq 3$ by Claim 10, we can branch to obtain $O(1)$ smaller instances, such that $(G, u, v)$ has a private solution if and only if at least one of these new instances has a private solution. Moreover, for each new instance, which we denote by ( $G, u, v$ ) again we can show that $T$ is an independent set (proof omitted). As $T$ is an independent set, the sets $S_{u}$ and $S_{v}$ of any solution $\left(S_{u}, S_{v}\right)$ will be independent (should $(G, u, v)$ have a solution). Recall that $\left\{w_{u}, w_{v}\right\}$ is complete to $T$ by Claim 8. As we search for a private solution ( $S_{u}, S_{v}$ ), the following two claims can be shown (proofs omitted).
$\triangleright$ Claim 11. Let $s$ and $t$ be any two distinct vertices of $T$. Then we may assume without loss of generality that either $N(u) \cap N(s) \cap N(t)=\left\{w_{u}\right\}$; or $N(u) \cap N(s)=N(u) \cap N(t)$; or $\{s, t\}$ dominates $N(u)$. Similarly, we may assume without loss of generality that either $N(v) \cap N(s) \cap N(t)=\left\{w_{v}\right\}$; or $N(v) \cap N(s)=N(v) \cap N(t)$; or $\{s, t\}$ dominates $N(v)$.
$\triangleright$ Claim 12. Let $s$ and $t$ be two distinct vertices in $T$ such that $\{s, t\}$ dominates $N(u) \cup N(v)$. Then $(G, u, v)$ has a 2 -constant solution.

We continue as follows. By Lemma 10 we check in polynomial time if $(G, u, v)$ has a 2-constant solution. If so, then we are done. Otherwise, we obtain the following claim.
$\triangleright$ Claim 13. We may assume without loss of generality that every pair of (distinct) vertices $\{s, t\}$ in $T$ does not dominate $N(u)$; hence, $\{s, t\}$ may only dominate $N(v)$.

We call a pair of vertices $s, t$ of $T$ a 2-pair if $\{s, t\}$ dominates $N(v)$. Let $T_{v}$ be the set of vertices of $T$ involved in a 2-pair. We show the following claim (proof omitted).
$\triangleright$ Claim 14. $T_{v}=\emptyset$.

## Phase 3d: Translating the problem into a bipartite matching problem

We now translate the instance $(G, u, v)$ into an instance of Bipartite Matching. Recall that $w_{u}$ and $w_{v}$ are the vertices in $N(u)$ and $N(v)$ that are complete to $T$. By Claims 11 and 14 we can partition $N(u) \backslash\left\{w_{u}\right\}$ into sets $N_{1}(u) \cup \cdots \cup N_{q}(u)$ for some $q \geq 1$ such that two vertices of $N(u)$ have the same neighbours in $T$ if and only if they both belong to $N_{h}(u)$ for some $h \in\{1, \ldots, q\}$. Similarly, we can partition $N(v) \backslash\left\{w_{v}\right\}$ into sets $N_{1}(v) \cup \cdots \cup N_{r}(v)$ for some $r \geq 1$ such that two vertices of $N(v)$ have the same set of neighbours in $T$ if and only if they both belong to $N_{i}(v)$ for some $i \in\{1, \ldots, r\}$. We may remove all but one vertex of each $N_{h}(u)$ and $N_{i}(v)$ to obtain an equivalent instance, which we denote by $(G, u, v)$ again.

Let $G^{\prime}$ be the graph obtained from $G$ by removing $u, v, w_{u}, w_{v}$ and all edges between $N(u)$ and $N(v)$. Then $G^{\prime}$ is bipartite with partition sets $\left(N(u) \backslash\left\{w_{u}\right\}\right) \cup\left(N(v) \backslash\left\{w_{v}\right\}\right)$ and $T$. It remains to compute a maximum matching $M$ in $G^{\prime}$, which can be done in polynomial time via the Hopcroft-Karp algorithm [34]. If $|M|=|N(u)|+|N(v)|-2$, then each vertex in $\left(N(u) \backslash\left\{w_{u}\right\}\right) \cup\left(N(v) \backslash\left\{w_{v}\right\}\right)$ is incident to an edge of $M$, and hence, we found a (private) solution for $(G, u, v)$. If $|M|<|N(u)|+|N(v)|-2$, then $(G, u, v)$ has no (private) solution; we discard the branch. This concludes the $u$-feasibility check. If we found a solution, we translate it in polynomial time to a solution for the original instance; else we enter the last phase.

## Phase 4: Doing a v-feasibility check

We repeat the same steps as in Phase 3 and this concludes the description of our algorithm. The correctness of our algorithm follows from the above description. To analyze its run-time, the branching (Branching I-VIII) yields a total of $O\left(n^{30}\right)$ branches. As explained in each step above, processing each branch created in Branching I-VI until we start branching again takes polynomial time. Checking for 1-constant solutions to ensure survival of private solutions takes polynomial time as well. As processing the branches created in Branch VII-VIII takes polynomial time, we conclude that the total running time of our algorithm is polynomial.

We use Lemma 8 to obtain Lemma 12, which we use for Lemma 13; we omit both proofs. Lemmas $6,7,11-13$ together with the fact that a $\left(P_{2}+P_{4}\right)$-graph has no $P_{7}$ as a contraction yields Theorem 14.

- Lemma 12. $P_{5}$-Suitability can be solved in polynomial time for $\left(P_{2}+P_{4}\right)$-free graphs.
- Lemma 13. $P_{6}$-Suitability can be solved in polynomial time for $\left(P_{2}+P_{4}\right)$-free graphs.
- Theorem 14. Path Contraction is polynomial-time solvable for $\left(P_{2}+P_{4}\right)$-free graphs.

We prove the other polynomial-time cases, $H=P_{1}+P_{2}+P_{3}, H=P_{1}+P_{5}$ and $H=s P_{1}+P_{4}$ ( $s \geq 1$ ), by the same strategy but in a less involved way (we omit the details).

## 5 The NP-Complete Cases of Theorem 2

A hypergraph $\mathcal{H}$ is a pair $(Q, \mathcal{S})$, where $Q=\left\{q_{1}, \ldots, q_{m}\right\}$ is a set of $m$ elements and $\mathcal{S}=$ $\left\{S_{1}, \ldots, S_{n}\right\}$ is a set of $n$ hyperedges, which are subsets of $Q$. A 2 -colouring of $\mathcal{H}$ is a partition of $Q$ into two (nonempty) sets $Q_{1}$ and $Q_{2}$ with $Q_{1} \cap S_{j} \neq \emptyset$ and $Q_{2} \cap S_{j} \neq \emptyset$ for each $S_{j}$. The Hypergraph 2-Colourability problem is to decide if a given hypergraph has a 2-colouring. This problem is NP-complete even for hypergraphs $\mathcal{H}$ with $S_{i} \neq \emptyset$ for $1 \leq i \leq n$ and $S_{n}=Q$. Brouwer and Veldman [8] proved that $P_{4}$-Contractibility is NP-complete by a reduction from Hypergraph 2-Colourability. That is, from a hypergraph $\mathcal{H}$ they built a graph $G_{\mathcal{H}}$, such that $\mathcal{H}$ has a 2 -colouring if and only if $G_{\mathcal{H}}$ has $P_{4}$ as a contraction:

- Construct the incidence graph of $(Q, \mathcal{S})$, which is the bipartite graph with partition classes $Q$ and $\mathcal{S}$ and an edge between two vertices $q_{i}$ and $S_{j}$ if and only if $q_{i} \in S_{j}$.
- Add a set $\mathcal{S}^{\prime}=\left\{S_{1}^{\prime}, \ldots, S_{n}^{\prime}\right\}$ of $n$ new vertices, where we call $S_{j}^{\prime}$ the copy of $S_{j}$.
- For $i=1, \ldots m$ and $j=1, \ldots, n$, add an edge between $q_{i}$ and $S_{j}^{\prime}$ if and only if $q_{i} \in S_{j}$.
- For $j=1, \ldots, n$ and $\ell=1, \ldots, n$, add an edge between $S_{j}$ and $S_{\ell}^{\prime}$, so the subgraph induced by $\mathcal{S} \cup \mathcal{S}^{\prime}$ will be complete bipartite.
- For $h=1, \ldots, m$ and $i=1, \ldots, m$, add an edge between $q_{h}$ and $q_{i}$, so $Q$ will be a clique.
- Add two new vertices $t_{1}$ and $t_{2}$.
- For $j=1, \ldots, n$, add an edge between $t_{1}$ and $S_{j}$, and between $t_{2}$ and $S_{j}^{\prime}$.

As mentioned, Brouwer and Veldman [8] proved a hypergraph $\mathcal{H}$ has a 2-colouring if and only if $G_{\mathcal{H}}$ has $P_{4}$ as a contraction. The graph $G_{\mathcal{H}}$ is $P_{6}$-free [55]. We observe that $G_{\mathcal{H}}$ is also ( $2 P_{1}+2 P_{2}, 3 P_{2}, 2 P_{3}$ )-free. Hence, we obtain the following:

- Lemma 15. $P_{4}$-Contractibility is NP-complete for $\left(2 P_{1}+2 P_{2}, 3 P_{2}, 2 P_{3}, P_{6}\right)$-free graphs.

By modifying $G_{\mathcal{H}}$ we show Theorem 16 (proof details omitted).

- Theorem 16. Let $p \geq 4$ be some constant. Then $P_{2 p}$-Contractibility is NP-complete for bipartite graphs of girth at least $p$.

Theorem 16 implies that Path Contraction is NP-complete for $H$-free graphs if $H$ has a cycle. Combining Lemma 15 and Theorem 16 with the known NP-completeness result for $K_{1,3}$-free graphs [16] yields the NP-complete part of Theorem 2.

## 6 Conclusions

We completely classified the complexities of Long Induced Path and Path Contraction for $H$-free graphs. For Long Path, the classification is still incomplete. It is known that Hamiltonian Path, and thus Long Path, is NP-complete for chordal bipartite graphs and strongly chordal split graphs [48], and thus for $H$-free graphs if $H$ has a cycle or an induced $2 P_{2}$. Moreover, Hamiltonian Path is NP-complete for line graphs [6] and thus for $H$-free graphs if $H$ is a forest of maximum degree at least 3. On the positive side, Long Path is polynomial-time solvable for cocomparability graphs [36, 47] and thus for $P_{4}$-free graphs. This leaves open, for both problems, the cases $H=s P_{1}+P_{r}(3 \leq r \leq 4$ and $s \geq 1)$, $H=s P_{1}+P_{2}(s \geq 2)$ and $H=s P_{1}(s \geq 3)$.

The classification of Cycle Contraction for $H$-free graphs is also open. Hammack proved that this problem is NP-complete for general graphs [27] but polynomial-time solvable for planar graphs [26]. It is also NP-complete for $K_{1,3}$-free graphs [16]. The classifications of Cycle Contraction and Path Contraction do not coincide for $H$-free graphs. By Theorem 2, the former is polynomial for $\left(P_{2}+P_{4}\right)$-free graphs. However, we can show the following result by inspecting the NP-hardness gadget of Brouwer and Veldman [8] for $C_{4}$-Contractibility (proof details omitted).

- Theorem 17. $C_{4}$-Contractibility, and thus Cycle Contraction, is NP-complete for $\left(P_{2}+P_{4}\right)$-free graphs.

Preliminary research suggests that our techniques are applicable to other contractibility and connectivity problems as well, such as contracting to large (subdivided) stars or claws (the problem of contracting to a largest star is known as Connected Vertex Cover [39]).

Another natural question is how Path Contraction behaves on hereditary graph classes with more than one forbidden induced subgraph. Recall that Path Contraction is polynomial-time solvable for $P_{5}$-free graphs and NP-complete for $P_{6}$-free graphs. It would be interesting to determine the complexity of Path Contraction for ( $K_{1,3}, P_{t}$ )-free graphs for $t \geq 6$. Other problems, such as Graph Colouring, are also open for these graph classes and a better understanding of their structure is needed.
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[^0]:    1 These three problems are, with respect to basic graph operations, the most natural problems to consider, as the problems of asking for a long (induced) path as an (induced) minor or topological (induced) minor are all equivalent to Long (Induced) Path; we omit the proof details.

[^1]:    ${ }^{2}$ If every $Z_{i}$ has size 2 , then we obtain the well-known $k$-Disjoint Paths problem.
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