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On the Phase Noise Performance of Nonlinear
Double-Loop Optoelectronic Microwave Oscillators

Romain Modeste Nguimdo, Yanne K. Chembo, Pere Colet and Laurent Larger

Abstract—We consider an optoelectronic oscillator for ultra-
pure microwave generation with two nonlinearly coupled delay
loops in which the output of one of the loops modulates the
other. We introduce a suitable dynamical model and study the
phase noise performance. Tuning the parameters of the second
loop allows to reduce the detrimental effect of the multiplicative
phase noise and damp delay-induced spurious peaks. Besides, the
nonlinear dynamics allows for stable microwave emission with
larger amplitude than a single loop system.

Index Terms—Optoelectronic devices, microwave generation,
phase noise reduction.

I. INTRODUCTION

IN some applications such as in radar, time-frequency
metrology and lightwave technology, microwaves with ex-

ceptional purity are needed. Optoelectronic oscillators (OEOs)
are useful for these applications because they can convert con-
tinuous light energy into stable and spectrally pure microwave
signals [1], [2], [3]. In such systems, the purity of microwave
signal is achieved thanks to an optical fiber delay-line inserted
into the feedback loop. The role of the delay is to store the
energy providing a quality factor equal to Q = 2πfmT , where
fm is the microwave frequency and T the delay induced by
the optical fiber. A convenient way to evaluate the purity in
systems is to measure its phase noise spectrum, which is
directly connected to the oscillator performance. The main
advantage of the OEO is its capability to generate ultra-
stable, spectrally pure microwaves with frequencies as large
as 75 GHz, and with a phase noise lower than −160 dBc/Hz
at 10 kHz [4]. Later, these studies were complemented with a
nonlinear and stochastic dynamics approach which enabled to
investigate theoretically the stability properties of OEOs, and
also to predict phase noise performance [5], [6], [7].

To reduce the phase noise, the first requirement consists in
optimizing the RF and optoelectronic devices. Techniques to
further reduce the noise include noise filtering [8], noise-to-
carrier ratio minimization [9], exploitation of time variance
[10], use of coupled oscillators [11] and use of resonators
having good quality factor [12]. In the optical case, microwave
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generation based on external modulation [13], or using a dual-
wavelength laser [14] are other examples of devices generating
low phase noise signals. Since the Q-factor increases with the
delay one may expect that a long delay line improves the phase
noise performance. However, for single loop configurations,
the use of long delays is limited because the delay is also
responsible for the appearance of very strong parasite ring-
cavity peaks at integer multiples of the round-trip frequency
ΩT = 2π/T , which reduce the region of low phase noise.

Alternatives were proposed, consisting in adding the output
of two loops with different time-delay in order to further
lower the phase noise or to reduce the level of parasite ring-
cavity peaks [15], [16], [17]. For example, in ref. [17] the
level of the spurious peaks was reduced by about 30 dB
although they were not completely damped. Along the same
line, Jiang et al. obtained −130 dBc/Hz at 1 MHz, although
the performance at 100 MHz was only −50 dBc/Hz [18].
Another interesting configuration consisting in two OEO loops
with dual injection locking has been recently proposed in
refs. [19], [20], achieving low phase noise and low spurs (up
to −130 dBc/Hz at 100 KHz). In all the above schemes the
two loops are on equal foot and the coupling is linear.

Single-loop OEOs suffer from another severe limitation:
increasing the gain the system becomes unstable leading to
a modulation of the microwave amplitude and thus to a
degradation of the spectral purity [5]. Here we introduce
a novel double-loop configuration in which the output of
one of the loops is used to modulate the other. This is a
quite asymmetrical configuration in which the two loops play
a different role and are coupled nonlinearly. We present a
dynamical model and derive an amplitude equation that allows
to determine the parameter region where pure microwaves are
generated. By including suitable stochastic terms we determine
the phase noise performance. We show that, besides reducing
the phase noise spurious peaks as linearly coupled dual-loop
OEOs, this system allows for stable microwave emission with
larger amplitude than a single loop system. The outline is as
follows: in Sec. II we describe the system. In Sec. III we
derive the amplitude equations. In Sec. IV we determine the
steady states associated to pure microwave emission while in
Sec. V we study its stability. In Secs. VI and VII we introduce
a stochastic amplitude equation and evaluate the phase noise
spectra. Final remarks are given in Sec. VIII.

II. SYSTEM DESCRIPTION

We consider a dual feedback loop as shown in Fig. 1. A
semiconductor laser (SL) injects light into a Mach-Zehnder
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Fig. 1. Setup: SL: semiconductor laser, MZM: Mach-Zehnder modulator,
PD: photodiode

modulator (MZM1) which receives electrical voltages V1(t)
and VB,1 in its radio-frequency (RF) and DC electrodes,
respectively. Scaling those voltages respectively to the RF
half-wave voltage VπRF and to the bias half-wave voltage
VπDC

allows to define the dimensionless RF voltage x(t) =
πV1(t)/(2VπRF ) and the offset phase φ1 = πVB,1/(2VπDC

).
The complex envelope of the output electric field of MZM1

can be written as

E1(t) =
E0
2

{
1 + e2i[x(t)+φ1]

}
, (1)

where E0 is the SL output amplitude. Subsequently, E1(t) is
split into two parts. One part is delayed by a time T2 and then
converted into an electrical signal via the photodiode PD2.
The electrical signal, proportional to |E1(t − T2)|2, is fed to
a narrow-band filter with a central frequency Ω′0 and −3 dB
bandwidth ∆Ω2, amplified and applied as voltage V2(t) to the
MZM2 RF electrode. The narrow filter is expected to eliminate
all the higher-order harmonics of the fundamental frequency
Ω′0. The second part of E1(t) is delayed by a time T2 and fed
to MZM2 whose output field is

E2(t) =
E1(t− T1)

2

{
1 + e2i[y(t)+φ2]

}
, (2)

with y(t) = πV2(t)/(2VπRF ) and φ2 = πVB,2/(2VπDC
). The

optical power |E2(t)|2 is detected by PD1. The subsequent
electrical signal is fed to another narrow band microwave
RF filter of central frequency Ω0 with −3 dB bandwidth
∆Ω1 and then is connected to the MZM1 RF electrode after
amplification. In this scheme MZM1 optical output plays a
double role: it is the optical input of MZM2 after a delay T1,
and it also used to drive MZM2 RF electrode after a delay T2.
Proceeding as in ref. [5], it can be shown that this system can
be described by the dimensionless amplifier outputs x(t) and
y(t) (see Fig. 1) as follows

x+
1

∆Ω1

dx

dt
+

Ω2
0

∆Ω1
u1 =

|E2(t)|2

|E0|2
G1 (3)

=
G1

4

[
F (xT1 , φ1) + F (y, φ2) + F (xT1 , φ1)F (y, φ2) + 1

]
,

y +
1

∆Ω2

dy

dt
+

Ω′
2
0

∆Ω2
u2 =

|E1(t− T2)|2

|E0|2
G2 (4)

=
G2

2
[F (xT2

, φ1) + 1],

where xt0 = x(t− t0), F (x, φ) = cos [2x(t) + 2φ], du1/dt =
x(t), du2/dt = y(t) and G1 and G2 are the overall loop gains
(and do not only stand for the RF amplifier gains). The integral
variables uj impose the mean value of x(t) and y(t) to be zero
in the stationary regimes.

III. AMPLITUDE EQUATION

We assume the filters to be narrowly resonant around the
same central frequency Ω′0 = Ω0 so that all harmonics are
filtered out. Considering

uk(t) =
1

2
Uk(t)eiΩ0t + cc , (5)

where Uk(t) is a slowly-varying amplitude and ‘cc’ stands for
the complex conjugate of the preceding terms. Neglecting Ük
as compared to Ω0U̇k, where the dot stands for the derivative,
the left-hand side (LHS) of Eqs. (3) and (4) can be written as

duk
dt

+
1

∆Ωk

d2uk
dt2

+
Ω2

0

∆Ωk
uk

≈ 1

2

[(
1 + 2i

Ω0

∆Ωk

)
U̇k(t) + iΩ0Uk(t)

]
eiΩ0t + cc. (6)

The variables x(t) and y(t) can also be written in terms of
slowly-varying amplitudes A(t) = A(t)eiψ(t) and B(t) =
B(t)eiϕ(t) as

x(t) =
1

2
A(t)eiΩ0t + cc ≡ A(t) cos [Ω0t+ ψ(t)] , (7)

y(t) =
1

2
B(t)eiΩ0t + cc ≡ B(t) cos [Ω0t+ ϕ(t)] . (8)

By deriving Eq. (5), it turns out thatA = U̇1+iΩ0U1 ' iΩ0U1.
Therefore the LHS of Eq. (3) can be written as

1

2

[(
2

∆Ω1
− i

Ω0

)
Ȧ(t) +A(t)

]
eiΩ0t + cc, (9)

and similarly for the LHS of Eq. (4) in terms of B.
To derive the equations for the complex amplitudes A and

B we have to consider the spectral components in eiΩ0t in the
right-hand side (RHS) of Eqs. (3) and (4). For that purpose,
as performed in ref. [6] for the single-loop case, we use the
Jacobi-Anger expansion

eiz cosα =

∞∑
q=−∞

iqJq(z)e
iqα, (10)

where Jq are the qth-order Bessel functions of the first kind,
with q being an integer. As a consequence, we have

F (xT , φ) =
e2iφ

2

∞∑
q=−∞

iqJq(2AT )eiq[Ω0(t−T )+ψT ] + cc ,

(11)
and disregarding all the spectral components except the fun-
damental, we have

F (xT , φ) ≈ − sin 2φ J1(2AT )ei(Ω0t−Ω0T+ψT ) + cc, (12)
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and

F (xT1
, φ1)F (y, φ2) ≈ −eiΩ0t

{
cos 2φ1 sin 2φ2

∞∑
p=−∞

C2p

+ sin 2φ1 cos 2φ2

∞∑
p=−∞

C1−2p

}
+ cc, (13)

where

Cq = Jq(2AT1
)J1−q(2B) ei[−qΩ0T1+qψT1

+(1−q)ϕ] . (14)

For the values of A and B considered here, Bessel functions
of order 6 or larger can be neglected. Finally, collecting all
fundamental terms, the equations for slowly-varying envelopes
A(t) and B(t) can be written as

Ȧ+ µ1e
iv1A = −1

2
µ1e

iv1G1 (15)

×
{

sin 2φ2 J1(2B)eiϕ + sin 2φ1 J1(2AT1
) eiψT1 e−iΩ0T1

+ cos 2φ1 sin 2φ2

2∑
p=−2

C2p + sin 2φ1 cos 2φ2

2∑
p=−2

C1−2p

}
,

Ḃ + µ2e
iv2B = −µ2e

iv2G2 sin 2φ1J1(2AT2
) ei(ψT2

−Ω0T2),
(16)

where

Qk =
Ω0

∆Ωk
; µk =

∆Ωk√
4 +Q−2

k

; vk = arctan

[
1

2Qk

]
. (17)

For oscillations to be sustained, phase matching conditions
should be fulfilled, according to e−iΩ0Tk = ±1. The matching
condition e−iΩ0T1 = +1 is equivalent to e−iΩ0T1 = −1
by changing φ1 by −φ1 and ϕ(t) by ϕ(t) + π. Similarly
e−iΩ0T2 = ±1 are equivalent changing φ2 by −φ2 and ψ(t) by
ψ(t)+π. Therefore without loss of generality we will consider
e−iΩ0T1 = −1 and e−iΩ0T2 = +1.

In the particular case G2 = 0, we straightforwardly have
B = 0. Hence, since Jq(0) = 0 for q 6= 0, Eq. (15) is the
same as for a single-loop OEO with gain G1(1 + cos 2φ2)/2.
In this case microwave emission takes place for G1 > Gth1 =
2/ sin 2φ1(1 + cos 2φ2) [6].

It is interesting to note that for an offset phase φ = ±π/4,
we typically have an operation of the Mach-Zehnder modulator
around the inflection point (thus leading to a linear modulation
for small RF drive amplitude), or a cubic one when the latter
is becoming closer or even greater than VπRF , whereas for
φ = 0 or ±π/2, a parabolic rest point is concerned. This is
one of the physical justification of the nonlinear character of
this double-loop OEO.

Since off-set phases appear in Eqs. (15) and (16) as 2φ1

and 2φ2 without loss of generality in the rest of the paper we
will consider only the interval [−π/2, π/2] for both phases.

IV. STEADY-STATE SOLUTIONS

Our system is nonlinear, therefore for different parameter
values it can have different number of stationary solutions.
Pure microwave emission in both loops corresponds to a non-
zero steady-state solution for A and B. In this section we

determine the parameter values for which this solution exist.
Note that even if this solution exists, it may still be unstable,
as we will discuss in the next section.

The steady state amplitudes (Ast and Bst) and phases (ψst

and ϕst) of the microwaves are obtained setting Ȧ = Ḃ =
ψ̇ = ϕ̇ ≡ 0 in Eqs. (15) and (16). From Eq. (16), we obtain
the following relationship

Bst = −G2 sin 2φ1J1(2Ast) ei(ψ
st−ϕst) . (18)

Since Bst is a real positive quantity, the imaginary exponent
has to be either 0 or π. Hence there are two possibilities for
the relative phase between the two microwaves: ψst = ϕst

(Case I) corresponding to the emission of two in-phase mi-
crowaves and ψst = ϕst + π (Case II) corresponding to the
emission of two out-of-phase microwaves. For typical values
of Ast, J1(2Ast) > 0, so Bst > 0 requires φ1 ∈ [−π/2, 0]
for Case I and φ1 ∈ [0, π/2] for Case II.

From Eq. (15) we have

Ast =
G1

2
H±(φ1, φ2), (19)

with

H±(φ1, φ2) = sin 2φ1 J1(2Ast)∓ sin 2φ2 J1

(
2Bst

)
∓ cos 2φ1 sin 2φ2

2∑
p=−2

J2p(2A
st)J1−2p(2B

st)

+ sin 2φ1 cos 2φ2

2∑
p=−2

J1−2p(2A
st)J2p(2B

st). (20)

Here H+ corresponds to Case I while H− corresponds to
Case II. Since H−(φ1, φ2) = H+(φ1,−φ2), the steady state
solutions satisfying ψst = ϕst (Case I) are exactly the same
as those obtained for Case II with the opposite φ2. However,
for Case I, only the solutions with φ1 ∈ [−π/2, 0] are
physical while for Case II, the physical solutions correspond
to φ1 ∈ [0, π/2].

The zero solution Ast = Bst = 0 exists for all parameter
values, although it may be unstable. This solution corresponds
to zero RF voltage applied to MZM1 and MZM2. Thus, no
microwave is generated, namely, the OEO does not oscillate.
In a real OEO the emitted microwave will have a negligible
amplitude (noise amplitude). Besides, a non-zero solution cor-
responding to pure microwave emission can exist depending
on loop gains G1 and G2, and offset phases φ1 and φ2.
Through an analytical approximation it is possible to estimate
the contour of the parameter region where microwaves are
emitted. Considering that Ast and Bst are small, Eqs. (18)
and (19) can be expanded in series:

Ast =
G1

2

[
g1A

st ± g2

2
(Ast)

3
]
, (21)

where + and − signs correspond to Case I and Case II
respectively, and

g1 = sin 2φ1[1 + cos 2φ2 +G2 sin 2φ2(1 + cos 2φ1)] , (22)
g2 = sin 2φ1[1 + cos 2φ2 +G2 sin 2φ2(1 + 4 cos 2φ1)]

sin3 2φ1[3G2
2 cos 2φ2 +G3

2 sin 2φ2(1 + cos 2φ1)] . (23)
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Fig. 2. Non-zero stationary solution given by Eqs. (18) and (19) with H−.
(a) Ast and (b) Bst displayed in (G1, G2)-plane considering φ1 = 0.5 and
φ2 = 0.5.

Fig. 3. Non-zero stationary solution given by Eqs. (18) and (19). (a) Ast and
(b) Bst displayed in (φ1, φ2)-plane considering G1 = 2.5 and G2 = 2.5.

From Eq. (21), one obtains the non-zero solution

Ast =

√
∓ 2

g2

(
g1 −

2

G1

)
. (24)

This solution exists only if the gain G1 is larger than the
threshold value Gth1 = 2/g1. The threshold for in- and out-of-
phase microwave emission turns out to be the same. Note that
for φ1 ∈ [−π/2, 0], the physical solution is in-phase while it
is out-of-phase for φ1 ∈ [0,−π/2].

For arbitrary values of the gains G1 and G2, Eqs. (18)
and (19) are solved numerically to determine the stationary
microwave amplitudes. Figure 2 displays in color scale the
results for the out-of-phase microwave amplitude considering
φ1 = 0.5 and φ2 = 0.5. For small values of G1, there is no
microwave emission. The range of values of G1 for which
the non-zero solution exists widens as G2 increases. Besides
the values of Ast and Bst can be as high as 1.2 and 2.0 [i.e,
|V1(t)| ≈ 0.76VπRF and |V2(t)| ≈ 1.27VπRF ], respectively.

We now address the dependence of microwave emission as
function of the off-set phases φ1 and φ2. Figure 3 displays in
color scale the results for the in- and out-of-phase microwave
amplitudes, considering G1 = 2.5 and G2 = 2.5. For
φ1 ∈ [−π/2, 0], the physical solution is the in-phase one
while it is out-of-phase for φ1 ∈ [0, π/2]. Depending on φ1

and φ2 there may be a strong microwave emission signaled
by a large value for Ast and Bst or may not be emission
at all. The large amplitudes are associated to an effective
constructive interaction of the two delay loops while the lack
of microwave emission is associated to destructive interaction.
The contour of the region of microwave emission can be in
principle determined by solving for φ1 and φ2 the threshold
condition g1G1 = 2. However, we have found that for φ2 close
to π/2, the non-trivial solution appears sub-critically; therefore
the region of existence of microwave emission shown in Fig. 3

Fig. 4. Numerical bifurcation diagrams with respect to G2 for G1 = 2
(top row), G1 = 2.5 (middle row) and G1 = 3.0 (bottom row); considering
T1 = 20 µs and T2 = 10 T1 and the initial conditions A(0) = B(0) = 0.2
and ψ(0) = ϕ(0) = 0.5. Other parameters are µ1 = µ2 = 50π MHz,
Q1 = Q2 = 200, φ1 = 0.5 and φ2 = 0.5.

is slightly larger than the one obtained from the threshold
condition. In the sub-critical region the non-zero steady state
coexists with the zero solution.

V. NUMERICAL SIMULATIONS

To check our analytical results and to investigate the sta-
bility of the steady state solutions shown in Figs. 2 and 3,
Eqs. (15) and (16) are numerically integrated using a predictor-
corrector method. For numerics, we consider µ1 = µ2 =
50π MHz, Q1 = Q2 = 200 and G1 = 2.5. The initial
conditions are chosen so that, after the transient, the system
converges to the physical solutions, i.e. A ≥ 0 and B ≥ 0.

Taking the loop gain G2 as the bifurcation parameter and
considering φ1 = φ2 = 0.5, Fig. 4 displays bifurcation
diagrams of the amplitude, obtained by extracting the maxima
and the minima of the time series after the transient. For G1 =
2 (upper row) the second-loop microwave amplitude grows
practically linearly with G2 while the first-loop one reaches a
maxima at intermediate values of G2. Therefore when G2 is
increased the second-loop emission becomes stronger than of
the first loop. The system has stable microwave emission up to
G2 ≈ 3 as indicated by the fact that both A and B are single-
valued. Beyond this point the system undergoes an instability
and A and B take several values for maxima and minima.
Microwave emission at frequency Ω0 still takes place, but the
amplitude is no longer constant, rather it is modulated. The
modulation becomes more complex as G2 is increased. For
G1 = 2.5 (middle row), the situation is similar, but there is an
instability at G2 ≈ 1.8 which leads to modulated amplitudes
over a limited range of values for G2. Then another stable
region is found and finally modulated amplitudes develop for
G2 > 3.2. For G1 = 2.5 (bottom row) the stable region is
quite reduced since modulational instabilities appear already
at G2 ≈ 0.6.

Fig. 5 shows the numerical results obtained from Eqs. (15)
and (16) for the stationary microwave amplitudes as function
of G1 and G2 in the region where they are stable. Numerically
we consider that the amplitude is stationary if after the
transient time, it changes in less than 10−4 (allowing for
numerical integration errors). The empty regions correspond to
the values of G1 and G2 for which the microwave amplitude
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Fig. 5. Numerical results for the microwave amplitudes (a) Ast and (b) Bst

considering φ1 = φ2 = 0.5. The initial conditions and the parameters were
set as in Fig. 4. The empty regions correspond to the modulated amplitudes.

Fig. 6. Numerical results for the microwave amplitudes (a) Ast and (b) Bst

as in Fig. 5 but considering G1 = 2.5 and G2 = 2.5

is modulated either periodically or in a more complex from.
Remarkably enough, for the first-loop stable microwave can
have an amplitude as high as 1.2 [i.e, |V1(t)| ≈ 0.76VπRF ]
while that of the second loop can be close to 1.8 [i.e,
|V2(t)| ≈ 1.14VπRF ]. The double loop configuration therefore
constitutes a potential way to generate microwaves with higher
amplitudes than with single loop for which the maximum
stable microwave amplitude is ≈ 0.76VπRF [6]. These results
are in excellent agreement with those predicted in Sec. IV
(see Fig. 2). Note that the region where no microwaves are
generated is represented in white in Fig. 2 and in bright
gray (yellow in color) in Fig. 5. Finally, Fig. 6 displays the
dependence of the microwave amplitude on the offset phases
φ1, φ2 as obtained from the numerical integration of Eqs. (15)
and (16).

In the rest of this article we will consider parameter values
for which stable microwave emission takes place. Modula-
tional instabilities of the microwave amplitude are associated
to the on-set of side-band peaks in the spectra as for example
those shown in Fig. 3 of Ref. [5] for a periodically modulated
amplitude arising in a single-loop OEO. For an efficient
operation one wants to avoid this regime since the spectral
purity will be largely degraded.

VI. NOISE EFFECTS

Fluctuations can be modeled by adding noise sources to the
deterministic model for the microwave dynamics, as performed
in [7]. Two main noise contributions are to be considered.

The first contribution is additive noise, which is the result
of environmental fluctuations. For each loop, it is considered
to be spectrally white, and around the central frequency Ω0

can be written as

ξ̃(t) =
1

2
ξ(t)eiΩ0t +

1

2
ξ∗(t)e−iΩ0t, (25)

where ξ(t) is the complex Gaussian white noise with cor-
relation 〈ξ(t)ξ∗(t′)〉 = 4DA,Bδ(t − t′) corresponding to the

density power spectrum |ξ̃(ω)|2 = 2DA,B , where subindex A
and B stand for the first and second loop respectively.

The second contribution is multiplicative noise, resulting
from overall gain fluctuations. It has, in general, a non
trivial structure since it is composed from very different
noise contributions. It can be assumed as flicker near the
carrier and white above a certain knee-value as it has been
observed in experiments [7]. It can be taken into account by
adding a small perturbation term to the overall loop gain, e.g.
G+δG. Thus considering a dimensionless multiplicative noise
η(t) = δG/G, its empirical power density can be taken as

|η(ω)|2 = 2Dm

[
1 +

ΩH
ω + ΩL

]
, (26)

where ΩL and ΩH are the low and the high corner frequency,
respectively.

Considering the phase matching e−iΩ0T1 = −1 and
e−iΩ0T2 = 1 the stochastic equations for slowly varying
envelope A(t) and B(t) can be written as

Ȧ+ µ1e
iv1A = µ1e

iv1ξ1 −
1

2
µ1e

iv1G1(1 + η1) (27)

×
{

sin 2φ2J1(2B)eiϕ − sin 2φ1J1(2AT1
)eiψT1

+ cos 2φ1 sin 2φ2

2∑
p=−2

K2p − sin 2φ1 cos 2φ2

2∑
p=−2

K1−2p

}
,

Ḃ + µ2e
iv2B = −µ2e

iv2G2(1 + η2) sin 2φ1J1(2AT2
)eiψT2

+ µ2e
iv2ξ2, (28)

where

Kq = Jq(2AT1
)J1−q(2B)ei[qψT1

+(1−q)ϕ] ≡ Rq + iIq. (29)

A. Stochastic phase equation

Since A = Aeiψ and B = Beiϕ, the stochastic phase noise
equations from Eqs. (27) and (28) can be written as

ψ̇ + µ1 sin v1 =
ζψ
A
− µ1G1

2A
[1 + η1(t)]

{
sin 2φ2J1(2B)

× sin(v1 + ϕ− ψ)− sin 2φ1J1(2AT1) sin(v1 + ψT1 − ψ)

+ sin 2φ1 cos 2φ2

2∑
p=−2

I2p − cos 2φ1 sin 2φ2

2∑
p=−2

I1−2p

}
,

(30)

ϕ̇+ µ2 sin v2 =
ζϕ
B
− µ2G2

B
sin 2φ1 [1 + η2(t)]

× J1(2AT2
) sin(v2 + ψT2

− ϕ), (31)

where ζψ = ξ1,Re(t) sin(v1 − ψ) + ξ1,Im(t) cos(v1 − ψ) and
ζϕ = ξ2,Re(t) sin(v2−ϕ) + ξ2,Im(t) cos(v2−ϕ) are indepen-
dent Gaussian white noises with variances 〈ζψ(t)ζ∗ψ(t′)〉 =
2DBδ(t − t′) and 〈ζϕ(t)ζ∗ϕ(t′)〉 = 2DBδ(t − t′). The sub-
indices Re and Im refer to the real and imaginary parts.

In the regime of stable microwave emission considered here
the effects of the noise on the amplitude can be neglected and
the amplitude can be taken as constant Ast. Linearizing Eqs.
(30) and (31) we get
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ψ̇ = µ1

[
α±ψT1

+ (1− α±)ϕ− ψ +
1

2Q1
η1(t) +

ζψ
Ast

]
,

(32)

ϕ̇ = µ2

[
(ψT2

− ϕ) +
1

2Q2
η2(t) +

ζϕ
Bst

]
, (33)

with

α± =
1

H±

{
− sin 2φ1JA1 − 5 sin 2φ1 cos 2φ2JA5 JB4

− cos 2φ1 sin 2φ2(JA1 JB1 + 9JA3 JB3 )/Bst

∓ 4 sin 2φ1 cos 2φ2(JA2 JB2 + 4JA4 JB4 )/Bst
}
, (34)

where Jxn = Jn [2xst]. Here again the signs (+) and (−) refer
to the Case I and Case II, respectively. It is worth noting that
for B = 0 (single OEO loop), α± = 1 and Eq. (32) becomes
the one obtained for single loop OEO.

B. Phase noise spectrum

Since Eqs. (32) and (33) are linear, the phase noise spectrum
in the whole frequency range can be obtained from the squared
modulus of its Fourier transform. Thus considering that all
noise sources are uncorrelated, the Fourier transform Ψ(ω) of
the phase ψ(t) can be written as

|Ψ(ω)|2 =
ω2 + µ2

2

D

(
µ2

1

4Q2
1

|η1(ω)|2 +
2µ2

1

Ast2
DA

)
+
µ2

1(1− α±)2

D

(
µ2

2

4Q2
2

|η2(ω)|2 +
2µ2

2

Bst2
DB

)
, (35)

where D = |
[
iω + µ1

(
1− α±e−iωT1

)]
(iω + µ2)−µ1µ2(1−

α±)e−iω(T1+T2)|2. At this stage, we note that for α± = 1
(single loop OEO) one recovers the phase noise spectrum
formula given by [7]:

|Ψ(ω)|2 =

µ2
1

4Q2
1

|η1(ω)|2 +
2µ2

1

Ast2
DA

|iω + µ1(1− e−iωT )|2
. (36)

Equation (35) shows that the phase noise spectrum depends
on the delay time, on the quality factor and also on the
bandwidth. In the following, we investigate the performance of
the system to phase noise when comparing with a single loop
optoelectronic microwave oscillator. A way to do that consists
in comparing the phase noise spectrum of the two systems.

VII. COMPARISON PHASE NOISE SPECTRA BETWEEN
OEOS WITH SINGLE AND DOUBLE LOOP

In addition to the parameters used in the previous sec-
tions, we also consider the parameters related to noise as
DmA = DmB = 5.0 × 10−11 rad2/Hz, DA = DB =
9.0 × 10−16 rad2/Hz. For comparison, Fig. 7 (a) displays
the phase noise spectrum for a single loop OEO, as given
by Eq. (36) and for a double loop [Eq. (35)]. For the single
loop we take G = 2 so that Ast = 0.41 [|V | = 0.26VπRF ]
and consider two delays T = 20 µs (4 km of fiber length)
(dotted line) and T = 200 µs (40 km of fiber length) (dashed
line). For the double loop (solid line) we take G1 = 2.0,

Fig. 7. Comparison of the theoretical phase noise spectrum of a single-
loop OEO with G = 2 and (dotted line) T = 20 µs and (dashed line)
T = 200 µs with that of a double loop (solid line), both above threshold
over a 500 MHz spectral range analysis. The parameters for the double loop
are φ1 = φ2 = 0.5, T1 = 20 µs, T2 = 10T1, G1 = 2.0 and (a) G2 = 0.5
and (b) G2 = 2.5.

Fig. 8. Comparison of the theoretical phase noise spectrum of a single
loop OEO with G = 2 and T = 20 µs (dotted line) with that of a double
loop (solid line), both above threshold in a 500 MHz. The parameters for the
double loop are φ1 = φ2 = 0.5, G1 = 2.0 and (a) T1 = 2 µs, T2 = 10T1
and G2 = 0.7, (b) T1 = 1 µs, T2 = 30T1 and G2 = 0.2.

G2 = 0.5, T1 = 20 µs, T2 = 10T1, φ1 = φ2 = 0.5
so that Ast = 0.93 and Bst = 0.24 [|V1| = 0.59VπRF
and |V2| = 0.15VπRF ]. It turns out that the phase noise is
reduced about 14 dB for frequencies below 1/T2. As the
quality factor is proportional to the fiber length, the effect of
the multiplicative noise is reduced [see Eq. (35)]. This leads
to the phase noise performance observed in the region below
1/T2 where the phase noise is dominated by multiplicative
noise.

Interestingly enough the spurious peaks which would have
appeared between 1/T2 and 1/T1 are damped due to inter-
ferences between the two combined signals in MZM2. Note
that a small spurious peak still appears at 1/T1 meaning that a
residual constructive interference still exists at this frequency.
Besides, the effect of the additive noise, which depends on
1/Ast

2, is reduced in the double loop for which Ast is larger.
For frequencies above 1/T1, strong spurious peaks appear as
in the single loop case. If the same delay line (T = 200 µs)
were used in single loop, the performance of the system would
have been compromised due to appearance of the spurious
peaks between 1/T2 and 1/T1 [Fig. 7 (dashed line)].

When increasing G2 = 2.5, which leads to microwave
amplitudes Ast = 0.86 and Bst = 1.22 [|V1| = 0.55VπRF
and |V2| = 0.78VπRF ], the phase noise is further reduced to
about 18 dB below 1/T2 [Fig. 7 (b)] getting closer to that
obtained for a single loop OEO with T = 200 µs. We have
found that as G2 increases, the spurious peak amplitudes in
the damping frequency region increase as well.

In second place, we reduce both delays in the double loop
OEO by a factor 10, so that T1 = 2 µs and T2 = 10T1 keeping
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Fig. 9. Comparison of phase noise spectrum obtained from numerical
simulation of stochastic amplitude equations for a single-loop OEO (dashed
line) with G = 2 and T = 20 µs with that of a double loop (solid line),
both above threshold in a 500 MHz. The parameters for the double loop are
φ1 = φ2 = 0.5, G1 = 2 and (a) T1 = 20 µs, T2 = 10T1 and G2 = 0.5,
(b) T1 = 20 µs, T2 = 10T1 and G2 = 2.5, (c) T1 = 2 µs, T2 = 10T1
and G2 = 0.7, (d) T1 = 1 µs, T2 = 30T1 and G2 = 0.2. The spectrum is
obtained by computing a time series of 0.08 s sampled into 10 equal parts.

G1 = 2.0 and φ1 = φ2 = 0.5 and considering G2 = 0.7
(which leads to Ast = 0.97,|V1| = 0.62VπRF and Bst = 0.34,
|V2| = 0.22VπRF ), and we compare the results with those
obtained for the single loop OEO with delay T1 = 20 µs and
gain G = 2 [Fig. 8(a)]. As in the previous case, the spurious
peaks between 1/T2 and 1/T1 are suppressed. The first strong
spurious peak appears around 1/T2 =500 kHz. Therefore,
the phase noise performance of the system is significantly
improved since the same phase noise performance is obtained
for single OEO loop but at 50 kHz. Better results can be
achieved tuning the values of T1, T2 and G2. For example
Fig. 8(b) shows the results for T1 = 1 µs, T2 = 30T1 and
G2 = 0.2 corresponding to Ast = 0.82 and Bst = 0.1
[|V1| = 0.52VπRF and |V2| = 0.06VπRF ], again compared
with the same single loop OEO. In that case, the phase
noise floor is around −150 dBrad2/Hz at 1 MHz and around
−50 dBrad2/Hz at 10 Hz.

While Figs. 7 and 8 plot only the phase noise for the first
loop, we have found that the results for the phase noise in the
second loop are very similar. In the region dominated by the
multiplicative noise (frequencies below 1/T2) they coincide. In
the region dominated by the additive noise (frequencies above
1/T1) for parameters such that Ast > Bst (as we have mainly
considered) the phase noise for the second loop is slightly
larger than Ψ(ω).

In order to confirm these results, Eqs. (15) and (16) are
directly simulated using the second order Runge-Kutta method
for stochastic equations. These equations include noise both
in phase and amplitude. For the sake of simplicity, the
multiplicative noises are considered in simulations as Gaus-
sian white instead of flicker ones, e.g. with spectral density
|η1,2(ω)|2 = 2DmA,B . Figure 9 displays the numerical phase
noise spectrum results for the same cases as in Figs. 7 and
8 in comparison to a single loop OEO with T1 = 20 µs and
G = 2. In Fig. 9 (a) and (b), the phase noise is considerably

Fig. 10. Comparison of the phase noise spectrum obtained from Eq. (37)
for f0 = 1.25 MHz and after shifting of −120 dBrad2/Hz (black) with that
obtained from Eq. (35) (gray, color) considering the multiplicative noise in
Eq. (35) as (a) flicker, (b) white. The parameters are T1 = 12 µs, T2 = 42 µs,
G1 = G2 = 2.2, φ1 = φ2 = 0.5.

reduced in the OEO system with double loop as already found
analytically. For example one can see that the spurious peaks
between 1/T2 and 1/T1 are damped while the strong spurious
peaks above 1/T1 emerge at the exact positions predicted from
the analytical results [see Fig. 7 (a) and (b)]. Although the
multiplicative noises considered in the simulations are white, it
can be seen that, qualitatively speaking, the same conclusions
as those predicted from analytics arise for all the cases. This
therefore evidences that the improvements found in the double
loop configuration do not depend on the nature of the noise.

On the other hand, the results in Fig. 9 (c) and (d) also
evidence the possibility of extending the region of low phase
noise up to 1 MHz through the use of OEO system with double
loop. As a final remark, note that the difference in the low
frequency regime between the analytical and numerical results
for the phase noise spectrum is due to the fact that we have
considered a multiplicative noise with different spectra (flicker
in the first case and white in the second).

We finally compare the phase noise performance of our
nonlinear double loop OEO with that of the additive double
loop considered by Eliyahu et al. [See Eq. (3) of [17]]:

|Ψ(ω)|2 = ω−1/2

∣∣∣∣1 + ω0

(
eiωT1 + eiωT2

2(ω0 − iω)

)∣∣∣∣−2

, (37)

where ω0 = 2πf0, f0 being the filter’s half width at half-
maximum transmission spectra. This is a phenomenological
expression with no provision for different gain in both loops
and which turns out to be independent of the microwave ampli-
tude and offset phases. Figure 10 shows an example of phase
noise spectra as reported in [17] (black) and that obtained from
Eq. (35) (gray, color) with identical gain and offset phases
for the two loops and considering the multiplicative noise
as flicker (a) and white (b). As it can be seen, both spectra
are similar when considering flicker noise spectrum, while for
white multiplicative noise the results of the nonlinear system
considered here are better.

VIII. FINAL REMARKS

We have introduced a double-loop configuration in which
the output of one of the loops is used to modulate the other.
While in previous double-loop OEOs both loops play a similar
role and the coupling is linear, in our system the loops play a
very different role and the coupling is nonlinear. We have de-
rived an amplitude equation that allows to study the dynamics
of the system and to determine the parameter regions where
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stable pure microwaves can be generated. Adding suitable
noise sources to the amplitude equations allows to calculate
the phase noise spectra. A similar treatment can be applied
to other configurations for double-loop OEOs in order to
better understand the dependence of the performance on the
system parameters. As for the system considered here, besides
reducing the phase noise spurious peaks as dual-loop OEOs
considered before, it allows for stable microwave emission
with larger amplitude than a single loop system.
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of Yaoundé I, Cameroon, the Ph.D. degree in
laser physics in 2006 from the Institute for Cross-
Disciplinary Physics and Complex Systems (for-
merly Mediterranean Institute for Advanced Stud-
ies), Palma de Mallorca, Spain, and the Habilitation
degree in 2011 at the University of Franche-Comté,
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