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Extensive molecular dynamics simulations were conducted using the TIP4P/2005 water model of
Abascal and Vega [J. Chem. Phys. 123, 234505 (2005)] to investigate its condensation from super-
saturated vapor to liquid at 330 K. The mean first passage time method [J. Wedekind, R. Strey, and
D. Reguera, J. Chem. Phys. 126, 134103 (2007); L. S. Bartell and D. T. Wu, 125, 194503 (2006)]
was used to analyze the influence of finite size effects, thermostats, and charged species on the nu-
cleation dynamics. We find that the Nosé–Hoover thermostat and the one proposed by Bussi et al.
[J. Chem. Phys. 126, 014101 (2007)] give essentially the same averages. We identify the maximum
thermostat coupling time to guarantee proper thermostating for these simulations. The presence of
charged species has a dramatic impact on the dynamics, inducing a marked change towards a pure
growth regime, which highlights the importance of ions in the formation of liquid droplets in the
atmosphere. It was found a small but noticeable sign preference at intermediate cluster sizes (be-
tween 5 and 30 water molecules) corresponding mostly to the formation of the second solvation
shell around the ion. The TIP4P/2005 water model predicts that anions induce faster formation of
water clusters than cations of the same magnitude of charge. © 2011 American Institute of Physics.
[doi:10.1063/1.3672063]

I. INTRODUCTION

Nucleation is a fundamental process in nature that is re-
sponsible for many important life phenomena. Familiar man-
ifestations of nucleation include the formation of clouds, liq-
uid droplets from saturated vapor, fog, and crystals. It is also
very important in the chemical industry as it plays a critical
role in the preparation of metallic powder-based catalysts and
thin layers, among other applications. Physically, nucleation
is a rare event that emerges from the sudden local fluctua-
tions in particle density in an otherwise homogeneous phase.
Nucleation, which is the first step in many phase transitions,
must be distinguished from the so-called spinodal decompo-
sition. The latter is typically characterized by a fast, barrier-
less growth process in which any fluctuation, however small,
will drive the phase segregation in the system. Water conden-
sation is arguably one of the most important nucleation pro-
cesses due to its biological and environmental implications,
such as cloud formation. Creating rain on demand and in gen-
eral controlling the weather locally is a long standing dream
that have captivated human thinking since ancient times. In-
ducing cloud formation on arid regions of the earth has hith-
erto mainly focused on cloud seeding with silver iodide or dry
ice. Very recently, however, it was demonstrated1, 2 an experi-
mental technique that could artificially trigger rain on demand
with enormous potential environmental and economic bene-
fits. That study1 reported water condensation in sub-saturated
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air conditions using high energy femtosecond infrared laser
pulses. The researches conducted the experiment under con-
trolled conditions (laboratory chamber) and reproduced it in
free atmosphere above Berlin.2 This finding is remarkable
due to the activated nature of the nucleation processes and
the simplicity of inducing rain locally using a portable laser
device.1 This experiment paves the way for artificially trigger-
ing rain on demand with potentially enormous benefits. The
mechanism of this phenomenon was hypothesized to involve
electrostatics via the formation of ions, which then would act
as nucleation seeds. More recently, the same group put for-
ward a mechanism whereby hygroscopic HNO3 would sta-
bilize the formation of water droplets,3 however, the signifi-
cance of other factors is yet to be elucidated.

Although the thermodynamics is well understood, the nu-
cleation dynamics of polar liquids remains to some extend an
unexplored field in molecular physics. The aim of our study is
to unveil the mechanism for water condensation observed in
the aforementioned experiment1 and, more generally, to gain
atomistic insight of water nucleation via molecular dynamics.
Apart from the obvious environmental implications of water
nucleation, there are other reasons that motivate our study: (1)
Many computational studies have been devoted to study the
vapor–liquid transition of simple systems such as Lennard–
Jones argon4–11 fluids but fewer to water condensation.12–14

(2) Few theoretical and computational studies have been re-
ported on the effect of ions on water condensation.15–19 (3)
Vapor–liquid equilibrium is known to be very sensitive to
the interaction potential and the many-body nature of the in-
teraction. Recently, it was reported20 the impact of various
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intermolecular potentials on the vapor–liquid equilibrium of
argon. Thus, it would be interesting to address the effect of
polarization for the case of water condensation. (4) Finally,
most of the existing literature on this topic uses force fields. It
would be interesting to address the importance of many body
effects using ab initio or First Principles methods.

The goal of this paper is to gain atomistic insight of the
nucleation process of water via molecular dynamics (MD).
Clearly, addressing all the above points in a single study is an
impossible task and in this first paper we address mostly point
(1). To this end, we conducted extensive MD simulations of
the nucleation process of water in presence and absence of
ions. We have also explored how simulation parameters (finite
size effects and thermostat coupling) affect the dynamics. The
nucleation phenomenon may take place on the millisecond-
second time scale, which is far too long for ordinary MD
calculations (without enhanced sampling techniques). Com-
putational simulations of nucleation are therefore performed
under high supersaturated conditions owing to the extremely
low density of vapor and the activated nature of the nucleation
process.

This paper is organized as follows: In Sec. II, we review
the main results of classical nucleation theory for homoge-
neous systems (II A). Then, in Subsection II B, we recall the
Thomson model, which describes the heterogeneous nucle-
ation in the presence of charged species. The mean first pas-
sage method used in the analysis of the nucleation dynamics
is reviewed in Subsection II C. To finish with this section,
the TIP4P/2005 water model used here is described (II D). In
Sec. III, the computational details are given. Then, Sec. IV
presents and discusses the main results. The finite size effects
including a discussion of the modified liquid drop model are
presented in Subsection IV A. Thermostats influence (IV B),
and the impact of charged species on the nucleation dynam-
ics (IV C) are also presented. Finally, Sec. V summarizes the
main conclusions and future work.

II. THEORY

A. Review of classical nucleation theory

In this section, we review the main results of homoge-
neous classical nucleation theory (CNT).21–24 The first step in
nucleation is the formation a microscopic cluster, which is as-
sumed to have the same properties as a macroscopic droplet.
The free energy difference for the formation of a spherical
cluster of radius R in unstable equilibrium with a surrounding
vapor phase is

�G (R) =
(

4

3
πR3

)
�g + γlv(4πR2), (1)

where γ lv is the surface tension (assumed independent of the
curvature of the drop) of the liquid–vapor interface and �g
is the free energy density change, which provides the driv-
ing force for the process. If the vapor behaves ideally, we can
write the difference in free energy density as

�g = − (ρl − ρv) (μss − μs)

≈ −ρlkBT ln
ρss

ρs

= −ρlkBT ln S, (2)

where the supersaturation ratio in the nucleating vapor S
≈ ρss/ρs was introduced. In Eq. (2), μs and μss are the chemi-
cal potentials at vapor–liquid coexistence and supersaturation,
respectively. Also, the density of the vapor ρv was neglected
with respect to the liquid density ρ l because the former is typ-
ically three orders of magnitude smaller than the latter.

The critical radius R* is found from the extremum con-
dition of the Gibbs free energy, d�G(R)

dR
= 0, leading to the

so-called Kelvin radius,

R∗ = 2γlv

|�g| ≈ 2γlvvl

kBT ln S
, (3)

where vl is the molecular volume calculated from the bulk
liquid density. The number of molecules in the critical embryo
is

n∗ = 32π

3

v2
l γ

3
lv

(kBT ln S)3 . (4)

Large excursions beyond this critical size are needed to result
in a continuous cluster growth to macroscopic sizes. We note
that slightly bigger post-critical clusters can still disaggregate
and go back to the vapor phase. We mention in passing that
the number of molecules n* in the critical cluster can be es-
timated experimentally from the slope of the log-log scale of
J-S isothermal plots25 (J is the nucleation rate),(

∂ ln J

∂ ln S

)
T

= 1 + n∗. (5)

This relation is often called the “the first fundamental nucle-
ation theorem”.25–27

The activation free energy to form the critical embryo is
obtained from Eq. (1) evaluated at R = R*,

�G∗ ≈ 16π

3

v2
l γ

3
lv

(kBT ln S)2 . (6)

Equation (6) erroneously predicts a nonzero work for the
monomer and was later corrected by Girshick and Chiu.28

In experiments, the property that is typically measured is
the nucleation rate J or the number of macroscopic clusters
appearing per unit of volume and time at constant supersatu-
ration. The classical nucleation rate follows the usual Arrhe-
nius expression, J = K exp (−�G∗

kBT
), where �G* is given by

Eq. (6). The kinetic prefactor K was first calculated by Becker
and Döring23 to be K = Zrfρv, where the quantity

Z =
√

− 1

2πkBT

(
∂2�G (n)

∂n2

)
n=n∗

, (7)

is the Zeldovich factor and

rf =
√

2γlv

πm
ρg, (8)

is the classical forward rate at the critical embryo derived
from kinetic theory (m is the molecular mass). Evaluating ex-
plicitly the kinetic prefactor using Eq. (1) leads to the classical
nucleation rate (Pss is the supersaturated pressure),

J =
√

2γlv

πm

(
Pss

kBT

)2

vl exp

(
−�G∗

kBT

)
. (9)
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B. Nucleation in presence of charged species:
the Thomson model

A model for the reduction in the free energy barrier for
ion-induced nucleation was first proposed by Thomson29 who
used the reversible work to solvate an ion as given by the Born
solvation model,30

WE = ε0

2

∫
ε (r) E (r)2 dr= q2e2

8πε0

(
1

εv

− 1

εl

) (
1

R
− 1

Rion

)
,

(10)

where E is the electric field strength, e is the elementary
charge, q is the charge of the ion in units of the elementary
charge, ε0 is the the permittivity of the vacuum, εv and εl are
the static relative dielectric constant of the vapor and condens-
ing liquid, respectively. Finally, Rion is the van der Waals ra-
dius of the ion core, assumed to be at the center of a spherical
cluster. For the case of condensing water, the parameter Rion

can be also taken from the onset of the ion–oxygen radial dis-
tribution function.

The combination of the Born reversible work, Eq. (10),
with CNT, Eq. (1), defines the Thomson model for hetero-
geneous nucleation in presence of charged species. Thus, the
free energy of formation of a spherical cluster about an ion at
its center is

�G (R) = −
(

4πkBT

3vl

ln S

)
R3 + (4πγlv) R2

+ (qe)2

8πε0

(
1

εv

− 1

εl

) (
1

R
− 1

Rion

)
. (11)

The equilibrium radius R* of the droplet formed by liquid
condensed around the ion is given by the Thomson equation,(

d�G (R)

dR

)
R=R∗

= 0 = −4πkBT ln S

vl

R∗2 + 8πγlvR
∗

− (qe)2

8πε0R∗2

(
1

εv

− 1

εl

)
. (12)

If we now define the Kelvin radius, RK = (2γ lvvl)/(kBT ln S),
which was already introduced by Eq. (3), and the Rayleigh ra-
dius, R3

R = (qe)2 (1/εv − 1/εl) /
(
64π2ε0γlv

)
, we can rewrite

the last equation concisely as16–18, 31

R∗

RK

= 1 −
(

RR

R∗

)3

. (13)

Thomson found that RR is the radius that minimizes the sum
of the second and third terms in Eq. (11). Since heteroge-
neous nucleation is faster than homogeneous nucleation, the
radii obey not surprisingly the relation RR < RK. Thomson
estimated that the parameter RR was of the order of few
angstroms for a monovalent ion in water vapor at ambient
conditions, which is inconsistent with the macroscopic quan-
tities involved in its calculation. If we now define the dimen-
sionless radius x = R*/RR in Eq. (13), we have the following
nonlinear equation:

α = 1

x
− 1

x4
, (14)

which defines the location of equilibrium reduced radius, x
= R*/RR, for the charged drop-vapor system as a function of
the rescaled supersaturation,

α = RR

RK

= RRkBT

2γlvvl

ln S. (15)

Although the general solution to Eq. (14) is involved, we can
easily determine the maximum value of parameter α by tak-
ing derivatives with respect to the dimensionless variable x
on both sides of this expression to get α* = 3/44/3 ≈ 0.472,
which occurs at x* = 41/3 ≈ 1.587. The critical size x* di-
vides the equilibrium α − x plot in two regions: for x > x*,
we have an unstable branch where an increase in the super-
saturation S (i.e., α is increased) leads to an indefinite growth
of the cluster size until vapor is depleted. For x < x*, how-
ever, we have a stable branch characterized by an increase of
the embryo size with the supersaturation to new stable values
given by Eq. (14).16

We remark that the Thomson model employs macro-
scopic quantities and complete agreement with atomistic sim-
ulations cannot be expected. This is due to the fact that the
latter resolves microscopic details regarding molecular con-
figurations neglected by the former. Finally, we mention that
the Thomson model was extended32 for the case of polar liq-
uids condensing around ions to include the dipole-charge in-
teraction explicitly.

C. The mean first passage time method

In this section, we review the mean first passage time
(MFPT) method for rare events proposed in Refs. 9, 33,
and 34 For activated processes, such as nucleation events
at sufficiently low supersaturations, the average time of first
appearance of a cluster of n particles or MFPT is given
approximately by

τ (n) = τJ

2
{1 + erf[c(n − n∗)]}, (16)

where n* is the critical number of particles in the embryo
(corresponding to the maximum in free energy), and the
quantity

c =
√

− 1

2kBT

(
∂2�G (n)

∂n2

)
n=n∗

, (17)

is proportional to the local curvature at the transition state,
which is in turn connected to the Zeldovich factor Z = c/

√
π

introduced in Eq. (7). The parameter τ J = 1/(JV) is inversely
related to the nucleation rate J (V is the volume) and erf() is
the error function.

The derivation of Eq. (16) starts from the Fokker–Planck
equation and proceeds through a series of approximations
including a steepest descent evaluation, which is strictly
valid only for high barriers along the reaction coordinate.33

Eq. (16) can be also derived using the Becker–Döring theory23

as shown in Ref. 34. The MFPT method was success-
fully applied to investigate the homogeneous condensation
of Lennard–Jones argon systems,6, 7, 33, 35 the nucleation and
growth of zinc clusters from supersaturated vapor,36 the
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formation of FeCl2/NaCl nanoparticles in supercritical
water,37 the melting process in copper,38 among others.

The MFPT method is very easy to implement in MD sim-
ulations of nucleation processes: from a given MD trajectory
t, one simply records the time τ t(n) at which a cluster of size
n makes the first appearance in the system. Then, the MFPT
is simply obtained from the average over many trajectories
(the number of them, T , is usually over tens or hundreds),
τ (n) = (1/T )

∑T
t=1 τt (n), each starting from a different ini-

tial condition. The resulting curve has sigmoidal character
and can be fitted to Eq. (16). The MFPT method considers
only the time of first appearance regardless the number of
clusters in the system and whether the successive MFPT are
reached or not by the same cluster. Thus, the MFPT analysis
is less sensitive to finite size effects than other approaches,
such as the Yasuoka–Matsumoto method,12 where a large box
is needed to allow the coexistence of a distribution of clus-
ters of varying sizes. To apply the MFPT method, it suffices
a box large enough to contain several times the critical num-
ber of molecules n*. Another advantage is that the analysis
is very simple: the fitting of the τ (n) data to Eq. (16) yields
directly all relevant quantities (τ J, n*, c) of the process. In
particular, the parameter τ J is obtained from the flat plateau
region of the plot of τ (n) versus n. At large values of n, the
MFPT curve levels out owing to the mathematical property
of the error function erf(x) → 1 as its argument x increases.
The critical cluster size n* may be obtained from the inflexion
point (zero second derivative) of the ascending part of the sig-
moidal curve. At this point, the critical cluster can either evap-
orate on one side or continue growing on the other side of the
free energy profile. Furthermore, the free energy profile of any
activated process (including nucleation) can be reconstructed
using the MFPT values and the time-independent probability
distribution function as proposed in Ref. 39. Such free en-
ergy reconstruction method was later applied to the Lennard–
Jones system to investigate its condensation from the vapor
phase8 and to characterize its crystallization from the liquid
state.35

The limitation of the MFPT approach (especially for
large systems) is that a large number of trajectories is needed
for proper statistics owing to the activated nature of the pro-
cess under study. Usually, the most difficult part to converge is
the plateau region where large variance is often encountered.
It is emphasized that the MFPT method is strictly valid for
rare events, such a nucleation or crystallization, and only in
these cases a good fit to Eq. (16) can be obtained. Deviations
of the plateau behavior at larger times indicate that an addi-
tional growth phase occurs and is typical of processes with
low activation barriers. Nonetheless, even in such low barrier
cases, the quantity τ J (and from it the nucleation rate) can be
estimated from twice the MFPT value at the inflection point
of the MFPT curve, that is, τ J ≈ 2 × τ (n = n*).33 In prac-
tice, the fitting procedure is as follows: first, the entire MFPT
curve is fitted to estimate n*. Then, this is followed by an-
other fit of τ (n) up to 2 × n*. If the parameters (τ J, n*, c) do
not change, then the fitting is converged, otherwise the previ-
ous step is repeated until self-consistency. In our fittings, we
found that 3–4 iterations are normally sufficient to achieve
convergence.

TABLE I. The TIP4P/2005 force field parameters.40

dOH (Å) dOM (Å) H–O–H (0) σOO (Å) εOO (kJ mol−1) qH(e) qM (e)

0.9572 0.1546 104.52 3.1589 0.77490 0.5564 −2qH

D. The TIP4P/2005 water model

The TIP4P/2005 water model of Abascal and Vega40 is a
re-parametrization of the popular TIP4P rigid water model.41

TIP4P/2005 was applied to predict the phase diagram42–45

and other physico-chemical properties of water with great
success.46–49 The TIP4P/2005 is a rigid water model with OH
bond lengths of 0.9572 Å and a bond angle HOH of 104.52◦.
The intermolecular potential interaction consists of the usual
Lennard–Jones and Coulomb terms,

Uinter =
∑
n,l<n

4εOO

[(
σOO

rnl

)12

−
(

σOO

rnl

)6
]

+ 1

4πε0

∑
i,j<i

qiqj

rij

. (18)

The Lennard–Jones intermolecular interaction is only be-
tween oxygen atoms pairs. The partial charges are placed on
the hydrogen atoms and on an additional site called “M”,
which is located midway along the HOH angle bisector,
0.1546 Å away from the oxygen atom. The partial charge on
the oxygens is zero. In Eq. (18), rnl and rij denote the dis-
tances between oxygen atoms and charged sites of two water
molecules, respectively. The TIP4P/2005 force field parame-
ters are listed in Table I. The physico-chemical properties of
TIP4P/2005 water are collected in the Appendix A.

Three ingredients, taken from different water models,
were used as a guiding principles in the design of the
TIP4P/2005 force field:50 (1) Nearly the same charge distribu-
tion as the TIP4P model41 was adopted owing to its adequate
prediction of the phase diagram of water. (2) The SPC/E po-
larization energy term due to Berendsen et al.51 to correct the
vaporization enthalpy of the SPC model52 was used. Namely,
the correction term is Epol/N = (d − dg)2/(2α), where α is the
polarizability of the water molecule, dg is its dipole moment
in the gas phase, and d is the dipole moment of the model.
(3) Following the TIP5P model,53 the maximum in the den-
sity of experimental water at room pressure was chosen as a
target property in the parametrization. In addition, the density
of several ice polymorphs and the melting point of ice Ih was
included in the the fitting.

Overall, TIP4P/2005 represents one of the best rigid non-
polarizable water models. It predicts a correct phase diagram,
which is very important in the simulation of nucleation pro-
cesses as various phases are involved in the phase transi-
tion. Furthermore, recently54 SPC/E and TIP3P models were
shown to give wrong structures for water clusters in gas phase,
while the TIP4P related models seem to give qualitatively cor-
rect geometries. This issue is important as it may lead to the
wrong initial embryo and alter the subsequent dynamics of
the nucleation process. For all these reasons, we adopted the
TIP4P/2005 water model in all our MD simulations.
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However, at present there is no perfect water model, and
therefore TIP4P/2005 has also its limitations: (1) The agree-
ment with the experimental heat capacity of water is poor due
to the partial neglect of nuclear quantum effects. Nonethe-
less, this limitation has been partially alleviated in a new re-
parametrization of the model called TIP4PQ/2005,55 to be
used in path integral calculations.56 (2) As in many water
models, the TIP4P/2005’s electric dipole moment (2.3054 D)
is designed to mimic the one in bulk water rather than the
one in isolated gas phase water molecule (1.85 D). As a re-
sult, the TIP4P/2005 fails to describe some vapor properties,
including second virial coefficient, critical pressure, and va-
por pressure. We should mention that there exists another re-
parametrization of the popular TIP4P model called TIP4P-
Ew57 suited for its use with Ewald techniques and was shown
to have slightly better vapor properties than the TIP4P/2005
model.45, 58

III. COMPUTATIONAL DETAILS

All MD calculations were carried out using the
GROMACS (version 4.5.3) package59 compiled in double pre-
cision. The TIP4P/2005 water molecules were placed in a cu-
bic box and periodic boundary conditions were used in all
directions.60 Supersaturated water conditions were used (as is
usual in practically all MD simulations of nucleation) due to
the extremely low density of saturated water vapor and the
activated nature of the critical embryo formation. Although
any quantitative comparison of simulation with experimen-
tal results impossible, nonetheless, valuable conclusions can
still be drawn from the simulations. After some initial tests,
we found that a particle density of 2.7 × 10−5 Å−3 at 330 K
has the appropriate combination of parameters for the MFPT
analysis. Since the MFPT procedure requires a large number
of trajectories, the physical conditions were chosen so that
the plateau region in MFPT curve could be observed in a rea-
sonable simulation time scale. We remark that lower super-
saturations would require not only longer simulation times,
which would affect negatively energy conservation, but also
larger computational cells to minimize finite size effects. Of
course, we note that there are many possible combinations
of physical conditions that yield the same MFPTs and there
is no real preference in our choice. At our physical condi-
tions, the parameters predicted by CNT for experimental wa-
ter are S = 7.146, �G*/kBT = 12.6012, n* = 12.82, whereas
the corresponding values for the TIP4P/2005 model are S
= 25.735, �G*/kBT = 4.238, and n* = 2.61. The physico-
chemical properties of TIP4P/2005 and experimental water
needed for CNT and Thomson models are listed in the Ap-
pendices A and B, respectively. A minimum of 216 water
molecules in a cubic box of 200 Å3 is appropriate starting
size for MD simulations. According to CNT applied to exper-
imental water, the size of the critical embryo is about 16 times
smaller than the number of molecules in the box.

A cutoff of 99 Å was used for all non-bonded interactions
(van der Waals and electrostatics) and systems investigated,
except for the smallest one (N = 108, side L = 158.7401 Å)
where a cutoff of 79.3 Å was used to be consistent with the
minimum image convention. Such a large cutoff was carefully

chosen to reproduce the same energies, pressure, and forces
as a fully converged Ewald calculation. This choice of cutoff
was tested on several configurations (vapor and condensed
phases). We also checked that the obtained MFPT plots are
very similar in either case (Ewald versus cutoffs). The use of
cutoffs (instead of Ewald/PME techniques) allows us to carry
out nanosecond-long simulations in few hours on a single pro-
cessor. In contrast, the use of Ewald/PME techniques on the
same system increases the computational effort by two orders
of magnitude (more than a week on a single processor). We
also verified that the 99 Å cutoff was also converged when
simulating systems of larger size and in the presence of ions.
We remark that energy conservation issues arise at long sim-
ulation times if the cutoffs used in the parametrization of the
water models are employed in our simulations. The interac-
tion energy and forces were calculated at each time step. The
translation of the center of mass was removed every time step.

The OH bonds and HOH angles were constrained using
the SETTLE algorithm61 to allow for larger MD time steps.
The neglect of intramolecular modes has hardly any impact
on the nucleation process, which takes place on a much longer
time scale. Interestingly, however, the experimental study of
Ref. 62 reported that the nucleation rates of D2O is 2500 times
larger than those of H2O at the same vapor pressure and tem-
perature. However, the same study showed that the D2O rates
superimpose within experimental error with those of H2O
when compared at the same supersaturation S and tempera-
ture T. It is remarked that the TIP4P/2005 was parametrized
by fitting classical simulation data directly to experimental
data. Therefore, this empirical force field implicitly includes
(although partially) some quantum effects.

First, a 20 ns long equilibration of the vapor phase was
carried out in the canonical (NVT) ensemble at 1000 K. We
checked stability of the average total energy and other ther-
modynamic properties by performing a short MD simulation
in the microcanonical (NVE) ensemble. The average pressure
was stable at 3.657 atm (3.7056 bar) and very close to its
ideal value of 3.679 atm (3.7277 bar). These conditions are
well below the calculated critical point for the TIP4P/2005
model (Tc = 640 K, Pc = 146 bar)45 and for the experi-
mental critical point (647.096 K and 221.2 bar). Equilibra-
tion conditions away from the critical point are necessary to
avoid excessive formation of small clusters in the vapor phase.
These clusters might act as nucleation centers for the forma-
tion of liquid droplets. At 1000 K, TIP4P/2005 water vapor
is mostly found in monomers with some occasional dimers.
We output hundreds of vapor configurations spaced evenly ev-
ery 100 ps. This time interval is sufficiently long to avoid any
structural correlation between adjacent configurations and en-
sure a good sampling of the initial conditions. Since the tra-
jectories are assumed totally independent, the error bars were
computed using the standard deviation formula.

These equilibrated vapor configurations were subse-
quently used as initial conditions for nonequilibrium MD
simulations. Velocities were re-sampled from the Maxwell–
Boltzmann distribution at a temperature of 330 K. Canonical
ensemble (NVT) conditions were maintained using the ther-
mostat proposed by Bussi et al.,63 unless otherwise stated.
The typical length of the nonequilibrium MD simulations
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was 3 ns and snapshots of the system were output every
0.5 ps for the MFPT analysis. Longer simulation times (up to
6 ns) were needed to investigate the dynamics in the weakly-
thermostatted regime (see later, Subsection IV B). As nucle-
ation proceeds, large density fluctuations are expected, which
may affect adversely the energy conservation. A small time
step of 0.5 fs was chosen in all MD simulations to ensure
stable integration of the equations of motion. The typical en-
ergy drift after 3 ns of MD simulation was small and about 8
kJ/mol per 2000 degrees of freedom.

A cluster analysis code was written to post-process the
MD trajectories. Different cluster definitions are available and
two of the most commonly used5, 64 were discussed in Ref. 11
for the simple case of Lennard–Jones argon systems. The
choice of cluster criterion is irrelevant as far as attractive pair
potentials are concerned. The popular Stillinger criterion64

was mostly used in our analysis to determine whether a pair
of particles is connected or not. In this definition, two water
molecules form a cluster if the distance between the oxygen
sites of each molecule is less than rS = 3.36 Å. This threshold
distance (or Stillinger radius, rS) corresponds approximately
to the first minimum in the oxygen–oxygen radial distribution
function of the TIP4P/2005 water model (see Appendix A).40

In Appendix C, we compare the Stillinger versus the ten
Wolde and Frenkel cluster definitions for the TIP4P/2005 wa-
ter model. In addition, we show the effect of other value for
rS on the MFPT curves.

IV. RESULTS AND DISCUSSION

A. Finite-size effects

In this section, we analyze the finite-size effects in the
water nucleation following the discussion of the modified
liquid drop (MLD) model in Ref. 9. Studying bulk systems
undergoing a phase transition remains a challenging task in
chemical physics due to long-ranged nature of the correlations
in the system. The resolution of geometrical quantities is typ-
ically limited to the cell size used in the simulations. The low
frequency Fourier modes are suppressed and one has to make
sure that the property of interest does not depend critically
on these components by performing simulations at increasing
values of the computational cell dimensions.

The CNT expression given by Eq. (1) is strictly valid
for open systems, where the supply of vapor molecules is as-
sumed unlimited and the condensation of molecules does not
lead to a significant decrease in the supersaturation. If we ex-
press Eq. (1) in terms of the number of particles n in the clus-
ter, we have

�G (n) = −nkBT ln
Pss

Ps

+ (
36πv2

l

)1/3
γlvn

2/3

+n (kBT − Psvl) , (19)

where the quantity Pss = NkBT/V is the supersaturated pres-
sure of the gas (V is the volume of the computational cell) and
Ps is the equilibrium vapor pressure over a flat surface. The
additional third factor in Eq. (19) is the P − V work required
to form a cluster against the vapor and usually is a negligible
quantity.

In closed systems, however, the supersaturation S is a
function of the cluster size n because as the cluster growths,
the vapor phase is depleted from water molecules. This is the
typical situation of MD calculations in the NVT ensemble
where one has to decide a priori the number of molecules
N to place in a computational cell of volume V. References 9
and 65 introduced the MLD model, which gives the reversible
work of formation of a cluster of n particles corrected for fi-
nite size effects,

�FMLD (n) = −nkBT ln
Pact (n)

Ps

+ (
36πv2

l

)1/3
γlvn

2/3

+n (kBT − Psvl) + NkBT ln
Pact (n)

Pss

= �G (n) + (N − n) kBT ln
Pact (n)

Pss

, (20)

where Pact(n) = (N − n)kBT/(V − nvl) is the actual ideal va-
por pressure in a closed system of (N − n) vapor molecules
and a cluster of n particles. From Eq. (20), we see that usu-
ally �FMLD (n) > �G (n), which means that finite size ef-
fects typically overestimate activation free energy barriers.
We also note that the critical size n* of the MLD model ap-
proaches the CNT critical size as the finite size effects are
reduced. As far as nucleation rates is concerned, convergence
in size is assessed by checking how close the MLD curves are
to the CNT curve at the maximum of free energy. Differences
beyond this point are irrelevant for the nucleation dynamics
because it is assumed that once passed this point the conden-
sation proceeds down-hill.

Figure 1 (top) shows the free energy barriers for exper-
imental water at 330 K and fixed supersaturation S = 7.146
for different simulation box sizes. At this supersaturation,
the critical size is approximately the same by all curves (n*
≈ 12.8), except that for the smallest system (N = 108, L
= 158.7401 Å) which is clearly unconverged with respect to
finite size effects. For experimental water, Fig. 1 (top), we
expect that the free energy barrier to be reasonably converged
(within 0.2 kcal/mol) for a system size of 432 water molecules
in a cubic box of length L = 251.9842 Å. Clearly, simulat-
ing a larger system, such as the (N = 1728, L = 400 Å)
would be a waste computationally and would not yield any
new information. Fig. 1 (bottom) also shows the free energy
barriers for TIP4P/2005 water at 330 K and fixed supersatu-
ration S = 25.735 for different simulation box sizes. As men-
tioned before, the enhanced value of the dipole moment of the
TIP4P/2005 model results in a poor description of the vapor
properties of water. The TIP4P/2005 vapor pressure at 330 K
(Ps ≈ 0.0478 bar) is significantly lower than the experimen-
tal value (Ps ≈ 0.1721 bar). As a result, the nucleation free
energy barriers are severely underestimated for TIP4P/2005
model and CNT predicts a smaller critical cluster size n*
= 2.6. We note that according to CNT, finite size effects are
predicted to be of less relevance for TIP4P/2005 water due to
the small value of the free energy barrier (�F*/kBT = 4.238)
[see Fig. 1 (bottom)].

Figure 2 shows the effect of system size on the MFPT
for TIP4P/2005 water nucleation at 330 K and fixed super-
saturation S = 25.735. For each system size, we averaged
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FIG. 1. Assessing finite size effects in experimental (top) and TIP4P/2005
(bottom) water nucleation at 330 K and fixed particle density 2.7 × 10−5 Å−3.
Free energy profiles as a function of the cluster size n according to clas-
sical nucleation theory [Eq. (19)] (CNT in legend) and the modified liquid
drop model [Eq. (20)] (N and L values, in legend). At this particle density,
the experimental water has a supersaturation of S = 7.146 (top) while the
TIP4P/2005 water model exhibits a supersaturation of S = 25.735 (bottom).
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TABLE II. Finite size effects on the nucleation of TIP4P/2005 water model:
parameters obtained from the fitting to Eq. (16).

N, L (Å) J × 1025 (cm−3s−1) τ J (ps) n* c

108, 158.7401 7.22 3459.4 9.1 0.176805
216, 200.0000 5.48 2280.7 8.1 0.214934
432, 251.9842 2.74 2276.8 9.2 0.177014
864, 317.4802 1.32 2360.5 10.5 0.145692

the MFPT values over 600 independent trajectories, which
is sufficient to obtain converged data. The target temperature
was maintained using the stochastic thermostat proposed by
Bussi et al.63 (see Subsection IV B) with a coupling time of ζ

= 5 ps. The MFPT curves were fitted according to Eq. (16)
and the resulting parameters are collected in Table II.

As predicted in Fig. 1, we observe that for N = 108, L
= 158.7401 Å (which overestimates the CNT free energy bar-
rier) leads not surprisingly to longer MFPT at intermediates
sizes. This behavior, as explained before, has its origin in the
the depletion of the water molecules in the vapor phase. The
case N = 108, L = 158.7401 Å shows that the MFPT on
the “plateau” region is indeed affected, showing a drastic in-
crease in MFPT values due to depletion effects. We observe
that the asymptotic behavior of MFPT values at larger sizes n
is generally well reproduced for the rest of cases (except for
the smallest system N = 108). However, we do not find the
expected trend that the rate should increase with the number
of particles (see Table III).9

The most likely explanation of this odd behavior was
pointed out already by Wedekind et al. in Ref. 9. That study
reported an occasional decrease in the rates for higher num-
ber of particles. The authors attributed this anomaly to the
appearance of other competing factors such as thermostating
issues (see also Ref. 66). The thermostat problem arises in
large systems where there exists a coexistence of various clus-
ters, especially of large size, while the thermostat conditions
are kept the same. This results in a poor dissipation of latent
heat for larger systems (the heat transfer becomes inefficient)
which leads to a decrease in the rates. Another possible expla-
nation lies in uncertainties in the fitting due to a superimposed
phase of growth that complicates the accurate determination
of rates. Finally, we would like to point out that similar trend
in nucleation rates was found in other studies of Lennard–
Jones systems: namely, see Table I (at supersaturation S
= 12.83) in Ref. 8 and Table II (at S = 15.4) in Ref. 7. We note
that larger fluctuations are typically observed in the plateau

TABLE III. Effect of thermostat coupling time constant ζ on the
TIP4P/2005 water nucleation (N = 216, L = 200 Å): fitted parameters ac-
cording to Eq. (16).

ζ (ps) J × 1025 (cm−3s−1) τ J (ps) n* c

0.1 (Bussi) 6.06 2063.2 9.1 0.17260
5 (NHC) 5.48 2281.9 8.3 0.20821
5 (Bussi) 5.48 2280.7 8.1 0.21493
25 (Bussi) 5.42 2306.2 7.9 0.23398
100 (Bussi) 2.94 4241.9 10.2 0.16329
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region (that is, a wide spread of nucleation rates) and are due
to the activated nature of the nucleation events investigated
here.

B. Influence of thermostats

Computational studies of nucleation dynamics face two
conflicting goals: on the one hand, we need to maintain
constant temperature as most experiments are performed at
these conditions, and on the other hand, we want the ther-
mostats not to disrupt much the nonequilibrium dynamics
of the process we are interested in. Therefore, the choice
of thermostat parameters in the condensation simulations
of vapor to liquid must be carefully evaluated. The ef-
fect of different thermostat techniques on the nucleation
of Lennard–Jones argon system was discussed in Ref. 10.
That study found that nucleation dynamics of that system
does not depend critically on the thermostat details and con-
cluded that direct thermostat methods are equally effective
for thermalization and less expensive than the carrier gas
technique.

Figure 3 shows the MFPT curves for TIP4P/2005 water
at a supersaturation S = 25.735 (S = 7.146 for experimental
water) as a function of the cluster size n using different values
of the thermostat time coupling constant ζ . This parameter
determines the efficiency of the thermostat; that is, how often
the thermostat acts on the system. To this end, we followed
the nucleation of 216 TIP4P/2005 water molecules in vapor
phase placed in a cubic box of side length 200 Å after a ve-
locity quench to 330 K. For each thermostat ζ parameter, we
averaged the MFPT curves over 600 independent trajectories,
which is sufficient to converge the error bars. We fitted the av-
eraged MFPT curves according to Eq. (16) and the resulting
parameters are collected in Table III. First, we show that for ζ

= 5 ps, the deterministic Nosé–Hoover thermostat67 gives es-
sentially the same MFPT results as the stochastic thermostat
proposed by Bussi et al.63 Therefore, either the Nosé–Hoover
or Bussi thermostats can be used to maintain the temperature
constant in simulations of water nucleation processes. We re-
call that both thermostats were shown to reproduce rigorously

the NVT ensemble. The nucleation rates in Table III agree
reasonably well with the ones reported in the MD nucleation
studies on SPC/E water at 330 K14 on the TIP4P model at
350 K.13 However, the nucleation rate predicted by CNT from
Eq. (9) for TIP4P/2005 model is 3.757 × 1022 cm−3s−1, and
8.895 × 1018 cm−3s−1 for experimental water. These CNT
rates are several orders of magnitude smaller than the calcu-
lated from MD simulations (see Table III). This discrepancy is
a common finding of MD studies of nucleation processes4, 13

and is usually attributed to the neglect of the cluster-size de-
pendence of the thermodynamic quantities in CNT expres-
sions.

We repeated the MD simulations for increasing values of
ζ parameter using the Bussi thermostat and monitor its im-
pact on the MFPT values. Fig. 3 shows that the ζ = 25 ps
curve yields very similar nucleation rates (and also n*, τ J,
c parameters) as the ζ = 5 ps case and both ζ values could
be equally used in the simulation. If we further increase the
coupling time to ζ = 100 ps, we observed that the thermal-
ization deteriorates due to the infrequent exchange of energy
between the physical system and the thermostat. Poor ther-
malization results in reduced dissipation of latent heat, which
inhibits further growth of larger clusters as is evident by the
greater MFPT values for the ζ = 100 ps curve. Greater values
of the parameter ζ were not investigated due to the increas-
ing difficulty of thermostating the system. Finally, we have
also investigated the strongly thermostated case (ζ = 0.1 ps)
and found the expected result that the cluster formation occurs
more rapidly.

C. Effect of charged species

In this section, we consider the heterogeneous condensa-
tion of water in the presence of a single charged species. Inter-
est in ion-induced condensation in supersaturated water vapor
goes back to the pioneering work of Wilson a century ago.68

The most common nucleation species found in atmosphere
are NO−

3 , O−
2 , and HSO−

4 among the anions and various forms
of solvated proton H+ · (H2O)n for cations, although their con-
centration varies significantly with the altitude.69, 70 We re-
mark that the nature of the species in atmospheric nucleation
is still a matter of debate.

Here, we consider the effect of the charge on the con-
densation dynamics, without worrying much about the true
identity of the ion. The TIP4P/2005 water model was simu-
lated in the presence of a single ion to avoid simulation arti-
facts related to image ions getting too close. The ion parame-
ters were taken from the OPLS force field71 (entry: opls_401).
The Lennard–Jones parameters of the ion are σ = 0.441724 Å
and ε = 0.492833 kJ/mol, which correspond to the chlo-
ride anion. Although, these quantities probably need to be re-
parametrized for the present water model, the purpose here is
solely to assess the role of the charge in the nucleation dynam-
ics. Both positively and negatively charged ions were con-
sidered, while the Lennard–Jones parameters were kept con-
stant. We also performed a control MD simulation where the
charge of the ion was set to zero (heterogeneous condensation
in the presence of uncharged species). In this case, we could
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reproduce the MFPT results already presented in previous
sections on the homogeneous water nucleation.

Figure 4 shows the MFPT values versus cluster size n for
the TIP4P/2005 model in presence of a single species of vary-
ing charge. When the charge is different of zero, the system is
mostly growing than nucleating, which is more evident for the
divalent ion case, where a marked change in behavior is ob-
served. The Thomson model predicts a barrierless process for
the nucleation of TIP4P/2005 water in presence of both mono-
valent and divalent ions. The divalent ion induces a stronger
electric field than the monovalent ion and leads to even shorter
MFPT values during aggregation. Fig. 4 suggests that marked
time scales are involved in the condensation process induced
in absence of ions: first, a short period corresponding to the
formation of the critical embryo (n ≈ 9 molecules) occurs,
which is then followed by a transient evolution, and finally
by a superposition of nucleation and growth of this cluster.
For divalent ions, on the other hand, only one time scale is
observed in this size interval and characterizes the continu-
ous growth of water clusters. We expect, nonetheless, that a
steady state is reached eventually at very large cluster sizes
where the charge of the ion is screened. This behavior is ob-
served for the monovalent ion, which features a situation “in
between” these two cases, and its curve levels out at about
n ≈ 45. Thus, the presence of a single ion does have a huge
impact on the condensation of supersaturated water.

Since the activation barriers are much reduced in the
presence of charged species, the application of Eq. (16) to
the fitting of MFPT values is invalid because it requires
that the event to be rare. The critical radii according to the
Thomson model described in Subsection II B were calcu-
lated. For the monovalent ion, we have RR = 4.07588 Å, RK

= 4.53037 Å, α = 0.899679, whereas for the divalent ion,
we have RR = 6.47006 Å, RK = 4.53037 Å, α = 1.42815.

These values for α are greater than the critical scaled super-
saturation, α* = 0.47247. As a result, it is not surprising that
the system growths rather than nucleates.

The asymmetry in condensation rates for water and other
polar liquids has been widely discussed in the past. The
Thomson model predicts that the electrostatic interaction of

a water molecule with a positive charge should be similar to
that with a negative charge. That is, due to the square depen-
dence on the charge, the Thomson (Born) model predicts the
same the reduction in the free energy barrier for positive and
negatively charged ions. However, the Thomson model em-
ploys macroscopic quantities, and agreement with atomistic
simulations cannot be expected because latter resolves micro-
scopic details regarding molecular configurations neglected
by the former. In reality, asymmetries have been reported
about the sign preference of water nucleation around ionic
centers. The molecular geometry of water molecule leads to
sign preference on the nucleation and was found to decrease
as the supersaturation increases.72, 73 Using the rigid non-
polarizable TIP4P/2005 force field, we do observe some no-
ticeable differences at intermediate times (see Fig. 4). In par-
ticular, negatively-charged ion seems to induce faster (lower
MFPT values) formation of water clusters than positively-
charged ion at intermediate times. Using umbrella-sampling
Monte Carlo method, Oh et al.74 also found that anions are
better water nucleators than cations with the same charge.
This can be explained qualitatively due to the presence of
two positive centers in water as opposed of only one nega-
tive center. The sign preference is indistinguishable at longer
times due to the screening of first and second solvation shells.
That is, the sign preference does not extend beyond the sec-
ond solvation shells. A strong ion field compresses the first
hydrogen shell making the water–water interaction repulsive.
It was found that the local water structure in the clusters be-
comes perturbed to a larger degree around negative ions com-
pared to ions carrying a corresponding positive charge.19 The
obtained work of cluster formation for the anions was found
to be consistently less than that for the cations.19

Figure 5 shows snapshots after 2 ns of MD simulation.
The water molecules solvate the ion preferentially to mini-
mize the ion-dipole Coulomb interactions. The biggest water
cluster was found to form around the ions. The shape of the
embryo is more ellipsoidal than spherical. The solvation of
anions resembles more the natural structure of bulk water than
the cations.

We state some limitations of our approach: TIP4P/2005
water model lacks flexibility and true polarization effects.
Previous studies have underscored the importance of includ-
ing polarization effects in ion-induced nucleation studies.15

FIG. 5. Snapshots (created with the visualization program VMD75) of the em-
bryo after 2 ns of MD simulation at 330 K. Nucleation centers: monovalent
anion (left), monovalent cation (right). The “M” sites and other TIP4P/2005
water molecules have been removed for clarity. The ion is depicted as a big
gray sphere.
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Therefore, to describe the charged cluster-vapor dynamics
properly, a fully polarizable force field is required. To this end,
we performed preliminary MD simulations using the fully
polarizable AMOEBA76 force field as implemented in the
TINKER MD package.77 We found that the AMOEBA water
nucleates on a much longer time scale than the TIP4P/2005
water model. In our preliminary MD simulations, we did not
observe clusters larger than 3 or 4 AMOEBA water molecules
after passed 2 ns using the same setup as the TIP4P/2005.
We noticed than the total potential energy was positive,
whereas in the TIP4P/2005 the interaction was attractive. The
AMOEBA water system remains frozen in the vapor phase
and is reluctant to nucleate, having very few water molecules
engaged in hydrogen bonding after 2 ns simulation. Currently,
we are investigating this issue, as well as the difference in con-
densation dynamics for various water force fields. Obviously,
the faster nucleation of the TIP4P/2005 model compared to
AMOEBA is related to the differences in vapor pressure. Fi-
nally, we remark that the AMOEBA simulations are much
more expensive (typically two orders of magnitude) than non-
polarizable MD calculations.

V. CONCLUSIONS AND FUTURE WORK

Extensive molecular dynamics simulations were per-
formed using the rigid non-polarizable TIP4P/200540 wa-
ter model to investigate its condensation from supersatu-
rated vapor to liquid at 330 K. The mean first passage time
method33, 34 was used to analyze the influence of finite size
effects, thermostats, and charged species on the nucleation
dynamics. At supersaturation conditions of S = 25.735 (S
= 7.146 for experimental water), it was found that a cubic
box of 432 molecules and side length L = 251.9842 Å is
practically converged with respect to finite size effects. We
find that the Nosé–Hoover thermostat and the one proposed
by Bussi et al.63 give essentially the same MFPT averages.
We found that the coupling time constant of the thermostat
does not have a very significant effect on the water nucleation,
unless very large (or small) values are used, and we identi-
fied adequate values for MD studies of water nucleation. The
presence of a single charged species, however, has a dramatic
effect on the condensation dynamics, which underscores the
importance of ions in the formation of liquid droplets in the at-
mosphere. It was found a small but noticeable sign preference

at intermediate times (n between 5 and 30 water molecules)
corresponding mostly to the formation of the second sol-
vation shell around the ion. The TIP4P/2005 water model
predicts that anions are found better cluster inducers than
cations of the same magnitude of charge in agreement with
experiment.

It will be also interesting to address the effect of polar-
izability in the nucleation rates. In particular, we will inves-
tigate nucleation dynamics of water using the AMOEBA po-
larizable force field.76 The effect of an external electric fields,
presence of foreign gases, lower supersaturations, and ions are
worth further investigation. Work is underway in our group to
elucidate their role in the nucleation dynamics of water.
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APPENDIX A: PROPERTIES OF THE TIP4P/2005
WATER MODEL

Table IV lists the thermo-physical properties of the
TIP4P/2005 water model as obtained from computational
studies. All values were taken from Ref. 45 unless otherwise
indicated. In that study, the vapor pressure of TIP4P/2005
water model at 330 K was computed to be Ps = 0.0478
bar and the liquid density in equilibrium was ρ l = 0.9841
g/cm3 using the Gibbs–Duhem method. At 330 K, the sur-
face tension was estimated to be γ lv = 64.88 dyn/cm.49

From our water/interface MD slab calculations, we obtained

TABLE IV. TIP4P/2005 water properties.40

Property Value (x = 1 − T/Tc)

Electric dipole d = 2.3054 Debyes
Melting temperature (at 1 bar) Tm = 252.5 K
Boiling temperature (at 1 bar) Tb = 401 K
Critical temperature Tc =640 K
Critical pressure Pc = 146 bar
Critical density ρc = 0.337 g/cm3

Vapor pressure P = exp [12.4612 − 4476.552/(T − 41.49840)] bar, (T in K)
Surface tensiona γlv = 227.86(1 − T

641.4 )11/9[1 − 0.6413(1 − T
641.4 )] dyn/cm, (T in K)

Relative permittivityb ε = 58. At 298 K and 1 bar.

aReference 49.
bReference 50.
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TIP4P/2005 water molecules at 330 K in different ensembles.

results that agree well with the aforementioned values: γ lv

= 63.0 dyn/cm (including a long-range dispersion correc-
tion), ρ l = 0.9845 g/cm3, and Ps = 0.0463 bar. We note that
converging such low vapor pressures is difficult in ordinary
MD simulations. We estimated the relative permittivity of
TIP4P/2005 to be about 52.42 at 330 K.

We computed the oxygen–oxygen radial distribution
function for N = 360 TIP4P/2005 water molecules at
T = 330 K and is given in Fig. 6. The target pressure for the
isothermal-isobaric (NPT) ensemble was set to 1 bar. Identi-
cal results are obtained for both NVT and NPT ensembles.

APPENDIX B: EXPERIMENTAL PROPERTIES
OF WATER

The experimental physico-chemical properties of wa-
ter are listed in Table V. Using this table, the properties
of experimental water take the following values at 330 K:
Ps = 0.1721 bar, ρ l = 0.9843 g/cm3, γ lv = 66.78 dyn/cm, and
the relative permittivity ε = 67.59.

TABLE VI. Cluster definitions for 216 TIP4P/2005 water molecules in a
cubic box of 200 Å side at 330 K: fitted parameters according to Eq. (16).

ntWF, rS (in Å) J × 1025 (cm−3 s−1) τ J (ps) n* c

1, 3.36 5.48 2280.7 8.1 0.21493
1, 3.50 5.47 2282.7 8.2 0.21586
2, 3.36 5.65 2210.8 7.3 0.22771
2, 3.50 5.54 2256.2 7.5 0.21736
4, 3.36 4.96 2517.9 3.2 0.24160
4, 3.50 4.89 2557.7 3.9 0.20775

APPENDIX C: CLUSTER DEFINITIONS

In this Appendix, we compare the ten Wolde and
Frenkel5 (tWF) and the Stillinger64 cluster definitions for the
TIP4P/2005 water model. The tWF definition,5 which derives
from the Stillinger criterion, considers that a particle belongs
to a cluster if such a particle has a minimum number of neigh-
bors (ntWF) within a Stillinger distance rS. The tWF criterion
is known to underestimate the size of the physical cluster
(including its critical size) because water molecules on the
surface of the forming cluster are neglected. This poses a
problem especially when the free energy barrier is small and
therefore the critical radius is also small. Nonetheless, both
definitions should yield essentially the same nucleation rates
in the limit of large cluster sizes and large free energy barriers.

In Fig. 7, we observe the aforementioned behavior. As
expected, the MFPT times for the rS = 3.36 Å are slightly
larger than for rS = 3.50 Å which is more evident for ntWF

= 4. Table VI displays the fitted parameters according to
Eq. (16) and shows how the critical cluster size n* depends
significantly on the cluster definition. The tWF criterion sys-
tematically predicts smaller cluster sizes (especially for ntWF

= 4) than the Stillinger definition. We note that the tWF
curves are subject to larger fluctuations, which makes the fit-
ting of the MFPT for large cluster sizes somewhat difficult.
We notice that nucleation process is accompanied by some
degree of surface growth, which is more evident when the
Stillinger definition is used where significant deviations of the

TABLE V. Experimental water properties.

Property Value (x = 1 − T/Tc)

Mass M = 18.0152833 kg/mol
Electric dipole d = 1.850 Debyes
Critical temperature Tc = 647.096 K
Critical pressure Pc = 221.5 bar
Critical density ρc = 0.322 g/cm3

Vapor pressurea P = Pc exp [(p1x + p2x
1.5 + p3x

3 + p4x
3.5 + p5x

4 + p6x
7.5) Tc

T
] bar,

p1 = −7.85951783, p2 = 1.84408259, p3 = −11.7866497,
p4 = 22.6807411, p5 = −15.9618719, p6 = 1.80122502.

Liquid densityb ρl = 0.08tanh [(T − 225.0)/46.2] + 0.7415x0.33 + 0.32 g/cm3, (T is in K).
Surface tensionc γ lv = 235.8(1.0 − 0.625x)x1.256 dyn/cm
Relative permittivityd ε = 5321.0/T + 233.76 − 0.9297T + 0.001417T2 − 0.0000008292T3, (T is in K).

aEquation (1) of Reference 78.
bTable I of Reference 62.
cEquation (1) of Reference 79.
dEquation (1) of Reference 80.
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plateau region are observed. The ntWF = 4 curves are less af-
fected by surface growth.
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