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We study the thermal escape problem in the low damping limit. We find that finiteness of the barrier is
crucial for explaining the thermal activation results. In this regime, low barrier nonequilibrium corrections to
the usual theories become necessary. We propose a simple theoretical extension accounting for these nonequi-
librium processes which agrees numerical results. We apply our theory to the understanding of switching
current curves in underdamped Josephson junctions.
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I. INTRODUCTION

In 1940, Kramers derived his famous formulas describing
rates in chemical reactions.1 The theoretical framework for
his calculation was the escape of a Brownian particle over a
potential barrier. Far from being a particular case, noise-
activated escape is applicable in a wide number of problems
in science, going from biology to quantum information
processing.2 Due to the many fields involved, intense activity
emerged in the subject proposing better theories for this,
nowadays, old problem.2–4

In particular, studies on thermal switching in Josephson
junctions �JJs� benefits from this effort.5–9 Experimental re-
sults are affected by thermal fluctuations and measurements
in the laboratory allow to predict junctions parameters by
fitting the switching with available expressions. Also, some
fundamental issues as the quantum-classical transition have
been addressed by means of rates measurements.7,8,10 It is
clear, that such a measurements need to be compared with
appropriate theoretical results. Needless to say the exact for-
mula does not exist and many theories are available in the
literature, which starting from the Kramers seminal work,
cover different set of parameters.3,4

In a recent numerical work,11 for very low values of the
damping parameter, it has been found a significant deviation
of the JJ switching current from the expected result. Here we
present a theory that is able to give account for the observed
deviation. Moreover, we predict that this effect will appear in
any biased system where the damping over force ramp ratio
is not large. In such a case, the usual theories are not suit-
able, and, as we show, it is needed to include nonequilibrium
effects and finite barrier correction in a full description of the
problem.

To be definite, the dynamics for the phase difference in
the junction is usually described by the, so-called, resistively
and capacitively shunted junction model, which is equivalent
to the more general problem of a Brownian particle in a
metastable potential,

mẍ + m�ẋ = −
dV

dx
+ ��t� , �1�

where the potential V�x�=V0�1−cos x�− Ix and ��t�
is the stochastic force describing the thermal fluctuations.

Here we consider white thermal noise, ���t��=0 and
���t���t���=2m�kBT��t− t��.

For moderate to low values of the damping parameter,
there exists a temperature-dependent critical current �force�
for the system to switch from a superconducting or locked
state ��ẋ�=0� to a resistive or running one �m��ẋ�= I�. Such a
situation corresponds to the problem of escape from a meta-
stable well. In switching current experiments many current-
voltage �force-velocity� curves are performed to obtain the
switching current probability distribution function, P�I�. The
measured P�I� can be directly related to the thermal activa-
tion rate6 and experimental results can be understood in
terms of such parameter.

For very weak damping, the Kramers result for the acti-
vation rate is rKLD= ��Jb /kBT���a /2��e−�U/kBT, where �a is
the frequency at the bottom of the well and Jb the value of
the action at the top of the barrier. There we recognize the
transition-state-theory result multiplied by a prefactor valid
in the very low damping regime. For our system, the action
at the barrier Jb is usually approached by the cubic potential
result Jb=7.2�U /�a. Then

rKLD �
7.2�

2�

�U

kBT
e−�U/kBT. �2�

This equation shows that the rate scales linearly with the
damping and depends only on the barrier height over thermal
energy factor, �U /kBT. This expression is only valid in the
low damping and infinite barrier limit ��Jb /kBT	1 and
�U /kBT
1�.

Many theories have extended the Kramers result to the
moderate-to-small damping regime3,12–14 following the infi-
nite barrier approximation. Given its simplicity, the result of
Büttiker-Harris-Landuer �BHL� �Ref. 12� has been usually
applied in the JJ literature. Finite barrier corrections have
been studied in Refs. 15 and 16. More recently, Drozdov and
Hayashi �DH� proposed a new theory which is not perturba-
tive in the barrier height.17,18

We are interested in the dynamics of the system in the low
damping limit. In this limit, the coupling to the bath is very
weak and the time to reach thermal equilibrium very long
��1 /��. This fact has important consequences. For biased
systems, escape occurs at very low values of the �U /kBT
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ratio and junctions may escape before thermal equilibrium is
established and thus nonequilibrium effects dominate the
process. In order to study such effects we need first to know
the importance of finite barrier effects in particle activation
problem at low damping and take into account the average
energy of junctions before each switching event.

II. ESCAPE AT SMALL BARRIER

We will show here that small barrier effects are very im-
portant in the low damping case, the convergence to the in-
finite barrier result is very slow and the DH theory repro-
duces the numerical results at any barrier.

We have numerically integrated the Langevin Eq. �1� of
the system for different values of damping and barrier
height.19 In our simulations, we have computed the mean
time for the system to first reach the potential barrier. For
low values of the damping, such mean time �the first-
passage-time problem� corresponds to the inverse of the es-
cape rate. According to theory, simulations are started with
particles placed in the metastable potential well and zero
velocity. Some issues about the initial conditions problem
will be addressed below. At any point, the numerical result is
obtained from 104 escaping events. We show results for
V0=0.155, m=0.35 and different values of I, damping and
temperature. The results are summarized in Figs. 1 and 2
where we plot the activation rate as a function of barrier and

damping, respectively, and compare to some existing theo-
ries.

Figure 1 shows the rate dependence on the barrier for
different values of damping and temperature. In order to see
deviations from the Kramers low damping result, we divide
the obtained rates by Eq. �2�. We recall that Eq. �2� is ob-
tained assuming weak damping and high barrier. For com-
parison, we also plot the exact result for arbitrary barrier in
the limit of vanishing damping,3 r��→0�=rHTB with

rHTB = �kBT��
0

Jb

dJe−�E�J��
J

Jb

dJ�
��J��

2�

e�E�J��

J�
	−1

�3�

with E�J� is the energy as a function of the action J and
��J�=2��JE�J�, Jb is the action at the barrier and
�=1 /kBT.

Remarkably, the approach between both results is slow,
meaning that the high barrier approximation is accurate only
at very high barrier values indeed 
Fig. 1�a��. For instance,
rHTB /rKLD=0.72 for �U /kBT=5 and 0.85 for �U /kBT=10.
As a consequence, all theories which try to extend the Kram-
ers result to the moderate-to-small damping region3,12–14 also
fail at low damping values unless very large barriers are
considered.

FIG. 1. �Color online� Escape rate divided by the Kramers low
damping result, Eq. �2�, as a function of �U /kBT. �a� Dots are
numerical results and the corresponding color solid lines are the
theoretical prediction by DH theory �Ref. 18�. The black line stands
for the vanishing damping rate formula, Eq. �3�. �b� and �c� com-
pare different theoretical results.

FIG. 2. �Color online� Damping dependence for the escape
rates. The points are numerical results and the corresponding solid
lines account for DH theory �Ref. 18�. The horizontal black line is
the vanishing damping limit Eq. �3�. Top: curves for �U /kBT=3.
Bottom: �U /kBT=10. The inset compares DH to BHL �green lines�
results.
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We know about two main attempts to include finite barrier
effects in this limit: the first one is due to MFB �Mel’nikov
Finite Barrier� �Ref. 15� and fails at small barriers, see Fig.
1�b�. The second one was proposed by DH for moderate-to-
small damping and arbitrary barrier.17,18 As it can be seen in
Figs. 1 and 2, the DH theory recovers the vanishing damping
limit and explain our numerical results in the whole small
damping region. In Figs. 1�b� and 1�c�, we show BHL
result.20 Other extensions of the Kramers low damping result
to the moderate-to-low damping regime give a result quite
similar to BHL.

In Fig. 2, we plot the rate damping dependence for two
different barriers. Apart from the agreement to the DH
theory, we check the convergence to the very weak limit
given by Eq. �3� 
cf. horizontal line in both figures�. In the
inset, we also show results for the BHL. We see that the
finite barrier corrections become less important by increasing
the damping.

To complete our discussion, we notice that by decreasing
the damping the curves at different temperatures become the
same, that is the rate depends only on the ratio �U /kBT. This
can be understood by noticing that most of the contribution
in the integrals in Eq. �3� comes from the bottom of the
potential. If the action inside the well is approximated by the
corresponding one for an harmonic potential with the same
bottom frequency, E= ��0 /2��J, with �0=�x

2V�xmin�, the rate
Eq. �3� can be written as,

rHA = ���
0

�U/kBT

dxe−x�
x

�U/kBT

dy
ey

y 	−1

, �4�

which clearly depends only on the ratio �U /kBT. Let us
emphasize that, besides its simplicity, the above equation is
an excellent approximation to Eq. �3�. In fact, plotting both
Eqs. �3� and �4� in Fig. 1, they cannot be distinguished one
from the other.

III. INITIAL CONDITIONS DEPENDENCE

We address now the influence of the initial condition for
the energy on the escape rate results. Thermal escape at low
damping is an energy diffusion problem. Escape occurs as
soon as thermal fluctuations provide a particle energy enough
to overcome the barrier. This time depends on the value of
the particle initial energy.

Up to now, to compare our simulations to theory we as-
sumed that the particle starts at the bottom of the metastable
well with zero velocity. From the experimental point of view,
this assumption may fail. Thermal fluctuations not only pro-
vide energy enough to surmount the barrier but also kinetic
energy at the bottom. In order to study the importance of this
issue, in Fig. 3 we plot the rates with two initial conditions,
v= ��kBT /m and compare to the one with zero velocity. As
expected, we see that for small barriers initial kinetic energy
speed up the escape times.

When particles are placed with zero velocity at the bottom
of the well, the activation time is r−1. However, if particles
have extra initial energy Ein the escape time is given by
r−1−, where  is the activation time up to this extra energy,

which can be computed at low damping from Eq. �4� replac-
ing �U by Ein. Putting all together, we generalize the rate
formulas as,

rin =
1

r−1 − 
. �5�

This equation shows that as soon as �Ein��r−1, the initial
conditions problem affect the escape rates. In Fig. 3,
where Ein=kBT /2, this correction becomes important for
�U /kBT�2. If �U�Ein, the passage time is almost a deter-
ministic process which depends on the initial position and
velocity of the system. Figure 3 illustrates this effect and
confirms our theoretical prediction.

IV. SWITCHING CURRENT

In a typical JJ experiment, the probability distribution
function of the junction switching current P�I� is measured
performing many current-voltage curves where current is
continuously increased at a given rate. From these results,
the mean switching current Isw and its standard deviation can
be trivially computed. Such P�I� can be easily related to the
escape rates r�I� as6

P�I� = r�I�dI

dt
�−1�1 − �

0

I

P�u�du	 . �6�

Alike, escape rates can be computed from measured P�I�.
Figure 4�a� shows our numerical results for the average

switching current and compares them to theoretical predic-
tions. We integrate Eq. �1� for an ensemble of thermalized
junctions. Current is increased at a given ramp and switching
events are recorded. As expected BHL-based predictions fail
in the very low damping regime. However, surprisingly, also
DH is unable to explain our numerical results, which lie in
between both theories. This is due to the competition be-

FIG. 3. �Color online� Activation rate vs barrier for three initial
conditions: particles are at the bottom of the metastable well with
zero velocity �blue squares�, v=�kBT /m �green light points�, or
v=−�kBT /m �brown dark points�. Lines stand for theoretical pre-
dictions of Eq. �5�.
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tween the equilibrium time of the system, given by �−1, and
the time order for the change in the current, given by the
inverse of the current ramp. Thus, switching in the very low
damping regime is a nonequilibrium process. The coupling
to the external bath is so weak that other junctions are not
able to reach the thermal energy before switching. Thus,
junctions escape in an evaporative cooling way where more

energetic junctions switch first and the ensemble is effec-
tively cooled. This picture is confirmed in Fig. 4�c� where for
a given damping we show the mean energy for the trapped
junctions as a function of the current and the fraction of
particles which have switched.

We also see in Fig. 4�c� that particles escape with an
initial energy which goes from Ein=KBT to zero when cur-
rent is increased. The simplest way to introduce this fact in
the theory is to assume an average value of Ein=KBT /2 and
use our Eq. �5�. Figure 4�a� shows that in this way, we are
able to reproduce quite accurately the numerical results. This
correction turns out to be important when the average barrier
at the switching current is on the order of the thermal energy.
See that in the figure, it is also plotted the value of the barrier
at the mean switching current �open symbols�. Finally, using
Eqs. �4�–�6� it can be seen that in this region of the parameter

space, the results depend on the � / İ ratio, as confirmed in
Fig. 4�b�. Therefore, our theory allows to estimate the values

for � / İ where nonequilibrium corrections are necessary.

V. OUTLOOK

We have chosen to present our results in the framework of
JJ devices. However, given the wide interest of thermal ac-
tivation in many scientific areas, our results can be applied to
many other systems coupled weakly to the environment.22,23

Suggested by our findings an important issue to study, it is
the influence of the observed competition between two dif-
ferent time scales on results for biased systems at higher
values of the damping and thus transfer our theoretical
scheme from the energy-diffusion regime to the phase-
diffusion one. This is the typical case for many of the current
friction24 and biological-physics experiments.25
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