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Abstract

3D interfaces enable a user to create and manipulate 3D objects in a

computer-simulated 3-dimensional world. There are many existing inter-

faces, but few of them exhibit the naturalness which characterizes our in-

teraction with actual 3D objects in the real world. Developing a natural 3D

interface is increasingly becoming an area of interest. Researchers are ex-

ploring several techniques to help achieve naturalness in interaction, based

on the analysis of hand gestures or on tangible devices.

In this thesis, we investigate the use of a cheap and widely available com-

modity device to create a natural 3D user interface. The device that we use

is not only cheap and available on the market, but it is also fast and allows

6DoF manipulation. Our focus is to create a one-to-one correspondence

between positions in physical and virtual space. We calibrated the device

to suit this purpose.

Our interface is shown to be easy to use based on an experiment in which

users perform a simple assembly task. The task was performed by sub-

jects using our new interface and also by subjects in a control condition

using a traditional mouse-based 3D interface. We recorded the participants

completion time in both conditions and found a clear advantage for our in-

terface. We conclude by describing some possible future directions to make

this a better interface.
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Chapter 1

Introduction

Given a 3D input device and a display screen, how can we use the data from the device

and the knowledge we already have to create a natural 3D interface where we can

interact e↵ectively with a virtual 3D model?

J. Blake [12] described the changes of trend in user interface as below:

“The world migrated from command line interface (CLI) applications to

graphical user interface (GUI) applications because GUI was more capable,

easier to learn, and easier to use in everday tasks... The same thing is

happening again right now, except today GUI is the stale technology and

natural user interface (NUI) is the more capable, easier to learn, and easier

to use technology.”

The typewriter keyboard, invented more than 100 years ago, has e↵ectively solved the

problem of text input. So, we had a tool for CLI already. When the world migrated

to GUI applications, the technology changed as well. Suddenly we have a mouse, pen

tablets and touch pads which undoubtedly act as an e↵ective 2D input for the users.

Now, the technology is moving towards NUI. Unfortunately we can’t say the same

about the 3D input used for natural interfaces. It is really hard to define a standard

framework in 3D because each researcher has his own interpretation of NUI. In this

context, a natural interface is defined as ”a user interface designed to reuse existing

skills for interacting directly with content” [12]. Some researchers create a 3D interface

specifically for one purpose. One example would be a flight simulator. This simulation

can be used only for flight training or entertainment in this area.

There are also 3D applications that utilize 2D input as can be seen in 3D modeling

software such as Blender and Maya. Although the 2D input can be used successfully

with these applications, users need to undergo training in order to master the interface.
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However, wouldn’t it be much easier to be able to manipulate virtual 3D objects

as easily as we do real objects with our hands? This is the area that we want to focus

on. We are not looking to create a new piece of hardware specifically for our purpose.

Rather, we are looking for a way to use the current state of the art to create a natural

3D interface. This leads to the idea of using a cheap, available device to achieve as

natural an interface as possible.

Researchers in this area may decide between two design approaches. They can either

create an interface that resembles the actual interaction of the real world such as the

flight simulator or they can incorporate some tricks to achieve the natural interaction,

which is also known as “magic” technique [14].

The task of the 3D UI always circulates among three categories which are travel,

selection and manipulation [14]. The user must specify which of these three forms of

interaction is taking place, before performing gestures which are interpreted by the

interface. In travel, users can move around in the 3D environment by changing their

viewpoint or avatar. In this work ”avatar” is generally used to mean any virtual object

under direct control of the user. This terminology is further explained in Section 3.2.

Selection deals with choosing and picking up an object from the 3D environment.

Manipulation means performing an operation on the virtual object such as moving it,

changing its orientation or shaping it.

After defining the category, the next step is executing the task. As mentioned

previously, researchers have to decide between the idea of maintaining the naturalness

in the interaction or using some tricks that will ease the interaction.

The natural interface should represent real life action, at least that’s what we

believe. But there are actions which are too complicated to simulate in this context.

An example is grasping. A simple action such as picking up an object with a hand

requires a complex simulation. Our grasp is soft and yielding, so we need to use the

physics of contact such as the force to grab the object or the friction to hold the object

to guide us. This is what we call the softness of the interaction. Apart from that,

we also need to consider the complexity of modelling the hand itself. Without these

factors, the simulation will not be natural.

This is why a “magic” technique is introduced to avoid this type of problem. For

example, in the selection task, in order for users to select an object naturally, the object

has be close enough to the users. If it is further away, they have to walk towards that

object until they can touch it. With a “magic” technique, they might just have to

extend their arms a little bit and the simulation will bring them closer to the object.
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Or they can just point in the object’s direction and select the object by using a ray

casting technique.

This interaction has to be implemented with 3D input. Researchers have two op-

tions. First, they can use an existing device available in the market. Secondly, they

can choose to design their own 3D hardware. However, this approach requires them to

take the design issue into consideration.

Since our focus is to use the existing hardware to create the interaction, we need

to find hardware that meets our requirement. The physical device can be as simple as

the Wiimote or the PS Wand. What matters to us is the manipulation of the interface.

How fast can a user learn the new interface with only a few instructions? As argued by

some researchers, natural interfaces are not always natural and can be achieved with

a few tricks [14, 80]. With this understanding, we are ready to go deeper into this

natural interface area.

1.1 Motivation

We have explained the need to create NUIs but would they be a better interface? As we

know, some of the real world interfaces are awkward. If we look at a mechanical digger,

its interaction is not direct. The interaction is controlled by using a combination of

joysticks to perform a task. Sports such as volleyball take time to master. The hand

is a totally “natural” interface, but learning to control its movement to hit or serve or

set the ball requires a lot of e↵ort and practice. Even passing the first ball to a setter

demands frequent training. It would not be wise to create such a complicated interface

for a 3D virtual world but it is worth investing the time to create a 3D interface that

can be used naturally.

To find out if a 3D NUI is in fact better than a traditional interface, we need to:

• set up an environment where we can test a natural interface; and

• create a suitable example test that enables us to make a start.

What could be a good task to be performed in a 3D NUI? Many tasks in the real world

require assembling objects. Even our every day actions such as putting objects in a

shopping bag, changing a light bulb, and replacing a camera lens require the actions

to be done accurately.

Simulating the assembly of objects is not new. There are a lot of 3D modeling

programs that can be used to simulate this type of action. Examples are Maya, Auto-
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CAD, 3ds Max and Blender. These do the job but the manipulation of the 3D objects

is not made easy with these programs. The action takes much longer than it would in

the real world.

For an instance, if someone wants to attach a tyre to a car, he just has to bring the

tyre to the car and attach it to the right wheel. If the same action is to be done with

a 3D modeling program, the task won’t be as simple as that.

In the modeling software, the task can only be completed by using several modes and

views. Assuming we are looking at the front of a car. The tyre will be on the side of it

so we have to change to the side view. To move the tyre will require another di↵erent

mode. We can’t move it freely in 3D space but it has to be done in a constrained

movement which usually means we can only move it in one axis direction at a time.

To attach the tyre correctly, we have to make sure that the tyre is properly aligned

with the wheel’s position. We might have to lift the body of the car a little bit and

rotate to align them properly. Rotation, like translation, is usually restricted, which

means the car can only be rotated about one axis at a time.

This restricted movement doesn’t even have naturalness in its interaction and it

doesn’t make the task a lot easier either. This is the greatest weakness of the interaction

metaphor used by these programs. It should be possible to perform this task, in

simulation, using the same actions as we do in the real world. That is the motivation

for this project.

1.2 Objective of the Thesis

Based on the importance of the assembly task in the real world and the need to simulate

the same action in a virtual world, we define our goal as:

“To create an application where users are able to manipulate a 3D object

as if they were doing it in the real world, using readily available hardware.”

The objective is to find out if users can perform the task easily and accurately with-

out any problem while manipulating the 3D object in 6DoF1.In doing so, we need to

make sure that the simulated world is implemented with the correct physics. This is

important because the real world has physics and we can use the physics to achieve

the softness of the interaction.
1
DoF means “degrees of freedom”.
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With the goal in our mind, we need to properly define what a NUI is. Based on J.

Blake’s definition of NUI [12] as stated on page 1, this definition covers three important

factors about NUI:

• NUIs are designed

As we have already seen, NUI requires a natural interaction between the user and

the hardware. To achieve this naturalness, we need to plan carefully and design

its interaction. We have to make sure the design is suitable to be used with the

application.

• NUIs reuse existing skills

As stated in Section 1.2, a natural interaction can be achieved using the experi-

ence we already have. If we are creating an interface where it is too complicated

and requires a long time to understand, then we have already violated the defi-

nition.

• NUIs have direct interaction with content

This third point carries the meaning as it is. The primary interaction method

with the application is, and must be through direct manipulation.

Since NUI requires the reusability of existing skills, we feel it is important for users

to be able to interpret the nature of an interface the moment they look at it. For

example, given a glass, one should straight away realize the main purpose of the glass

is to contain water and drink from it. Using the same concept, we want users to have

the same feeling when they look at our interface. We want them to be able to figure

out what the interface does and with only a few instructions, they should be able to

perform a 3D manipulation using the interface.

Since we focus on a task in 3D manipulation, we can also be more precise about

which skills we expect users to have. A user needs to learn the relationship between

the display and the 3D world portrayed, but if we are successful, the visuomotor skills

for the manipulation itself should already be there from everyday experience of moving

objects. So we use a modified version of Blake’s definition and define a natural user

interface as:

“An interface that relies almost exlcusively on visuomotor skills already

possessed by users.”
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1.3 Focus of the Project

Our work has five important characteristics.

• We used cheap hardware for the interface.

Popular hardware such as the Nintendo Wii, the PlayStation Eye and the Mi-

crosoft Kinect are used by the majority of gamers. This fact can be an advantage

for creating a natural interface since a lot of people are used to this hardware

already.

These hardware platforms also provide their own libraries that allow the device to

be controlled by a computer, hence making the programming of the interaction

much simpler and faster. Some companies provide support for their libraries

which is an added advantage.

• The interaction is 6DoF.

Our actions in the real world are only limited by the laws of physics and the

shape and strength of our bodies. We are free to move and turn in any direction

we want; we are not limited to making movements in a single selected plane. For

a natural interaction to occur in a simulated world, these real life actions must

be simulated as closely as possible. This is where the 6DoF interaction comes in.

Degrees of freedom (DoF) define the ways in which a rigid body can move inside

a space. In total, there are only 6DoF; these can be divided into two components:

translaton and orientation. Inside a space, a body is free to translate in 3DoF:

forward/back, up/down and left/right. Another 3DoF comes from rotation in

space, in the dimensions of pitch, yaw and roll. If an object can move freely in

all three types of translation and rotation, the movement is said to be in 6DoF.

• It focused on a 3D manipulation task.

There are a lot of 3D manipulation tasks that can be simulated in a virtual world.

The task that we are looking for is an assembly task that involves translation

and rotation. We choose this type of task because assembly is the most common

activity done in the real life. As a matter of fact, almost everything we do deals

with putting things together!

• The interface was tested by experiment.
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An interface is created to be used by other people. If it is not tested by the

intended users, the main goal of creating the interface might not be met. Testing

is what determines the success or failure of a system.

• We compared our natural interface with a mouse interface on a similar task.

It is important to test not just the interface but to also compare it with a related

application. In our case, we chose to test the same task on two di↵erent styles:

the NUI vs the standard interface. We want to see how our interface performs

against the current standard modeling software doing exactly the same task. The

current modeling software such as Maya, 3ds Max and Blender uses a mouse and

a keyboard as an input.

To modify the curent standard modeling software to use the same input or inter-

action as ours would be unfair. Therefore, we decided to observe users’ perfor-

mances when completing the task with our interface as well as with the current

standard modeling interface.

1.4 Limit of Scope

Naturalness is defined by a combination of factors. In an ordinary assembly task, we

have a sense of touching the object. We experience resistance when we try to put a

nut in a bolt if it is not of the right size. When our groceries fall out of the shopping

bag, we hear a sound when they touch the ground.

To simulate all these e↵ects will be impossible for a single PhD project. These are

our limitations. We do not include sound nor haptic feedback in this interface. We

are only looking at a simple assembly task where our focus is to achieve naturalism

through a one-to-one correspondence. The manipulation of a 3D object in the interface

is controlled only through a “magnetic sticky grip”.

The observation of the virtual world is made only with an ordinary screen. We do

not incorporate stereo vision to produce a 3D e↵ect. There is also no motion parallex

as in a virtual reality system.

1.5 Contributions

The contributions of our research can be summarized as follows:

1. We have created a test bed for natural interaction experiments that:
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(a) uses a physics engine and a 3D modeling package to model assembly tasks;

and

(b) provides a one to one 6DoF input with a cheap game controller.

2. We have set up a system to compare performance of a simple assembly task with

the same model using a conventional interface.

3. We have performed an experiment demonstrating the ease of assembly in one

particular task, using volunteer human subjects.

4. We have established a simple way to calibrate a game controller to make it useful

for this purpose.

1.6 Thesis overview

This thesis consists of eight chapters. We discuss the history of interfaces, what mo-

tivates researchers to pursue this field and work that uses the direct manipulation

technique in Chapter 2.

With the knowledge of the work done in the natural interface area, we present our

conceptual design in Chapter 3. In this chapter, we try to understand the problem and

analyze the best possible way to achieve softness in interaction. Chapter 4 touches on

the detail of the implementation. This includes the choice of software and hardware to

use. We dedicate the whole of Chapter 5 to explaining our calibration process, since

this process is essential for obtaining a natural interface.

The next two chapters present the experiment and its results. We talk about the

experiment carried out in Chapter 6 and discuss the result in Chapter 7. We conclude

in Chapter 8.
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Chapter 2

Background: User Interfaces and

3D Interfaces

Our objective is to create a 3D interface that incorporates natural interaction as in

the real world. We have developed an application that fulfilled this requirement. In

this chapter, we briefly discuss the history of user interfaces and techniques used by

researchers to develop the so-called 3D natural interface that are related to our project.

2.1 The History of User Interfaces

Computers have now become an essential element in our daily routine. It is not just a

matter of what the computer can do, but also how people can interact with it. That’s

the importance of the user interface - “a part of a computer system through which

human user and computer communicate” [110].

Since the creation of user interfaces, the way of interacting with the computer has

evolved tremendously. From commands to graphics, and now to gestures, there are

still a lot of elements in this field that can be developed further.

2.1.1 Batch Interface (1945-1968)

In batch computing, users describe to the system the requirements of their tasks, using

“job control languages”. The interface of batch computing uses a job card as an input.

To submit a job to the batch machine, a job step which consists of statements that

control the execution of a program and request of resources is described on the job

card. The job step also specifies the input and/or output of the program.
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A normal turnaround time for the batch machine to process a single job was about

an entire day. All the jobs were run as background work, which meant the jobs did not

require user interaction.

2.1.2 Command Line Interface (1969 - present)

The job control languages were later renamed as command languages in interactive

systems. This requires an interaction between a user and a computer program, or

between two computer programs.

To give an instruction to the computer to perform a specific task, the user needs

to pass a line of command in the form of text to an interpreter. This line is inter-

preted accordingly and the system returns the response from the interpreter. Another

command may be passed when prompted. This process is repeated until the task is

done.

2.1.3 Graphical User Interface (1981 - present)

As the computer evolves into a more powerful and advanced machine, the user interface

also follows the same shift. Instead of typing a line of text, a shortcut such as icons

and menus is used to perform a task.

This graphical user interface or GUI makes it easier for the users to interact with

the computer without having to deal with the complexity of command languages. It

uses a pointing device such as mouse that enables users to select commands on a display

screen.

I. E. Sutherland [103] wrote a computer program called Sketchpad for his PhD

thesis. Considered to be an ancestor to computer-aided drafting programs, Sketchpad

become one of the most influential computer programs written by an individual. Its

development contributed to studies in Computer Graphics and Computer Interaction.

Later, in the same year, D. Engelbart [28] created the first mouse prototype that

can be used with windows. Like I. E. Sutherland [103], he also opened a way for

computer interaction to evolve.

The first GUI was developed to be used in the Alto personal computer in 1973 by

Xerox PARC [26]. The GUI consists of windows, icons and menus, and supports basic

commands such as opening, deleting and moving files. In 1981, Xerox introduced its

pioneering product, Star, as a commercial GUI.

Influenced by the Alto, the Macintosh was released in 1984. This computer used a
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desktop metaphor and became commercially successful. The GUI continues to develop,

and in recent systems includes 3D e↵ects in the desktop environment.

2.1.4 Natural User Interface (2006 - present)

NUIs are a di↵erent class of interface from GUIs and CLIs because they are defined

on orthogonal dimensions. NUIs are defined as being interfaces which exploit existing

skills of the user (for instance existing visuomotor skills). This definition makes no

reference at all to the devices used in the interface. GUIs and CLIs, on the other hand,

are defined as interfaces which use certain classes of interface device. For instance, a

GUI by definition uses a visual display and a pointing device. A CLI by definition

uses a textual input device. It is possible that a GUI is also a NUI, if control of the

pointing device also happens to exploit an existing user skill. But it is also possible to

imagine a GUI which is not a NUI. Equally, it is possible to imagine a NUI which is

not a GUI (for instance, a speech-based interface).

In Section 1.2, we gave our definition of NUI. We looked at J. Blake’s interpreta-

tion [12]. He also touched on the meaning of the word ’natural’ to give us a better

understanding of NUI. He quoted the definition of that term from Bill Buxton’s in-

terview with Larry Larsen [66] as an action that “exploits skills that we have acquired

through a lifetime of living in the world.”

It is worth looking at what others have said about the concept of naturalism as

well. K. Hinckley and Daniel Wigdor [47] wrote:

“A reasonable working definition for natura is that the experience of

using a system that matches expectations such that it is always clear to the

user how to proceed, and that few steps (with a minimum of physical and

cognitive e↵ort) are required to complete common tasks. It is a common

mistake to attribute the naturalness of a product to the underlying input

technology. A touch-screen, or any other input method for that matter, is

not inherently natural.”

According to B. Alun-Jones [5] in his report:

“One main way in which HCI systems need to change in is their intu-

itiveness. Computers are not easy to use, you have to learn many skills of

high cognitive load in order to be able to use them e↵ectively. By making

interaction more natural and tailoring it to the way in which we, as humans,

behave can reduce the mental challenge of learning these new systems.”
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R. Raisamo [86] described the term ’natural interface’ as follows:

“The term natural user interface is not an exact expression, but usually

means an interface that is easy to use and seamless as possible. The feeling

of using an interface can be faded out by not attaching any interaction

devices to the user and by designing the dialogue in a way that is really

natural and understandable for the user.”

Based on these definitions, it seems as though most researchers agreed that for an

interface to be natural, it has to be easy to use without taking too much e↵ort to learn

it, and the interaction must be closely reflect a common human behavior.

2.2 User Interface Studies

3D interaction is not new. In 1983, B. Shneiderman [95] published a work on direct

manipulation where he described it as:

“...visibility of the object of interest; rapid, reversible, incremental actions;

and replacement of complex command language syntax by direct manipu-

lation of the object of interest...”

With the trend moving towards NUI, the amount of research done in the 3D user

interface area has increased a lot. Researchers share one common objective, which is

to make the communication between the user and the computer easier. As mentioned

in Section 1.3 in Chapter 1, we focused our work on five important characteristics.

To our knowledge, none of the related work we have found does all of these things

but there is a lot of interest in the same ideas. In the ACM Digital Library alone,

we found 7457 papers related to 3D natural interfaces. From this pool of papers, a

lot can be excluded especially those whose work was based on natural language, audio

interface, 3D sketching and animation.

2.2.1 Natural Input for 3D Manipulation

In this first part of our survey we examine work that uses cheap commodity devices to

create 3D interfaces. In particular, a lot of work has used game controllers and mobiles

because these are so readily available.
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2.2.1.1 Using the Microsoft Kinect

P. Song et al. [99] used a low cost sensing device, the Microsoft Kinect, to perform a

3D manipulation task. They implemented a handle bar metaphor that maps the user’s

hand gestures to the corresponding virtual object manipulation operations.

The authors argued that the current mid-air interaction methods for manipulating a

3D object normally require contextual and mode switching to perform operations such

as translation, rotation and scaling. Hence, their aim was to develop a controller-free

environment that supports natural and intuitive mid-air interactive gestures without

using any cumbersome handheld peripheral.

The proposed handle bar metaphor mimics common situation of handling objects

that are skewered with a bimanual handle bar. This interface uses hand gestures -

POINT, OPEN and CLOSE - to control the interaction.

The 3D manipulation was done by first selecting the object in the Browse and

Select mode. A hand avatar was used to represent the movement within a 2D plane

that follows the OPEN palm gesture. Once the object was selected, a virtual handle

bar would be pierced through it. The translation, rotation and scaling was performed

by manipulating the handle bar combining the hand gestures.

The interface was evaluated in three di↵erent tasks. The first task was for rotation

and translation, the second task was for a constrained rotation and the third task

was for multiple objects’ manipulation and alignment. The constrained rotation was

introduced because the handle bar metaphor has one weakness - a rotation around x-

axis is not possible because “the wrist-based rotation of the two CLOSE (hand gesture)

fists does not change the position of their (3D virtual objects) centroids and thus gives

no angular rotation cues”.

M. Raj et al. [87] also used Microsoft Kinect as a cheaper way to support a 3D

manipulation task on a desktop display. Their purpose was to evaluate a gesture-based

method of interaction that is more suitable for a 3D operation.

For this purpose, they implemented two visual display controls - a self-avatar hand

with an arm and a sphere as shown in Figure 2.1. They wanted to see if the avatar

would facilitate the task of 3D object manipulation.

In the experiment conducted, the participants were asked to manipulate the object

on the right side of the display screen to match with the orientation of the object on the

left side of the same screen. Each participant was equipped with a sensor - Intersense

InertiaCube3, and a mouse on their right hand and was given a starting position.

Two modes were used to manipulate the object - swipe and twist. The swipe mode
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Figure 2.1: A self-avatar hand with an arm and sphere, taken from

M. Raj et al. [2012]

is used to drag the object in the direction of the hand whereas the twist mode means

the changes of the orientation of the object about the wrist axis. If the orientation of

the manipulated object was within 15 degrees of the orientation of the target object,

the participants would be prompted with a “match detected” message on the display

screen. They were only given 90 seconds to complete the task.

As mentioned earlier, the authors’ goal was to find out which visual display could

facilitate the 3D manipulation better. From the conducted experiment, there was

no overall di↵erence in performance found between these two visual displays. The

participants’ gender and video game experience did not a↵ect the performance in the

self-avatar display condition. However, these two factors did influence the manipulation

task in the sphere display condition. Since these individual di↵erences only occured in

the sphere display condition, the authors suggested that the use of self-avatar would

be beneficial to a larger population of users.

Another project that took advantage of the popularity of Microsoft Kinect was

done by O. Hilliges et al. [45]. A system called HoloDesk which combined an optical
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see through display and the Kinect camera was developed to interact directly with the

3D graphics as shown in Figure 2.2.

Figure 2.2: HoloDesk, taken from O. Hilliges et al. [2012]

Their aim was to allow the users’ hands to be literally inside the display so that

they can interact with the virtual objects without the need to wear any specialized

hardware or input devices. This virtual world needs to be spatially aligned with the

real world for the interaction to take place. To make the interaction more natural, the

authors used a hand grasping method to manipulate the object.

The authors claim that grasping is arguably the most common mode of manipulat-

ing objects. They also stated that to model a hand grasping technique, the collision

and forces exerted on the virtual objects need to be modelled accurately.

Also using the Kinect, R. S. Yang et al. [114] proposed a way to control a 3D

modeling application based on a low cost system. The authors also applied markerless

tracking to create a more natural interaction.

They developed a prototype system that uses 3D hand tracking and posture recog-

nition to perform 3D modeling. They were looking to explore the usability of using

bimanual control to perform the interaction. They wanted to find out if the hand

posture and motion are more natural than using a mouse, and also to identify if the

combination of posture and hand movements are a good way to use both hands for

manipulating the 3D object.

In this bimanual interaction style, the left hand is used to command selection via

hand postures. The right hand is used to control the movements in the virtual 3D

space by using the real 3D world coordinates of the hand.

The interface was evaluated where the task was to move an object in the 3D space

to a target location. The same task was also studied using a mouse interface. The
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initial starting position of the 3D object was set at random, but the final position was

always the same. As expected, from the result, the participants preferred to use the

hand tracking system to perform the operation.

2.2.1.2 Wiimote and Kinect

R. Francese et al. [32] developed natural interfaces using two popular gaming devices:

Nintendo Wii and Microsoft Kinect. The authors exploited the popularity of these

devices to create an interaction that can be expanded into 3D.

Their goal was to replace the traditional point and click interaction of the Bing Maps

classic PC navigation with gesture-based navigation. This idea was demonstrated in

two applications known as Wing and King.

In Wing, the Wiimote is used together with the Nunchuk to control the navigation.

The interaction on the Wiimote was implemented based on the motorcycle metaphor.

The device was used to control forward/backward movements as well as turning. The

Nunchuk on the other hand was implemented with the aeroplane cloche (joystick)

metaphor where it was used to control the altitude during the navigation.

In King, a paper aeroplane was designed as an avatar in the 3D world representing

the gesture performed by the user. The application uses a bird/aeroplane metaphor.

The Kinect controller captured the flying gesture performed by the user and mapped

the movement to the avatar. They proposed the bird metaphor is a novel interaction

that hasn’t been used in gaming.

Student volunteers without particular competences in 3D virtual world, games and

NUIs were used as subjects for testing. Each one of the them was instructed indi-

vidually on how to use both interfaces and then was asked to complete the navigation

tasks on two geographical paths of well known Italian cities. Their comments on the

interfaces were taken into account and their behaviors were observed. After the test,

they were required to complete questionaires.

2.2.1.3 Using the Wiimote

M. Chen et al. [21] built a 3D controller combining the Wii and several cameras. The

aim was to develop a universal motion control from the current and cheap hardware

that can perform general tasks in both 2D and 3D by simply changing its mode of

operation.

The authors stated that “the WIMP GUI may still be irreplaceable but 3D UIs will

be superior when the interaction is taking place in a 3D spatial context”. Because of
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this, they suggested that the universal user interface should be something that can

combine both 2D and 3D interaction.

They implemented this interface and demonstrated how it looked for a couple of

tasks including 3D manipulation of virtual Lego Bricks as shown in Figure 2.3. In

their demo application for 3D manipulation and 3D navigation, a lot of cues were used

to tell the users what interaction they were performing. A red overlay is used if an

object is graspable or objects are engaged but not correctly aligned. If the objects

are correctly aligned, a green overlay will be shown and the user can press a button

that will trigger the ’assemble’ command. For 6DoF browsing in the application, the

user needs to point the controller upward until a semi-transparent green appears which

indicates the desired operation has been triggered.

A universal motion controller is an interesting idea but it cannot be said to be

natural. It is a bit like having common steering system for cars, bicycles and boats.

Furthermore, there is no report of user testing so it is not possible to see whether the

universal interface is in any sense better.

Figure 2.3: Virtual Lego Bricks, taken from M. Chen et al. [2011]

M. Resl et al. [89] compared three Wiimote-based 3D interaction techniques for

basic spatial object manipulation. Instead of using gesture recognition, they mapped

the gesture movement to aid a 3D manipulation.

The first technique used only a single Wiimote. The second and third techniques

used two Wiimotes but with di↵erent styles of interaction. In the first technique, the

interaction is almost straightforward. The user points at an object, which is a cube in
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this application, and presses the A-button to pin the cube for rotation. To grab the

cube for movement, the B-button is used instead.

The second technique is known as Dual Wiimote - Spinning Top. This technique

uses the same concept as the first technique for pinning and grabbing. To rotate the

object, the users need to move both of the Wiimotes in opposite directions as if they

were starting the rotation of a spinning top with their fingers. The third technique,

Dual Wiimote - Distributed Control, used di↵erent Wiimotes for a di↵erent control.

The Wiimote on the right hand is used for movement while the left hand is used

to control the rotation of the cube. Unfortunately, rotation around the z-axis is not

possible except for the third technique where the rotation is performed by turning the

left-hand wrist.

Testing was done to compare the performance of the three techniques. The task was

to move and rotate the cubes in the 3D space. Based on the result, the first technique

was the easiest to use and the second was the worst. The third, while not being the

easiest, was actually preferred by the users.

S. Han et al. [40] took a di↵erent approach. They understood the role played by

the commercial game console in the user interface area especially the Wiimote. Since

the Wiimote provides only rough 3D position, roll and pitch, they proposed a system

that provides a more flexible and freeform gestures compared to the Wiimote.

In this system, the authors developed a two-handed spatial 3D interaction technique

using remote control devices with a hybrid 3D tracking system that can intuitively

manipulate a 3D object in the virtual environment. The remote device consists of an

ultrasonic receiver, inertial sensors and a switch.

The object manipulation can be performed as a one-handed or two-handed task.

Selection and translation can be considered as one-handed tasks. Rotation and scaling

require a two-handed interaction. They conducted a test to determine the ease of

use of the proposed system where the success rate of the 3D manipulation tasks were

evaluated.

L. Chittaro and R. Sioni [23] implemented a laser pointer-style (LPS) interaction

based on the Wiimote to study the physiological e↵ects of the LPS interaction compared

to a mouse and keyboard setup. The task was on object arrangement for building a 3D

virtual environment. This involved a 3D navigation for finding and going to the place

of a given object, selecting an object and manipulating it by changing the object’s

position, orientation and size.

To make the interaction as simple as possible, the authors only allowed for one type
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of manipulation to take place at a time. The switching from one manipulation type

to another is controlled by pressing key 0 on a keyboard or using a nunchuck for the

LPS interaction. Each manipulation type is represented by a di↵erent cursor icon on

the screen.

When the object is dragged vertically, it will be translated into a far or near move-

ment, whilst a horizontal drag will move the object to the left or to the right. Rotation

changes the orientation of the object along its vertical axis. A clockwise rotation is

determined if the cursor is dragged to the left, and a counter clockwise rotation is

determined by the opposite direction. To scale the object, users will just need to drag

the cursor up or down.

Before the experiment, the participants listened to a short briefing about the task,

about the use of physiological sensors and the use of the two webcams during the test.

The task needed to be performed in four di↵erent conditions. Before performing each

task, they were given unlimited time to practise the object arrangement task inside

the virtual environment to familiarize themselves with the controls and the task. They

were also allowed to ask questions during this trial session.

During the experiment, the participants were required to arrange a blue “K” object

and a green “Z” object that has yet to be selected, to match the position, orientation

and scale of a red, semitransparent copy of the object itself. To find out if the target

and the object match with each other, error tolerance thresholds were used. These

thresholds values were determined during a conducted pilot test to obtain a level of

complexity that is acceptable for users.

At the end of the experiment, the physiological sensors were removed and the

participants were asked to fill in a questionnaire, ranking the four conditions of the

task performed. From the result, they found out that the LPS interaction caused more

muscle exertion than mouse and keyboard.

2.2.1.4 Using Smartphone

D. Lee et al. [67] proposed the use of a smartphone to perform a 3D interaction. The

authors used the same reasoning for choosing a mobile device as a 3D input - it is

cheap and owned by many people.

The mobile is used as a tracker device to manipulate the 3D object. Unlike wireless

controllers that use Bluetooth to connect to a system, this application uses Wi-Fi to

send data to the computer.

The manipulation task was done based on Continuous Commands or Event Com-
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mands. Continuous Commands follow the movement of the mobile and are used for

3D hand placement and object manipulation. Event Commands need to be triggered

by tapping on the mobile screen before the users can perform grasp and release and

before entering the scaling and rotation mode.

This type of interaction has been used a lot in games especially for the mouse-based

games. Gamers would have to enter a di↵erent mode before they can perform a specific

action. Judging from informal observation, the proposed interaction would be easily

adopted by many people.

2.2.1.5 Summary

From the first part of this review, it could be said that most of the work in natural

interface has required the use of ‘mode’ in order to perform some types of manipulation.

Although this could mean a hindrance and make the interaction less natural, sometimes

the design of the interaction technique demanded the use of ‘mode’ in order to function

as naturally as possible. This shows that it is not yet possible to develop a fully natural

interface without compromising the naturalness with a non-natural interaction.

2.2.2 Innovation in Natural Interfaces

In the second part of our review, we discuss work that explores other ways to achieve

naturalness in 3D manipulation especially through the use of tangible interfaces. There

is also work using direct-touch tabletops.

2.2.2.1 Gesture-based Interaction

As did other researchers who used Kinect to track hand gestures, G. Bartoli et al. [8]

opted to use the same device to develop a prototype system to simulate virtual first aid

scenarios. Their aim was similar to the flight simulator application - to provide training

for Emergency Medical Technicians to operate in harmful and critical situations. In this

system, two types of interactions are used. The combination of mouse and keyboard is

used to select actions the users want to perform from the displayed 3D menus. Gestures

are used to perform the selected actions.

S. A. Iacolina et al. [65] developed a system to allow casual users to inspect 3D

objects through hand manipulation as in the real world. The camera tracks the hands

open/close gestures which resemble the act of grasping a real object. The authors

compared the di↵erent manipulations performed based on free-hand interaction and
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multitouch. The authors claimed that the ability to directly manipulate the 3D models

greatly simplified the action.

L. Zhang et al. [119] also used a camera for 3D gesture interaction but instead

of using a game controller input, they used a handheld camera. They developed an

application known as UCam that can directly map the hand’s movement in 6DoF

space to a virtual object. However, the gestures tracked by UCam are not purely

6DoF. The camera can di↵erentiate up to 4DoF movements, and the other two degrees

of freedom are achieved through the use of a control button. They compared their 3D

manipulation task with a mouse input. From the result, the handheld camera seemed

to be more unstable and less accurate than the mouse but the participants found it to

be more flexible and more convenient to use than the traditional input device.

S. Kratz et al. [64] opted to hold a mobile device as well as a way to detect mid-air

gestures that can be used for manipulating a 3D virtual object. However, rather than

using a computer to display the virtual world, they used the mobile device itself as a

display. The application, known as PalmSpace, creates a 3D space around the device

where the manipulation of the 3D virtual object via hand gestures takes place. Two

interaction techniques are used: the BackSpace and the SideSpace. These are two-

handed interactions where one hand is used to hold the mobile device while the other

one is used for interaction. These techniques were compared with a virtual trackball.

From the result, PalmSpace performed better than the virtual trackball. In terms

of qualitative ratings in public situations, based on a questionnaire evaluation, the

virtual trackball outperformed both PalmSpace methods as all participants would use

the virtual trackball in public spaces. The authors believed the reason was because the

touch-based screen interaction is widely known compared to the PalmSpace interface

which was still new.

D. Kim et al. [60] used a camera to recover a full 3D pose of the user’s hand in a

system known as Digits, a wrist-worn sensor. The camera is attached to the wrist so

that it can image a larger part of the user’s bare hand. The user can perform continuous

or discrete hand gestures that support spatial navigation, pointing or selection in 3D.

The authors only performed an initial test to find out how easily it can be used in

hand tracking. The result showed that the tracking performance is close to existing

data gloves.

Research in direct manipulation is also conducted in the Computer Aided Design

(CAD) area. R. Wang et al. [106] developed a prototype for a bimanual tracking

system using the PS3 Eye camera that provides a 6DoF control for a 3D assembly
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task as shown in Figure 2.4. The system tracks 6DoF for each hand and a pinching

gesture for selection. The gestures can be used to manipulate the camera perspective

and the objects in the scene. Visual cues are used to di↵erentiate each assembly action.

This prototype generates the exact positioning constraints used in CAD for mechanical

engineering. Since it tracks the hand without gloves or markers, the user can easily

use this system with a mouse and a keyboard.

Figure 2.4: 6D Hands, taken from R. Wang et al. [2011]

Medical imaging is another area that can benefit from this 3D manipulation tech-

nique. L. Gallo et al. [34] used the Wiimote as a 3D input to interact with volumetric

medical data in a semi-immersive virtual environment. This method is specifically

designed to select and manipulate 3D medical data. The interaction has two states:

pointing and manipulation. The user has to push a control button to switch in between

the two modes.

2.2.2.2 Hand Gesture for an Open Source Framework

F. Pedersoli et al. [82] chose to develop an open source framework for Kinect known

as the XKin to enable a more natural and intuitive hand-gesture interactions. Its

APIs allow the user to build up intuitive and personalized applications based on hand

posture and gesture recognition. The hand posture is a static pose of a hand that

communicates a particular message while the gesture is the movement of hands. Their

aim was to encourage researchers to contribute to the open-source community.

J. G. Sheridan [94] also went for a similar goal. She developed a prototype open

source tool for two-handed multi-dimensional and 6DoF motion tracking and visual-

ization. The aim was for other researchers to use her low-cost and “low-fi” system to

capture a very fast movement of two hands in 6DoF using the Wiimote as a baseline
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platform. Without using the Wii development kit or the Wii tracking library, she used

a camera to track the Wiimote with an LED attached to the end of it. Her next plan

is to combine her current methods with the Kinect technology.

2.2.2.3 Tangible Input

There is also work done using tangible input which is not based on cheap comodity

devices. D. Bradley and G. Roth [15] created a tangible user interface (TUI) system

that tracks a 6DoF pose of a sphere in a real-time video stream and applies the pose to a

virtual object. Red and green dots on the sphere are used to determine the orientation.

The positioning is calculated by projecting the sphere onto an image plane and finding

its position in the real world coordinates. The authors claimed that the sphere with

6DoF position and orientation was e�ciently detected from the video stream.

D. Burnett et al. [19] developed a TUI that can be used for games running on

commercial touch screen tablets. The authors aims were to ascertain the benefits of

using physical game pieces on this particular device as well as to generate a framework

where the contraints imposed by the operating system of the device can be evaluated

by other game piece designers. They implemented a game called Air Hockey that can

be played by using physical or virtual mallets as input and an iPad as the table with a

virtual puck. Based on an experimental test, they could see the di↵erence in interaction

comparing their visual system with physically playing the game.

J. Lee et al. [69] used a di↵erent method to physically manipulate a 3D object.

They implemented an input device known as Beyond that actually collapses in the

physical world when pressed against a screen and then appears in the virtual world.

With this method, the user can directly select, draw and sculpt in the virtual world

without having to wear special glasses or wearables.

Another specialized TUI input, the ActiveCube, was developed by R. Watanabe

et al., as shown in Figure 2.5 [107]. The user can interact with a 3D environment

by constructing physical cubes equipped with input/output devices. Each cube has a

unique function and its functionality can be dynamically changed depending on the

connected positions/orientations or the assembled object shape. These cubes need to

be connected to a base cube to allow a communication between the cubes and a host

PC.

Augmented Reality (AR) is another field that focuses on a realistic interaction with

the virtual world. A. Henrysson et al. [43] developed a mobile phone application in

which the users can manipulate the virtual objects shown as part of an AR environment.
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Figure 2.5: ActiveCube, taken from R. Watanabe et al.

The authors implemented several interactions for positioning and rotation. The mobile

device itself can be tangible where the selected virtual object is fixed to the movement

of the phone or can be manipulated through keypad/joypad or arcball. From the

experiment, the authors found out that the tangible approach may be fast but is less

precise and unsuitable if the interaction requires an accurate object manipulation.

There was also a study conducted by A. N. Antle et al. [6] that compares the

e↵ectiveness of TUI input against a mouse input. They used children as subjects to

perform a test on solving a virtual puzzle task. Three types of actions were observed

during the test: direct placement, indirect placement and physical exploration of the

problem space. From the observation, the authors found that the direct manipulation

based on TUI input solved the task faster and was easier to use. It also supported

more exploration of the problem space than the mouse input.

2.2.2.4 Mouse as 3D Input

Although a mouse provides 2D input, it was used as input for 3D manipulation more

than 10 years ago as demonstrated by G. Smith et al. [97]. The authors used constraints

to restrict the object’s motion in the virtual scene. Three types of constraints were

used for comparison. Unconstrained (UC) mode is similar to CAD programs where

the user can place an object anywhere in 3D space, with any orientation. Partially

Constrained (PC) mode uses a more general constraint environment where objects can

only lie on a horizontal or a vertical surface. Fully Constrained (FC) mode defines a

set of contraints associated with each object. The result showed that the performance

in UC is slower than FC and PC.

24



In the early 90s, there was also an attempt to create a 3D mouse by D. Venolia [105]

that can directly manipulate 3D objects. This experimental 3D interface used a 3D

cursor designed as a cone shape to control the objects. To select an object, the tip

of the cursor is placed inside the selected object. The object can then be moved and

rotated by using a technique based on a “tail-dragging” metaphor. To align the object,

a “snap-to” technique is used.

B. Froehlich et al. [33] developed two 6DoF input methods called the GlobeFish and

the GlobeMouse. The GlobeFish is a custom 3DoF trackball suspended in an elastically

connected frame that can be moved slightly in all spatial directions by using force. The

GlobeMouse on the other hand is a hybrid of the GlobeFish and a SpaceMouse where

the trackball is placed on top of the SpaceMouse. These two prototype devices were

compared with the SpaceMouse where they performed better in a docking task that

required they user to rotate and translate a 3D cursor onto a 3D target.

2.2.2.5 Tabletop Display

S. P. Smith et al. [98] developed an application that can remotely rotate a 3D object

on multi-touch tabletops. The authors explored two techniques using relative and and

absolute mappings. In the relative mapping, a virtual touchpad is used to associate with

a target object. In absolute mapping, three di↵erent metaphors are used. A “voodoo

doll” metaphor copies the target object with the same properties and is rendered larger,

a “telescope” metaphor enlarges remote objects and a “virtual-flying camera” metaphor

provides user with an additional viewport into the 3D scene. From the test result, the

relative mapping was faster than the absolute mapping. From the three metaphors

used in the absolute mapping, the voodoo doll was found to be the easiest whilst the

flying camera was considered too complex to use.

Another 3D application done on a tabletop surface was carried out by D. Mendes

et al. [76]. The application known as LTouchIt is used to create 3D models for an

interactive LEGO application and supports bimanual multi-touch input as ahown in

Figure 2.6. The interaction uses a “pick” metaphor to grab and then move the object

without releasing the gesture. A combination of touch gestures are used to perform

translation and rotation. LTouchIt was compared with two LEGO applications that

use “windows, icons, menus, pointer” (WIMP) paradigm and was found to be in tune

with its competitors but it gave the advantage of having a hands-on experience.
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Figure 2.6: LTouchIt, a snapshot from a YouTube

2.2.2.6 Summary

In this second part of review, we could see that the same concept of using ”mode”

applies to most of the interaction techniques. However, the interfaces discussed in this

section were not limited to using readily available cheap devices only; there is a lot of

work on natural interface developed through the use of tangible objects. Whilst the use

of a tangible object is not much di↵erent from using the Wiimote - both devices need

to be held during manipulation - the tangible object might require additional setup in

order to make it trackable.

2.2.3 Other Work on 3D Natural Interface

In the rest of this survey is included work with a similar objective to ours, but with a

significantly di↵erent approach. This includes work studying gesture recognition and

work requiring special and possibly expensive hardware. Although it is not directly

comparable with our work it is included because the ideas behind these contributions

are important to help us understand what makes good natural interaction.

2.2.3.1 Wiimote and Gestures

The Wiimote has been used a lot in gesture-based applications. S. Sreedharan et

al. [100] explored the possibility of using the controller to provide 3D gesture-based
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input to the 3D virtual world, Second Life. From its usability testing, the interac-

tions were appealing and natural for gestures like waving but hard to map to facial

expressions. Another gesture-based application that uses the Wiimote was done by

E. L. Wong et al. [111] for an interactive music performance system on a PC plat-

form. The controller was creatively used to perform conducting, percussion and sound

manipulation.

T. Schlomer et al. [92] developed a system that allows arbitrary Wiimote gestures to

be trained by using one hand. This gives the flexibility to the user to personalize their

own preferred gesture for interaction rather than using a predefined set of gestures. To

use the Wiimote as a pointer requires the user to face towards the sensor bar and this

limitation doesn’t make the controller suitable to be used in a “surround environment”.

T. Sko and H. Gardner [96] improved this limited interaction by introducing a Multiple

Sensor Bar system which allows the Wiimote to be used in a two-walled, VR theatre.

2.2.3.2 Novel Interfaces

Some researchers prefer to create a novel TUI as an input. Y. Huang et al. [51] and Y.

Huang and M. Eisenberg [50] invented Easigami, a reconfigurable system of thin flat

polygon pieces that can be folded. The physical arrangement of the pieces, connected by

electronically instrumented hinges, is read into a computer and displayed interactively

in real time. X. Cao and R. Balakrishnan [20] demonstrated a variety of interaction

techniques through the use of a passive wand tracked in 3D for large displays. Since

the TUI, known as the VisionWand, is lacking buttons, the authors developed a set of

postures and gestures to track its state and enable command input.

T. Doering et al. [27] created a working prototype TUI by physical composition

where its physical interface elements were separated from its functional part. The

concept was based on an inner Core where it provides the basic technical and soft-

ware infrastructure of a product while an outer Shell allows for a flexible interface

to be designed such as adding a button or a slider to the interface. S. Hunter et

al. [52] developed educational applications software for children, Make a Riddle and

TeleStory, on the Siftables platform [2, 78], which is a hybrid tangible-graphical user

interface equipped with motion and neighbor sensing, graphical display and wireless

communication. The platform provides children with responsive feedback to encourage

manipulation and to increase engagement while playing with it.

G. W. Fitzmaurice et al. [29] developed a graspable user interface through the use

of physical handles called “bricks” that can control the electronic or virtual objects
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directly. The bricks can be tightly coupled or fixed to virtual objects for manipulation

or for expressing action. H. Ishii and B. Ullmer [54] proposed their vision, the Tangible

Bits, that can integrate the augmented world with the physical environment. They

implemented three prototype systems to explore the use of physical objects as a way

of manipulation in the center of users’ attention, as well as using ambient media as a

way to communicate information at the periphery of human perception.

By using an eyedropper metaphor, J. Zigelbaum et al. [121] developed Slurp for

location-based media that can extract digital media from physical objects with haptic

and visual feedback. Slurp works where the media can be slurped up when being

touched by the device, and then the content can be squirted out by touching it to a

screen or pointing it at a remote display. J. Lee et al. [68] presented ZeroN, a tangible

representation of a 3D coordinate of the virtual world that can be levitated and moved

freely by computer by using a magnetic control system. This interface enables mid-air

interaction that can be used in a lot of simulation such as architectural, physics and

entertainment.

M. Fjeld et al. [30] presented an instantiation of NUI called BUILD-IT which allows

multiple users to interact simultaneously in one common space to perform a design task

for assembly lines and plants. The system uses a multi-brick interaction tool to render

virtual objects where the bricks can be positioned and rotated according to their correct

location.

P. Reuter et al. [90] developed ArcheoTUI that uses tangible props to manipulate

virtual fragments of fractured archeological objects. These props are electromagneti-

cally tracked, which can be mapped directly to the corresponding virtual fragments on

the display. K. Y. Cheng et al. [22] described an approach where users can utilize an

everyday object to be an instant tabletop controller. They developed iCon, a protoype

platform to analyze the possibility of using an object from the current user’s work

environment as a TUI.

2.2.3.3 TUI and Direct Touch Tabletop

There is also work done to adopt the use of TUI with the tabletops. P. Dalsgaard

and K. Halskov [25] proposed an interface that combines tangible interaction, tabletop

interface and 3D projection. This tangible 3D tabletop enables a precise projection of

content such as a blueprint of a building or information about cultural institutions or

3D building facades onto tangible objects placed on the table.

Collaborative virtual environment (CVE) supports collaboration in a virtual, 3D
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world where users would feel as if they were interacting in the real world. Following the

CVE approach, A. Wu et al. [112] presented their work on navigating and manipulating

objects by using tangible objects and a tabletop interface. The tangible controls are

integrated with a top-down perspective which the authors claimed can provide the

users with a better understanding of the virtual world and makes the interaction more

natural.

M. Hancock et al. [41] explored the use of tangible and direct touch interfaces

to accomplish a 2D information visualization exploration and 3D object manipulation

tasks on a digital table. They found out that navigating the visualization was e↵ectively

done by using the tangible interaction whereas the touch interaction could move and

rotate objects in 2D faster.

2.2.3.4 Hand Tracking Techniques

In another study, K. Hinckley et al. [46] proposed a work on a multiple DoF input with

two hands to support 3D neurosurgical visualization as a post-WIMP interface. From

the experimental evaluation, the result showed that the two-handed interaction can

be twice as accurate as one-handed performance for the task of mimicking a posture

without visual feedback.

Tracking hand gestures with a camera is also a popular choice among researchers.

R. Held et al. [42] developed a system where puppeteers can use their own toys and

props to directly perform 3D animations based on motion capture. These puppets

are manipulated in front of Kinect camera where the system will use image-feature

matching and 3D shape matching to recognize and track them.

B. Yoo et al. [116] proposed an interaction method using a combination of a hand

and a line of sight (LoS) tracks by a far-distance depth camera. Their methods require

the whole interaction screen to be divided into a set of interaction sub-regions. Based

on these sub-regions, the LoS is used to select any sub-regions while the hand is used to

point toward the region around the object of interest before manipulating the object.

This interaction uses the concept where we naturally align our pointing hand with the

LoS. S. Ghosh et al. [37] developed a realtime 3D markerless system that can detect

and track multiple hands simultaneously. This system allows users to move freely in

any direction and orientation and at the same time maintaining the information of

each hand movement over a period of time.

R. Wang et al. [106] proposed another markerless bimanual hand tracking system

for assembling a 3D object in 6DoF. The hands are tracked using two webcams. This
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system allows users to use the mouse and the keyboard if they need to, and automati-

cally stop the hand tracking while the conventional interface is in use.

Y. K. Jin et al. [55] created GIA, a gesture-based interaction photo album for storing

and managing digital images in a photo album. Users can choose an album in a pick-

and-drop manner, manipulate the size and the orientation of the images with their

finger or turn a page to view the photos. N. Henze et al. [44] developed a consistent

set of free-hand gestures to control music playback after refining the gestures based

on a constant user feedback. The gestures were used for common manipulation when

playing music such as play, stop, pause, changing the volume and move to the next or

previous track.

2.2.3.5 Mobile Devices

Besides the comodity hardware, mobile devices are also widely used in this area, either

as a camera to track gestures or as a tangible input itself. H. N. Liang et al. [70]

investigated the possibility to combine surface and motion gestures on mobile devices

to perform 3D manipulation on large surfaces. Based on experiment, the authors

implemented a potential interface, the SquareGrids, a single-sided multi-touch tablet

that can be used to manipulate distant objects, with the aid of its accelerometer and

gyroscope.

J. Zizka et al. [122] used motion-based interaction adopting a laser speckle sensing

technique for their applications. They developed several prototypes. TouchController

is a combination of remote translation and multitouch where it can act as a regular

mouse, as well as being tracked in midair, with a multitouch surface. MobileViewport

combined their 3D tracking technique with a mobile phone. They also developed a

motion input for public displays where they integrated an optical mouse sensor and

laser behind a glass window.

2.2.3.6 Virtual and Augmented Realities Environment

S. Neale et al. [79] used the concept of snapping pieces into place when they were

correctly positioned in a 3D AR Puzzle application. The prototype allows users to

physically orientate the virtual object to the right position and the snap interaction

acts similar to the way the objects in the real world click when they fit together or

the way two magnetic objects attract each other. In the Arch-Explore application

developed by G. Bruder et al. [17], users can naturally explore 3D architectural models

at di↵erent scales by walking into a VR environment using either a head-mounted
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display or CAVE setups. Since the interface registers physical with virtual walls, users

are able to feel the passive haptic feedback when they touch some walls in the virtual

world.

N. Petersen and D. Stricker [85] used a di↵erent way to interact with the virtual

world. They enabled the switch of domains between the contents of the interface of a

virtual instance and a physical instance in the real world. Based on a 3D hand gesture

interface, a multi-touch interface and a paper-based object, the system works by first

tracking the user’s hand in 3D. The user can point to select parts of the displayed

object, and then “grab” (pulling and move away) the information. The information

can be visualized as a virtual sheet of paper held between the fingers.

2.2.3.7 Multitouch Displays

For applications on multi-touch displays/tabletops, S. Strotho↵ et al. [101] proposed a

3D interaction technique, Triangle Cursor, that produces 4DoF of object manipulation

above the tabletop. The interaction uses an indirect approach where the users can

select an object, position it, adjust its height and perform yaw rotation. This method

can be further extended into 6DoF using a trackball metaphor to control the pitch and

roll of the object.

Y. Yin and R. Davis [115] developed a recognition system that can continuously

track 3D hand postures in real time with a tabletop display. The gesture recognition

was tested with the Google Earth 3D map on a web page where the background image

of the map on a display changed according to the gesture. A. Martinet et al. [73]

explored a way to map finger gestures to 3D movements to position 3D objects on

multi touch displays. They designed a Z-technique which allows 3D positioning to be

done in a single view of the scene.

J. L. Reisman et al. [88] extended the principles used in 2D Rotate-Scale-Translate

into 3D. They used one and two-finger interactions to manipulate the object in 4DoF

as in 2D, and used three-finger interaction to create a complete 6DoF manipulation.

These interactions are actually two-handed interaction. A. Sharma et al. [93] developed

MozArt, a multimodal interface that combines touch and speech input to perform 3D

modelling. The manipulation of objects is done on a tiltable multi-touch table whilst

speech commands are used to perform actions that were previously done through the

use of menus and icons.

F. Daiber et al. [24] evaluated the e↵ect of position and motion parallex of indirect

multi-touch 3D selection techniques under stereoscopic display. When head-coupled
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perspective and touch-based interaction are combined, this produces unintended ob-

ject movement, thus a one-to-one correspondence can’t be achieved. Y. Sugano et

al. [102] attempted to solve this problem by creating a consistent perspective for di-

rect interaction under motion parallex on multi-touch surfaces. This would increase

the natural experience when viewing and controlling the 3D environment because the

position of the projected image plane will be changed according to the head movement.

M. Hachet et al. [39] combined a multi-touch workspace with 3D stereoscopic objects

and 2D monoscopic content where users can benefit from direct and indirect interaction.

In this system, users can see the floating 3D object in the same space as the data

displayed on the touchscreen.

2.2.3.8 Hybrid Approach

Other researchers who went for this hybrid approach were S. Baumgartner et al. [9].

To avoid wearable devices, the authors used a special 3D display device to project the

stereoscopic display, and a Tablet PC acts as a 2D interface to perform tasks that don’t

need to be done in the virtual environment such as reading 2D text and browsing for

information.

K. Hinckley et al. [48] also chose to combine two inputs to create a new tool.

Based on pen and touch core tasks, users can perform di↵erent sets of gestures for

each interface. For example, the pen is used for writing/drawing strokes, whereas

the touch is used to manipulate interaction such as zooming, flipping pages, moving

and selecting objects, and creating new objects. The authors’s emphasis was not on

evaluation; however they did test the di↵erent sets of gestures with 11 users, who found

their approach to be appealing.

2.2.3.9 Pen / Stylus Input and Haptic Feedback

E. Ahn et al. [4] proposed a way to do 3D tracking for an auto stereoscopic display on

a mobile phone by modifying a standard stylus into an articulated device with joint

sensors. Feedback such as sound, visual and tactility are used to assist in selecting

the object in the small phone space. A. Withana et al. [109] also used a stylus which

incorporates a specialized haptic force feedback to enable direct touch and manipulation

on a surface environment. ImpAct, as they called it, is a pen-shaped device that can

change its length when it is pushed against a display surface, and appears inside the
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display device as a virtual stylus as if the stylus has penetrated into it. This enables

the interaction with the virtual objects.

Still using a pen as an input, A. Agarawala and R. Balakrishnan [3] developed

BumpTop, a virtual desktop prototype where users can organize their desktop by drag-

ging or tossing the objects under the influence of physics. This means the users would

experience friction and mass when organizing the desktop, and the objects can collide

and displace others as in the real world.

The use of haptic feedback can increase the naturalness in the interaction. By

focusing on this concept, B. Baxter et al. [10] developed DAB, a system for artists to

draw in a virtual environment by using a 3D virtual brush. A. Rowe and L. Birtles [91]

also opted to use haptic feedback to allow users to naturally interact with a virtual

environment. With Glowing Pathfinder Bugs as objects, the creatures are aware of,

and can respond to the change of environment surrounding them.

2.2.3.10 Indirect Interaction

An indirect user interface is a conventional way to interact with the computer. For

this type of interaction a mouse is commonly used. There was work done in 1986

where the goal was to position a 3D object interactively. E. A. Bier [11] introduced

the concept of Skitter and Jacks where the jacks are the coordinate frames used for 3D

object transformations, whereas the skitter is a 3D cursor used to position jacks in the

scene.

J. Y. Oh and W. Stuerzlinger [81] proposed a new technique to move objects in

CAD by using the mouse. The basic process is to find a movement surface, which is

mapped to the mouse movement and let the selected object slide on the surface as

the mouse cursor moves. A. Khan et al. [59] introduced ViewCube, a 3D orientation

controller and indicator to assist in the manipulation of a 3D object for CAD users. It

contains 26 possible views for a 3D object where each view is mapped directly to the

object so whenever the view changes, the object will be a↵ected too.

2.2.3.11 Direct vs Indirect

C. Forlines et al. [31] did a comparison between direct touch and mouse input for

unimanual and bimanual tasks on tabletop displays. They conluded that it was really

di�cult to use two mice in parallel which also a↵ected the performance. The bimanual

touch input gave a better performance, but, it decreased in accuracy rapidly over

distance.
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C. Muller-Tomfelde and C. Schremmer [77] also compared direct and indirect meth-

ods. However, rather than comparing which input was better, they intended to observe

how the di↵erence between the touch and mouse inputs a↵ected the patterns of collab-

oration in achieving a shared goal.

2.2.4 Current Interfaces for 3D Modeling

Computers have been used a lot to assist in the creation or modification of a design.

Examples of the current popular tools used for this purpose are Blender and FreeCAD

for free software packages, and Maya and 3ds Max for proprietary software.

The fundamental principles for the interaction used to create and manipulate a 3D

model in these software are basically the same. The only major di↵erences might be

in terms of the layout and the commands used.

Let’s take look at the Blender interface for an example [Figure 2.7]. When a user

starts the Blender application, a ’grid’ environment is displayed, showing the view of

its three basic objects: a cube, a light and a camera. This view can be changed to

“top”, “front”, “right” and “camera”. The user can also split this view into 4-view

window so he can see what the object looks like from di↵erent views at the same time.

Figure 2.7: A Blender interface.

The interface uses several modes for a 3D manipulation. For example, to model or

modify an object, the user has to be in an “edit” mode. To move around the object, the
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user has to switch to an “object” mode. To translate or rotate the object requires the

user to use a di↵erent command, and the translation or rotation can only be performed

one at a time.

This type of interface still uses a traditional mouse input to perform the task. Be-

ginners will find it hard to master its interface without proper training. This interaction

can be simplified if we allow the manipulation to be done in 6DoF. The user might still

need to be in a di↵erent mode to di↵erentiate between editing and moving. However

the manipulation of the 3D object itself doesn’t have to go through several steps just

to displace the object in a slightly di↵erent direction.

2.2.5 User Interface Research at University of Otago

There has been work done on natural interaction at University of Otago itself. All

of these applications were developed as part of Computer Graphics and Vision Lab’s

projects.

2.2.5.1 Watching Window

The Watching Window was the first natural interface project done here [75]. The idea

was originated from Professor Geo↵ Wyvill, where he claimed:

“Computers have looked so much the same for nearly twenty years. We

are so used to the screen, keyboard and mouse that we forget that this

appearance is merely a fashion and an accident of history. We should be

able to communicate with a computer by speech and by gestures. Instead

of using special tools like a keyboard, the computer can be programmed to

determine our desires by watching and listening.”

The basic concept of the Watching Window is to have a user being “watched” by two

small cameras residing at each side of the screen [Figure 2.8]. From the head movement

and the hand gestures, the computer must be able to deduce what the actions are. The

most important concept for the Watching Window is for the computer to determine

what the object will look like from the user’s point of view.

The original Watching Window consists of a big screen and a box shape booth with

white painted walls with two cameras. The current Watching Window uses a 42” LCD

screen with the ability to show stereoscopic images.
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Figure 2.8: The Watching Window - the computer determines what

the user will see.

2.2.5.2 Direct Manipulation Interface

In 2006, a student in our department, Natalie Zhao, wrote a Direct Manipulation

Interface by using a mouse to manipulate a 3D object for her Master’s thesis (N.

Zhao [120]). A standard mouse is designed to work in a 2D environment. To allow the

mouse to sense movement in all three axes is possible with some neat tricks.

If we look at the computer screen and at the same time we move the mouse straight

to the right and then push the mouse straight ahead, we can see that the mouse cursor

on the screen is moving to the right and then going up. The cursor will never go into

the screen, doesn’t matter how much we are pushing it forward.

By using the mouse behavior, she designed the desired directional movement. It is

pretty obvious that if we are pushing it forward or backward in a straight direction,

the cursor will only go up or down. This is where N. Zhao’s idea came in. The user’s

intention can be predicted and we can use the knowledge to our advantage.

Based on the prediction of the user’s intention, to move the object up will require

them to push the mouse forward in straight direction. Therefore she concluded that

if the movement forward or backward from one mouse point to the next is within a

predetermined range, the object will be moved up or down. N. Zhao used 4˚ as the

vertical range [Figure 2.9]. I couldn’t justify the reason for using 4˚ because it wasn’t

mentioned in her thesis but I assumed the value is small enough to be considered as a

straight movement.

The movement in the x-z plane (the horizontal plane) is considered to be the normal

state motion. When the mouse is moved outside the range, it can be safely assumed
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that the user’s intention is either to go horizontally or in z direction. This free motion to

anywhere in space can be achieved by combining the vertical and horizontal movement

of the mouse.

Our initial implementation of this method will be discussed more in Chapter 4.

Figure 2.9: The X-Y plane where the shaded area represents the

’vertical’ movement of the mouse.

2.2.5.3 The Octagon

The Octagon is an application that allows eight “artists” to draw a 3D sculpture in a

shared virtual room [113]. For this purpose, eight computers are connected through

a network. At the center of the virtual room, there is a platform for the users to

build their sculpture [Figure 2.10]. Each user can add to the sculpture by selecting any

available primitive shape in a very intuitive way.

A mouse is used as an input. The beauty of this application is, even though the

mouse is a 2D tool, whatever shape being drawn on the platform will appear in 3D.

Therefore, the users need not worry about the technical details. They also don’t need

any instruction on how to use the application. The concept is very direct and they will

get the feel of the naturalness as soon as they grab the mouse and draw the first shape

on the platform.

But the direct and easy nature of the application is an illusion. It is achieved by

restricting the elements that can be drawn. What appears to be a 3D curve is actually

restricted to a vertical plane. This does not give the full 3D control needed to make

arbitrary shapes.
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Figure 2.10: The Octagon’s platform where the user can build their

sculpture.

2.3 Summary

In this chapter, we reviewed several studies of 3D natural interfaces. We found many

di↵erent styles of interaction, including TUI, hand tracking, multitouch tables, stylus

and even mouse-based interaction. We compared the work with the characteristics of

3D natural interfaces as mentioned in Section 1.3: cheap hardware, 6DoF, 3D manipu-

lation, testing by experiment and comparisons with traditional mouse-based interfaces.

Interestingly, no single study has yet incorporated all of these characteristics. In our

study, therefore, our goal was to incorporate all of them.

Our literature review also suggested some more specific directions for our natural

interface research. Firstly, we decided not to use a mouse. The mouse is one of the

most stable and popular interfaces created. As mentioned by L. Zhang et al. [119] the

use of camera to manipulate a 3D object is unstable and less accurate than the mouse.

The same can be said for other interfaces. But, using the mouse to perform a 3D

interaction won’t be straightforward. For instance, the direct 3D manipulation using

a standard mouse proposed by N. Zhao [120]required several steps and a prediction

to move a selected object to a specified destination. The system needs to be able to

predict from the user’s hand movement if the user is intended to move in the y- or

z- direction. If the intended direction is along the y-axis, then the hand movement

must always be within 4oof the vertical range, otherwise the movement is considered

as moving along the z-axis.

Secondly, we decided not to use a camera. A camera is a popular choice for a
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natural interaction especially when we can get a cheap device such as the Kinect or a

mobile phone easily( [67], [64], [43]). Researchers can also opt to use cheap cameras

to track hand gestures for manipulating an object ( [119], [60]). The drawback of

using the camera to track the movement is that it requires a set of gestures to be

predefined. An unknown gesture might not be intepreted correctly and might lead

to an error in the interaction. Another way is to use the camera to track a tangible

object as demonstrated by D. Bradley and G. Roth [15] where they implemented a

TUI system that can track a 6DoF pose of a sphere in a real-time video stream and

then apply the pose to a virtual object. The restriction with this system is that the

tangible object has to be within the camera’s view and we don’t know for sure how

the latency would a↵ect the interaction. O. Hilliges et al. [45] used a hand grasping

method to interact with virtual objects that worked well. However, as we mentioned

earlier, we want to avoid the complication of hand grasping, hence, for this purpose

camera-related devices are not an option.

Thirdly, we decided not to use a multitouch table. A multitouch table allows a direct

manipulation of the object, but the touch surface is 2D. This means a certain set of

gestures have to be used to tell the computer to perform a 3D action. Furthermore,

the multitouch device is not that cheap.

Fourthly, we decided to take physics seriously in our 3D interface. Not many papers

described their 3D manipulation techniques using correct physics. Many of them just

focused on how to perform the manipulation correctly and they also include scaling as

part of the manipulation. For example, P. Song et al. [99] allowed scaling in their 3D

manipulation task, and so did S. Han et al. [40]. Scaling of objects is useful for design

tools but not a function that exists in the real world.

We do not want scaling in the manipulation because it is impossible to do in the

real world. We are looking for an interface that can naturally manipulate a 3D object

in 6DoF under the influence of physics as in the real world. Apart from correct physics,

incorporating a visual cue such as shadows to give information about the depth of an

object into the application is also a good approach. Some researchers implemented

visual annotations to assist in the manipulation task. M. Chen et al. [21] implemented

an assembly task that uses artificial cues such as a red overlay to denote if an object is

graspable and a green overlay for the correctly aligned objects. M. Raj et al. [87] also

used a cue in the form of a message prompt to tell the users if they had successfully

matched the orientation of a test object with a given object. R. Wang et al. [106]

did not perform their 3D assembly task any di↵erently either. They also used visual
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annotations to di↵erentiate each assembly action as shown in Figure 2.4 above. We

believe with a correct combination of an input device, an interaction technique and a

calibration method, this lack of naturalness can be addressed.

Finally, the application has to be tested by the intended users and compared with

standard 3D modeling software. There is published work comparing the performance

of a proposed interface with a standard mouse interface. In this case, they wanted to

find out if their interaction was more natural than the mouse interface by identifying

or observing users’ preferences, as described in R. S. Yang et al. [114], L. Zhang et

al. [119], A. N. Antle et al. [6], D. Mendes et al. [76] and C. Forlines et al. [31]. C.

Muller-Tomfelde and C. Schremmer [77] compared the performance of a touch input

and a mouse input not to find which one is better but to observe how the di↵erence

between these two could a↵ect the pattern of collaboration in achieving a shared goal.

L. Chittaro and R. Sioni [23] wanted to investigate the physiological e↵ects of an LPS

interaction technique vs a mouse and keyboard setup.

There are also some important concepts that we can use from the papers reviewed.

Our focus is on a direct approach in manipulating the 3D object without any con-

strained movements. What we learned from M. Resl et al. [89] is that in order to

create a natural and easy to use interface, the interaction needs to be direct and simple.

That is exactly what we aimed to do.

We agree with Raj et al. [87]’s conclusion that the individual di↵erences in users’

spatial abilities and experience should be taken into account in designing the user

interface. There is no point in creating an interface that can’t be used by a majority

of users.

In the next chapter, we present a conceptual model of our interface that uses a 3D

input device, a one-to-one correspondence technique and a simple calibration method

to create an acceptable 3D natural interface.
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Chapter 3

Conceptual Design

In this chapter, we motivate the core design of our new 3D interface in Section 3.1,

and describe the design itself in Section 3.2. In Section 3.3 we introduce a novel task

to test the interface, and in Section 3.4 we describe how we propose to evaluate the

interface in relation to other 3D interfaces.

3.1 Understanding The Problem

Our objective was to create an application where users are able to manipulate a 3D

object as if they were playing with it in the real world. We chose an assembly task

because so many jobs in the real world require assembling of objects.

We know that most current 3D modelling software used for assembling 3D objects is

not natural. Although the environment is 3D, the interaction itself is 2D. As described

in Subsection 2.2.4, each translation and orientation can only happen in one plane at

a time. This type of interface is very hard for most beginners. That is why we need to

develop a natural interface to allow users to perform the task more easily and faster.

However, by just simply creating something that has not already been done by other

people alone is not enough. We choose to do something that we believe is better or

addresses a new problem that we see as important for other reasons. Although the use

of hand grasping can be really natural, we decided not to use this technique because it

is so complicated to model. We opt to go for a simpler solution. Having an object that

mimics the motion of a tangible interface object, on the other hand, is not as natural

as having an avatar that represents the object in our hand.

How would our 3D manipulation be? We do not feel that using artificial visual cues

is natural, and we plan to omit the scaling of objects as part of our manipulation since
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scaling is not something that we normally do in the real world. We need to figure out

a way to allow the users to perform the 3D manipulation task without using artificial

visual cues for them to know that they have completed the job.

3.2 A Proposed Solution: An Avatar which Acts

like a Magnet

The natural way of performing this task is to use a hand grasping technique. However,

as we mentioned above, simulating this type of gesture is too complicated. We need to

design another method that can move and place a virtual object accurately and at the

same time can avoid the complication of hand grasping. This interaction, represented

by a virtual controller known as an avatar, is controlled by the user’s hand gestures,

and is tracked with 6DoF.

The term avatar here might be a little misleading since the most general and ac-

cepted meaning of an avatar is always associated with ’playable character’ in the form

of a human body [63]. However, according to Kadri et al. [56]:

“Today, the avatars or 3D cursors used to display the user during manipu-

lation task in VE can look very di↵erent. Indeed, the virtual shape of the

user’s avatar can be either a tool (e.g., screwdriver, hammer), the whole or

subpart of the body (eye, hand, finger) or even any other object with or

without a semantic content (arrow, star, sphere).”

Lok et al. [72] extended the defition of an avatar to include ”a virtual representation

of any real object, including the participant. These real-object avatars are registered

with, and ideally have the same shape, appearance and motion, as the real object.”

In our context, we will use the definition of an avatar as defined by Lok et al. This

is also to make the meaning of our avatar consistent with the use of the term ”avatar”

in P. Song et al. [99], M. Raj et al. [87] and R. Francese et al. [32].

In Section 2.2.1 - 2.2.3, we described various ways of performing a 3D manipulation

on natural interfaces. For natural interfaces, the method varies based on the interpre-

tation of each researcher. It could be a hand grasping technique or tracking a tangible

input or using a touch interface. It might not be easy to pick one typical interaction for

natural interfaces. However, we could say that there is one common method used in

performing a 3D manipulation task for the current standard modeling software, which
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is using a mouse in a constrained movement. How can we design a better interaction

without restricting the movement of the avatar in space?

One technique that can fulfill this requirement is to use magnetic force. Magnetic

force attracts iron and steel objects easily. If the avatar is modelled as being magnetic,

and the objects are treated as if they were made of iron or steel, users can select which

object to grab by moving the avatar closer to it. If any objects are within the range of

the magnetic force, they will be attracted to the avatar [Figure 3.1].

Figure 3.1: A cube within range will be attracted to a magnet.

The magnet in this context is similar in concept to drag in 2D. From the papers

reviewed in Section 2.2.1 - 2.2.3,, we did not find any method similar to ours. The only

magnetic metaphor found was used as a snap technique to fit two pieces of puzzle that

were correctly positioned, as demonstrated by S. Neale et al. [79].

We understand completely that this technique could never replace the naturalness

of hand grasping and will not be a choice to perform the assembly of objects in the real

world. But for the purpose of this project, manipulating 3D object by using magnetic

force can be used as a compromise. Apart from that, our technique can also simulate

the softness of picking and manipulating the object as one would experience with hand

grasping. This magnetic metaphor is described in more detail in Section 4.2.3.1.
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3.3 A Task to Test the Proposed Interface

Having proposed a type of interface for manipulating 3D objects, we designed a task

to make use of this interface and test it. To demonstrate the idea, we chose to simulate

the task of putting cubes into tubes. This interaction requires users to grab a cube

and place it in the tube by using 6DOF without any constraint.

If we refer back to Section 2.2.1, we can see how the other researchers evaluated the

completion of their 3D manipulation tasks. Most of them use visual cues to denote that

the 3D manipulation task had been successfully performed. For example, M. Chen et

al. [21] used a green overlay for objects that were correctly aligned. R. Wang et al. [106]

also gave every assembly action a distinct visual annotations such as a golden halo for

an object selected for manipulation and a bounding box around the scene and a 3D

manipulator for camera rotation and translation. M. Raj et al. [87] used a threshold

value where the orientation of a manipulated object was considered a match if it was

within 15o of the orientation of the target object. A “match detected” message would

be prompted to mark the completion. B. Froehlich et al. [33] used spines around the

vertices of an object to indicate a docking tolerance. D. Mendes et al. [76] on the other

hand, would just need to place a 3D object in a correct position and orientation, and

the exact pose of the object would be “auto-corrected” by the system.

Our proposed interaction technique deliberately omitted explicit visual annota-

tions to indicate success in the 3D manipulation task. Rather we were focusing on

a more natural way, which uses physics to achieve the desired interaction. Users can

employ their common-sense knowledge about the conditions under which an object is

stably placed within a container to determine when the manipulation task has been

successfully achieved.

We needed to answer some questions before we could create an application that can

test our claim.

• How to represent the action in the virtual world?

• How big are the cubes compared with the tubes?

• Will the interaction be straight forward?

• How many times do the users have to repeat the task?

• What is the range of the interaction?
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• What about the physics of the virtual world? How accurate should it be?

• Since users are working in a virtual 3D world, how can the users tell exactly

where they are in 3D space?

3.3.1 The Action

In order to perform the task, users must be able to see their actions clearly. We decided

to use a 3D graphical representation of the real world object as an avatar, to meet this

requirement.

With the use of the avatar, users can move freely in the virtual world. They can

see where they are and can determine what type of action to perform based on the

position and orientation of the avatar.

3.3.2 The Design of The Scene

The idea is to build a room which contains several cubes and tubes. The size of the

hole for each tube should not be too big, just enough for the cube to be placed in

[Figure 3.2]. The shape of the hole is a square with rounded corners. This was done

so that the users would be forced to use a 6DoF interaction, which means the users

would have to carefully orientate the cube until it fits the hole nicely before it can be

pushed into the tube.

The shape and orientation of the tubes demand a 6DoF manipulation and they are

not aligned with any axis. All the tubes are oriented roughly about 45� facing the front

view so that users can see the hole. To make interaction more interesting, we assign

the same color for each cube-tube pair. To complete the task, users must put each

cube into its matching tube. The size of the scene will be dependent on the size of the

window created to display the virtual world.

3.3.3 The Interaction

The aim is to maintain the element of naturalness in the interface. Therefore, we apply

the use of magnet as it is without any modification. Once the cube has been picked

up, users can move the cube to the correct tube and place it accurately into the hole.

The cube can be disengaged from the magnetic grip by sliding the avatar on any static

(immovable) object in the scene or by shaking the avatar with force greater than the

magnet. We make sure that the task is not that simple to perform, and this can be
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Figure 3.2: Placing a cube into a tube.

referred to the training video provided in Appendix B: Videos 3 - Instruction for the

Experiment.

3.3.4 The Completed Task

The task is considered complete if all of the cubes have been placed accurately in the

right tubes. To place only one or two cubes will be too simple so we decided to have

four cubes that can be put into four tubes.

3.3.5 The Working Volume

One important aspect in this interaction is the range the users can work with. Since the

task is about manipulating 3D objects in a virtual world, there must be a predefined

range. It will not be natural if we have the virtual world displayed on a screen but the

interaction can happen anywhere.

We designed a 3D working volume that is right in front of the virtual world [Figure

3.3]. All interactions are done within this working volume. This is to match our

definition of naturalness where we want to achieve a one-to-one correspondence. The

users must be able to see their simulated action exactly as if it happened right in front

of their eyes.

3.3.6 The Physics

There won’t be any naturalness if the physics is not correct. When the cube falls, it

must have the right speed as in the real world. When two objects collide, the collision

response should calculate the right behavior. Since the cubes are rigid objects, the
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Figure 3.3: Working volume (in dashed-line) sits above the rectangle.

physics is more complicated and we have to consider all attributes associated with

rigid bodies such as mass, friction, elasticity and damping.

3.3.7 Spatial Information

One of the problems faced by most people was to determine their location in the virtual

3D space. The issue occurs after they have selected the cube and try to place it on

another object. They always find the selected cube to be in a di↵erent position as they

get closer to the other object.

This is because it is very hard to tell the depth of each object in the 3D space. We

can avoid this problem by applying shadow to every object in the scene. Shadows will

give enough information about the position of the object in the 3D space as well as the

distance from one object to another.

3.4 Evaluating a Natural Interface

The evaluation of our interface will have two central components. Firstly, we need to

know how easy it is to use our interface with very few instructions. If it is ’natural’,

users should already have the skills needed to use it. Consequently, in our evaluation,
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we will be interested in users’ very first experiences with the interface.

Secondly, we want to make an objective comparison between our natural interface

and a standard 3D modelling interface. We want to demonstrate that our system

improves over existing 3D interfaces, so this comparison is important.

3.5 Summary

We started by identifying the core characteristics in designing a natural interface and

proposing a possible solution to perform a 3D assembly task in a natural way as

described in Section 3.2. We explained why simulating a hand grasping is complicated.

We decided to use an avatar which acts like a magnet to perform the assembly of

objects. Although this technique might not be the choice in the real world, for this

purpose it seems to be a good compromise. In Section 3.3, we defined a task based

on a set of questions which covers the representation of the simulated world and its

interaction and we decided to:

• apply correct physics as part of the natural interaction.

• use a ’kinematic’ object as a means to control the virtual object. A kinematic

object is not a↵ected by the physics.

• calibrate our system particularly for the manipulation purpose.

• test our system without giving any instruction.

• compare our interface by using the same setup but di↵erent approach.

In the next chapter, we explain how this concept can be physically implemented.
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Chapter 4

Physical Design

We developed an application based on ideas discussed in Chapter 3. We started by

identifying the hardware and software needed to implement the interface.

4.1 The Requirements

We needed to select our hardware and specify the software. To build a house, we need

to have the right tools such as the measuring tools, plumbing and saws. We need to

decide what material to use depending on the type of the house - wooden or brick.

The same concept applies in order to develop our natural interface. Since we didn’t

intend to design our own hardware, we looked for something cheap, commercially

available, genuine 6DoF, fast and wireless. We also sought software that complements

our chosen hardware.

4.1.1 Hardware for Input

Finding the suitable hardware that can meet our objective is not an easy task. Some

hardware might perform better in one application but fail in another. The only in-

formation we can get about the hardware is based on what is being advertised. Most

companies claim their hardware to be of great accuracy. We can’t, unfortunately, trust

these claims and we had to make our own tests to discover what each device could do.

Reports and reviews written by other researchers and users were also helpful in

understanding the hardware. Although they were using the hardware for a di↵erent

purpose, the information provided was useful to perform the initial selection of suitable

hardware.
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4.1.1.1 The Mouse

The mouse is still a popular choice of input, from when it was first invented until today.

Even with the invention of a new sophisticated input especially in the natural interface

area, the mouse is still a choice of input for some people.

Figure 4.1: If the user wants to move from p1 to p2 which lie in

the x-z plane, he has to take two steps: to move in the a direction,

then in the b direction, to avoid accidentally moving the object in the

y-direction.

We reviewed some of the techniques in the 80s and early 2000s that attempted to use

the mouse to perform a 3D task in Section 2.2.2.4 and Section 2.2.3.10. To summarize

that review: D. Venolia [105] created a 3D cursor that used a ‘tail-dragging’ metaphor

to drag and rotate an object. E. A. Bier [11] also developed a 3D cursor to position

a 3D object in scene, within a specified coordinate frame. G. Smith et al. [97] defined

three di↵erent kinds of contraints to restrict the motion of objects in the virtual scene:

unconstrained, partially constrained and fully constrained. They were compared with

each other, and unconstrained seemed to be the slowest among the three types. J. Y.

Oh and W. Stuerzlinger [81] implemented a di↵erent approach to orthogonal constraint

to move an object with the mouse. The authors defined a movement surface that can

be mapped to the mouse movement and let the selected object slide on the surface as

the mouse cursor moves.
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The use of the mouse to manipulate a 3D object also captured our interest. Before

focusing on the 3D input, we attempted to implement the 3D interaction by using the

standard mouse based on N. Zhao [120] directional translation method. As explained

in Subsection 2.2.5.2 in Chapter 2, the movement of the mouse can be extended into

the third dimension by predicting the user’s intention.

Figure 4.1 describes our implementation according to this method. The circle rep-

resents the mouse movement area. The x-z plane lies on the circle area while the y-axis

points up.

If the user’s intention is to move from p1 to p2 in the z-direction, he will have to

move the mouse in two steps as shown by a and b. In directional translation method,

a straight vertical movement means a translation in y-direction which is pointing up.

Therefore this additional step is necessary because the user needs to explicitly tell the

system that the intention is to move on the same plane.

To move in a circle will require more additional movement. Since the user needs to

avoid the movement being mistakenly interpreted as moving up, he has to move the

mouse in a careful zigzag manner just to achieve the desired result. Figure 4.2 shows

an example of a circle movement in the x-y plane.

Figure 4.2: An example of a moving pattern for a circle in the x-y

plane.

From this initial implementation, we can conclude that a standard mouse is not,

and won’t be suitable for handling a 3D object manipulation. What we just discussed

is focusing purely on translation. If we were to incorporate rotational movement in

this method, the interaction will get more complicated, and hence, defeats the purpose

of the natural interface.
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4.1.1.2 The Wiimote

The Wiimote was actually our first choice of a 3D input device. It has been successfully

reverse engineered and information about this controller can be easily obtained from

the net. There are also a lot of forums available for people to get help on any Wiimote

related issues.

C.A. Wingrave et al. [108] described the Wiimote in detail. The Wiimote provides

three axes of acceleration data. The data is not specified in any particular frame of

reference (FOR) which means the Wiimote’s spatial data is not directly mapped to the

real world position.

The first FOR refers to the Wiimote’s own x, y and z axes along with its pitch, yaw

and roll orientation. In this FOR, +x is pointing to the left, +z is in the up direction

and the head of the Wiimote is looking down the -y axis [Figure 4.3]. The second FOR

is relative to the Earth since the Wiimote’s accelerometer detects the Earth’s gravity.

The third FOR describes the Wiimote relationship with the sensor bar.

However, the data returned by the accelerometers is very noisy. Calculating the

position of the Wiimote by double integration of the acceleration will not produce an

accurate result. Most people apply a Kalman Filter to smooth out the reading. And

since the Wiimote z-axis is aligned with the Earth’s gravity vector, determining yaw

in the Earth’s FOR is also not possible.

Figure 4.3: The Wiimote showing all three axes

Apart from the accelerometer reading, data can also be obtained from the optical

sensor bar. The sensor bar emits infrared light that can be picked up by the Wiimote’s

52



camera. Based on the infrared reading, the x and y positions and the depth information

can be determined. All of these data can be accessed through the use of a Wii library.

I installed the Wiiuse library written by Michael Laforest to link my application to

the Wiimote. What I discovered from the initial implementation was that the controller

is not a true 6DOF input.

As explained before, calculating yaw is not possible. In order to translate the avatar

in the x-axis, we had to roll about the y-axis while moving our hand horizontally. This

type of action works well with gesture-based applications such as tennis and baseball

games, but not for natural mapping.

To get the absolute position, we can read the data from the sensor bar. However,

this requires the Wiimote to be pointed at the screen at all times. Once the controller

points away from the sensor bar, the connection will be lost and the data will be gone.

Although the Wiimote has been succesfully used in a lot of research study, this is

the one area that it can’t conquer.

4.1.1.3 The PS Move

The PS Move works di↵erently from the Wiimote in the sense that it uses a camera,

the PS Eye, to track the controller’s motion. The controller, designed in the shape of

a wand, has a sphere with RGB LED attached to its head [Figure 4.4]. The tracking

of the wand works by finding the sphere in the camera’s image. Once found, the size

and location of the projected sphere can be used as a starting point and mapped to a

3D model.

The great advantage of the PS Move is that it can be manipulated in 6DOF. Besides,

Sony itself has released Move.me software that can read and return the controller’s

data from a machine [74]. The software is designed for academic researchers as well

as human-computer interface enthusiasts. Unlike the free Wii libraries, this software

comes with company’s support if users faced any problem while using the system.

However, this software also serves as the major weakness for most people. Move.me

can only be purchased and downloaded by those who reside in the North America

region. This is the reason why the hardware was abandoned in the first place. We

needed to go through a lot of steps in order to get to the right person, and the whole

process took months. By the time we finally managed to download the software, I

already had my application working with the Hydra controller (see Subsection 4.1.1.6).

I tried the demo application that came with the software. Based on my observation,
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Figure 4.4: PS Move’s motion controller with a sphere attached for

tracking.

the orientation data read from the accelerometer and the gyroscope seemed to be very

accurate because the virtual object imitated the orientation of the actual wand exactly

as it is. There was a little latency when translating the wand. This is quite expected

since the information was given at camera rate. We did not pursue the accuracy of

the PS Move in detail since we had already chosen to focus on the Hydra controller.

However, this is not enough to conclude that the PS Move is not suitable for this

application. This controller will be a good test to be implemented into our application

as future work. A detailed review of this controller can be found in [83, 104].

4.1.1.4 The Leap Motion

The Leap Motion controller is one of the latest game devices. It was first shipped in July

2013 for Mac and PC users. According to the manufacturer, this controller can track

both hands and all fingers simultaneously with great precision, within one hundredth

of a millimeter, and a latency lower than the refresh time of a typical screen [38].

The controller is a small device (79x30x11mm) with a glossy black panel on top,

covering the infrared sensors [Figure 4.5]. The leap di↵ers from the Kinect in the way

it works using infrared optics and cameras. It tracks more accurately than the Kinect
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but over a much smaller range.

Figure 4.5: Leap Motion controller.

Since we had completed our study by the time this controller was released in the

market, we did not have the opportunity to test the device. However, this latest

innovation is definitely worth trying in the future.

4.1.1.5 Expensive 6DoF Input Devices

There are 6DOF input devices available on the market that have proven to be accurate

such as the Polhemus and the Flock of Birds. These two are the examples of hardware

that use trackers attached to a body to record the body movement. However these

cost thousands of dollars. Even if we managed to get one, this project might not be

able to be carried out by other researchers due to the high cost. Hence this will also

defeat our purpose to ensure continuity in this project.

4.1.1.6 The Razer Hydra

The Razer Hydra controller may not be known by many people except for Windows

gamers. The reason might be because it works only with the Windows operating system

which makes it less visible to others.

The Hydra consists of motion sensing controllers, base station and cable to connect

the hardware [Figure 4.6]. The base station uses a very low-power magnetic field to

calculate the position and orientation of the controllers.

What is great about this controller is that it is a true 6DOF input. The manu-

facturer claims that tracking is accurate to 1mm and orientation to 1o. Testing the
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Figure 4.6: The Razer Hydra - consists of a base station and two

motion sensing controllers.

controller is explained in Subsection 4.2.2 whilst calibrating the controller is described

in detail in Chapter 5.

Unlike the other controllers that use accelerometers, gyros, LEDs and cameras to

detect motion, the Hydra doesn’t need to be calibrated frequently during use. It also

doesn’t require a line of sight to operate.

Another important feature of this controller is that it provides a low latency feed-

back. The response is really fast and it is almost impossible to detect any delay in its

motion. This result is achieved through its magnetic motion tracking technology.

The cost for a complete Hydra set is about USD$140 which is not too expensive.

As mentioned earlier, our ideal hardware should be cheap, o↵ the shelf, genuine 6DoF,

fast and wireless. The Hydra controller is all of these except wireless, which makes it

the most suitable hardware for the project.

4.1.2 Software Support

To develop my application I had to choose an operating system, language and devel-

opment systems, link to the drivers for the Razer Hydra and incorporate a “physics

engine”. Here I descibe the choices of these components.
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4.1.2.1 The Operating System

To be able to work with the Hydra, Windows operating system is necessary. This is

because the controller is specifically built only for PC users.

4.1.2.2 The Language

The choice of language has always been C++. This language gives users the flexibility

to structure their own programming paradigm, from procedural to functional to object-

oriented programming.

4.1.2.3 The Editor

Since I’m working with the Windows operating system, Microsoft Visual Studio seems

to be the perfect choice. It is an integrated development environment (IDE) from

Microsoft and can be used to create many types of application, console or graphical

user interface. The version I’m using is Visual Studio 10 (via Visual C++).

4.1.2.4 The Physics Engine

As mentioned in Chapter 3, physics is an important element in developing a natural

environment. There has been a lot of research published on how to simulate mechanics

such as in D. Bara↵ [7], J. Gascon et al. [35], D. M. Kaufman et al. [57] and D. M.

Kaufman et al. [58]. Physics engines that perform this function are also available.

The original idea was to develop my own physics engine. However, after a few

experiments it became clear that this was too big a job and since the objective of this

project is to create a natural user interface and not to develop a new physics engine,

we decided to use an available engine.

I did some review on free physics engines and found out that Bullet engine is at

the top of people’s choice. Bullet is an open source physics engine used by a lot of

professional developers and can be downloaded from [1]. Among popular projects

created by using the Bullet engine are:

• Commercial Games

– Toy Story 3: The Video Game

– HotWheels: Battle Force 5

• Movies
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– 2012 by Sony Pictures Imageworks

– Megamind and Shrek 4 by PDI/Dreamworks

• 3D Authoring Tools

– Blender

– LightWave 3D CORE

Apart from the above, the engine itself has been integrated into many open source

game engines such as Panda3D, Ogre and Irrlicht Engine. These examples give an

initial justification to Bullet’s capability as a great physics engine [1].

Before integrating Bullet into Visual C++, I looked for the possibility of using the

Blender Game Engine (BGE) because it uses Bullet physics together with its game

engine. BGE uses the concept of “logic bricks” to control the movement of objects.

“Logic bricks” works by combining three elements known as “sensors”, “controllers”

and “actuators”.

To perform a more complicated action, Python script can be used together with the

game engine. Once you grasp the concept of “logic bricks”, creating a 3D game with

BGE will be a simple task. It also provides support for joystick and a lot of gamers al-

ready integrated the Hydra controller with BGE as demonstrated in https://www.youtube.com/watch?v=kZ-

sI371le4. I chose to work with the C++ evironment because I needed close control of

the simulated physics.

4.1.2.5 The Hardware SDK

Sixense has made it possible for developers and researchers to create games using all

Sixense-powered controllers which include the Razer Hydra. The Sixense SDK provides

libraries that allows the 6DOF motion tracking of position (X, Y, Z) and orientation

(pitch, roll, yaw) to be read from the controller.

4.2 Implementing a Natural Interface with The Hy-

dra

As explained in Subsection 4.1.1.6, the Hydra controller makes a perfect choice for our

application since it provides true 6DOF input with a very fast response. It is also

cheap enough that almost everybody can use it for their application.
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However, there are also bad sides to the Hydra that needed to be taken care of

before we can come out with a complete natural interaction. There were three crucial

aspects to be corrected.

First, we already established an understanding that the Hydra uses magnetic fields

to calculate the position and orientation of the controllers. This creates problems

whenever there are iron and steel objects near the controller.

We did not know where the center of rotation of the controller is. This does a↵ect

the simulation of the avatar. Apart from that, the raw coordinates returned by the

controller are non-linear. It is hard to tell where the points actually are in space.

Another minor disadvantage of the Hydra is that it is wired which makes the movement

a little bit encumbered.

4.2.1 Designing the Scene

The first thing we did was to design our 3D world. Without the simulated world, we

could not create the interaction. Our world consists of a set of cubes and tubes which

are lying around in a box.

To avoid inconsistencies, we used a meter unit for all the measurement. Since all

of the objects should be visible within the display, their size should not be too big or

too small. For this purpose, we defined a 0.04⇥ 0.04⇥ 0.04 m as the size of the cube.

With a set of four cubes and four tubes, this size occupies the screen evenly.

To represent the Hydra controller, the avatar was drawn as a compound shape made

of a cube and a cone. To develop a natural feeling when manipulating the 3D objects,

the avatar has to be the same size as the actual controller.

However, Bullet doesn’t work well with very small or very large numbers. The

range is between 0.2 and 5 unit. When I used a very small value such as 0.04 m as

the parameter for the height to draw a cone, which is outside the range, an almost

spherical polyhedron was drawn instead (Figure 4.7a). To fix this problem, we applied

a scaling factor to every object so that the objects are big enough to be seen in the

scene and the avatar looks identical to the actual controller.

So we are representing a 4cm cube by a 4m cube. But this a↵ects the way it falls.

The acceleration due to gravity is 9.81 ms�2 and in one second, an object falls about

5m from rest. So a 4cm cube falls 125 times its height while a 4m cube falls only 1.25

times its height. To make the larger cubes act like smaller ones we have to scale the

gravity constant too. With g = 980, a 4m cube falls 125 times its height in one second

so its motion looks like the motion of the 4cm cube. Figure 4.7b shows the complete
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scene.

Another factor that needed to be considered is the movement of the avatar. In the

real world, we move the controller with our hand so we have complete control of the

object. In the virtual world, the object can be static or dynamic. Bullet has its own

definition of these kinds of object.

A static object is an object defined with zero mass and it doesn’t move at all. A

dynamic object is controlled by the simulated physics. If we were to build the avatar as

a dynamic object, the movement of the avatar will not be that smooth because gravity

would be pulling it down.

An object in Bullet can also be defined as kinematic. A kinematic object can be

moved but it is not subject to the simulated physics. In Bullet, a kinematic object

doesn’t collide with any other static objects and can go through them, but it does

collide with dynamic objects.

We want the avatar to move with the hand and interact with the dynamic objects,

but without haptics we can’t stop the movement of our hand whenever the avatar

collides with a static object. Thus we will lose the one-to-one correspondence of the

interaction. For this reason, we represented the the avatar with some transparency to

avoid a non-realistic simulation if we were to allow the “solid” avatar to go through

other static objects.

From Figure 4.7b we can see that the room has only three walls. The front part of

the room is built without a wall which leaves a high possibility for the cubes to go out

of the room and fall down due to gravity.

The first idea was to build an invisible plane to prevent the cubes from moving out

of the scene. But that would make the simulation less natural whenever the user moves

the controller out of the working area and the cubes just stop at the front of the room.

We chose to replace the cubes back into the scene whenever they went outside

boundary. This approach also makes the simulation less natural. However, if the cube

falls out of the scene while completing the task, it can be quite annoying. Therefore

this step is necessary to compensate for the lack of haptic feedback in this application.

4.2.2 Initial Testing

With the completed scene, we proceeded with the integration of the controller to the

application. We needed to check the operation of the Hydra controller. In particular:
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Figure 4.7: a)A cone with a very small height value. b) The complete

scene.

• To see if its position reported depends on its orientation.

• To see if the orientation reported depends on its position.

• To measure and correct scaling and distortion of reported position. This calibra-

tion process is described in Chapter 5.

4.2.2.1 Getting Rid of Magnetic Disturbance

When we first implemented the Hydra into the application, we noticed something was

not quite right with its movement. It did not behave according to the real world action.

A straight horizontal movement was simulated as a diagonal arc. A movement in and

out along the z-axis resulted in a curve motion.

Before putting the blame on the Hydra, we did some analysis to discover at which

position the controller started to behave erratically. The cause of the problem was steel
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objects that disturbed the magnetic field.

The desk I was using had a steel frame. The chair I was sitting on also has some

metal parts. When the controller was brought closer to these steel objects, the avatar

started to behave di↵erently. Even if the controller was put statically on the desk and

a strong steel object was placed right near to it, we could see that the simulated avatar

was moved due the magnetic attraction.

To get rid of the magnetic disturbance, we had to replace all iron and steel objects

with a non-magnetic material. In our case, the best material to use is a wooden desk.

As shown in Figure 4.8, we purchased a wooden desk specifically for this purpose.

We performed testing to see the e↵ect of the avatar without magnetic objects nearby.

The position of the avatar moving in a straight horizontal line was recorded at 5 cm

intervals and composed by using Photoshop editor (Figure 4.9). As predicted, the

simulation got much better and it behaved more like the real world.

Figure 4.8: The setup of the hardware.
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Figure 4.9: The horizontal movement of the avatar without iron or

metal objects nearby.

4.2.2.2 Finding The Dependency Between Position and Orientation

We taped the controller onto a block of foam plastic which was placed on top of a

square CD case as shown in Figure 4.10. This was to make sure the controller didn’t

move while the experiment was conducted. Then we moved the CD cover in a straight

line and observed the movement of the simulated avatar. The orientation of the avatar

didn’t change when we displaced its position. The experiment was repeated several

times and the result was the same for each. Therefore we can safely conclude that the

orientation data returned by the controller is independent of the position.

Figure 4.10: The controller is taped onto a block of foam on top of a

square CD case, to test the orientation of the Hydra.
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4.2.2.3 Finding The Position of The Base Station

The next step was to find the best position to place the base station. We did more

tests to determine just that. The idea was to retrieve a set of points rotated in a circle

and draw the points. Since we were dealing with 3D, the produced shape should be an

ellipse rather than a circle. Then, we looked for the least distorted ellipse to place the

base station.

Figure 4.11 shows the measurement device created for this particular experiment.

The cylindrical spindle and cover from a CD package was used to make a simple rotating

holder for the controller. The controller was attached to the disc cover and rotated

where its position was recorded at every 30o.

We got almost the same result when placing the base station anywhere on the

desk. The best looking ellipses were produced when the base station was placed right

underneath the desk. This result can be seen in Figure 4.13.

Figure 4.11: The device used to measure the rotation of the controller.

Figure 4.12 is an example of ellipses produced when the base station was placed

inside a drawer on the right side of the calibration desk. From the figure we could say

that the further the controller is from the base station, the more distorted the shape

of the ellipse became.
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Figure 4.12: The ellipses produced when the base station is placed in

the desk’s right drawer.

Figure 4.13: The ellipses produced when the base station is placed at

the bottom of the desk.

Based on this little experiment, we created a new shelf to hold the base station

permanently underneath the desk as in Figure 4.14.

4.2.3 Designing the Direct Manipulation Technique

Since our objective is to achieve naturalism through one-to-one correspondence, it is

very important to make sure that the movement of the controller is mapped directly

to the avatar. However, the coordinates of the controller are non-linear and there’s

no way to tell exactly where the coordinates are in space. Therefore these coordinates

need to be calibrated in order to make the avatar move only within the screen display.

Before we proceeded with the calibration process, we needed to know the level of

non-linearity returned by the controller. As usual, we tested this by retrieving the

values from the controller at certain positions on the calibration sheet and plotted
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Figure 4.14: The base station is permanently placed on a newly cre-

ated shelf underneath the desk.

them on a 3D scene to see what type of shape would be produced. From there, we

determined what calibration method to use. This process is described in detail in

Chapter 5.

4.2.3.1 The Interaction

The main interaction in this system is by using magnetic force to manipulate the 3D

object. The magnetic interaction required is a simple attractive force. A simulation of

a more complicated magnetic e↵ect is out of the scope of this project.

To calculate the magnetic force, we needed to know the distance between two rigid

bodies and how strong the force is. This calculation can be represented as:

f =
k

dist2
(4.1)

where k is some constant and dist is the distance between two rigid bodies.

Our k value has to produce a force greater than the gravity in order for the cubes

to be lifted from the ground. For this purpose, we simply chose k to be three times

greater than the gravity. The reason was simple. First of all, all objects have the same
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mass, hence only one constant k value is enough for the whole interaction. The force

applied to the object needs to be able to attract the object and at the same time it

must be easy to release it. If the force is too strong, the naturalness of the interaction

would be less because users would find themselves struggling to release the object from

the magnetic grip. There is thus a tradeo↵ to be optimized in selecting the value of

k. After experimenting with di↵erent values of k, we determined that the tradeo↵ is

optimized when k is three times greater than gravity.

The magnetic point is somewhere inside the head of the avatar so we needed to

take that into account as well. Therefore, the k value can be calculated as:

k = 3⇥ gravity ⇥ av2 (4.2)

where av represents the half size of the avatar’s head.

The force is applied to the cubes if they are close enough to the avatar. The way

to interact with the magnet is the same as in the real world. Users just have to pick

up the cube using the avatar, move it to the correct tube and manipulate the cube so

it fits perfectly into the tube.

The tube is designed to have a hole at the bottom of it. So if users pushed the

cube too hard into the tube, the cube would be pushed out of it. The cube can also

be pulled out from the tube due to the magnetic attraction. Users really need to grasp

the idea of how the magnet works in order to release the cube from the attraction. The

easiest way is to slide the avatar to the side of the tube once the cube has been placed

inside it.

The pulling force works really well. However, when the avatar and the cubes col-

lided, the collision didn’t go into a rest state. The cubes kept on trying to penetrate

the avatar and this caused jittering. This problem occurred because we scaled up the

gravity vector earlier as described in Section 4.2.1, hence the simulation did not match

up with the internal simulation step anymore.

To fix this problem, we needed to increase the time step frequency. Instead of

calling the time step 1
60Hz for each frame, we called it 10 times. As expected, the

simulation is now capable of handling the gravity and collision properly. With this, we

have a complete working virtual world for manipulating 3D objects using the Hydra

controller.
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4.3 Programming the Interaction

Since we were incorporating the Bullet engine, we decided that it would be wise to use

a working application as a template. Bullet provides several demo applications within

its executable file. Because our purpose was only to get properly working physics, we

opted to use the BasicDemo application as a template.

The programming tasks are listed below:

1. Designing the scene

The original demo application consists of hundreds of small cubes falling down

on a floor. We recreated the scene by drawing three walls, a floor, four cubes,

four tubes and an avatar representing the Hydra controller. All of these objects

were drawn by using OpenGL.

2. Linking the Hydra SDK with the application

Once the avatar had been created, it had to be linked to the Hydra controller.

The Hydra SDK returns the position and orientation data of the controller. Our

task was to pass these data to the avatar object and apply Bullet’s transformation

function to manipulate the movement of the avatar.

3. Moving the center of rotation (CoR) of the avatar

By default, the CoR of an object is drawn at its middle position. In the case of our

avatar, the object is a compound shape, which means it was created by combining

two primitive objects, a cube and a cone. Since we defined the primitive cube

as the parent shape for the avatar, the default CoR was set to the center of the

cube.

After finding the estimated CoR as discussed in Section 5.1.1, we moved the

current CoR to where it is supposed to be by creating a new compound object

as a parent object and the CoR as its origin. The avatar was then added to this

new compound shape as its child.

4. The magnetic interaction

With the avatar fully functioning, we need to apply the magnetic force to it.

First, we determined which point in the avatar should act as the magnetic point.

Next, we defined a function that will activate the magnetic force. This function
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is called each time the application goes through every frame by using a step

simulation function.

The algorithm for implementing the magnetic interaction is as follows:

for each cube object do

for each face of the cube do

Calculate its tracking point;

Find which tracking point is the nearest to the avatar;

if its distance from the avatar’s magnetic point is within the defined

magnetic range then

Calculate the magnetic force between these two objects;

Apply the force to the object;

end

end

end
Algorithm 1: Implementing the magnetic interaction.

5. The calibration

We dedicated one full chapter just for calibrating the controller. The code written

for the calibration is described in Chapter 5.

6. Completion time function

To avoid inconsistency in computing the completion time for each participant,

we automated the timing calculation. We set the start of the timer to be at the

moment when the magnet is activated for the first time. The time for each cube

is computed as follows:

for each cube do

if the cube is placed fully inside the tube then

Get the time for that particular cube;

Set the magnet flag to true;

else

Clear the timer for that cube;

Set the magnet flag to false;

end

end
Algorithm 2: Computing the completion time.
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4.4 Summary

Before implementing the interface, we identified what the requirements were. From

there, we fixed the problems related to the Hydra controller as discussed in Section

4.2.2. The next step was to code the proposed design. In order to do so, we listed the

programming tasks essential to this project.

As described in Section 4.3, we created the scene suitable for the task, linked

the controller to our application, wrote the calibration program and the magnetic

interaction and finally computed the completion time for the designed task.

In the next chapter, we describe the implementation of our calibration process in

detail.
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Chapter 5

Calibration of The Hydra

Controller

Whilst the orientation data of the controller is quite accurate and needed no further

correction, the position data on the other hand needed to be corrected. The returned

data are non-linear. It is quite hard to tell where the points are in space. To solve this

problem, the points need to be calibrated so that a one-to-one mapping can be created

from the raw coordinates to the real world position.

There are two kinds of error produced by this type of hardware - static and dynamic

errors. Dynamic errors are caused by the changing external electromagnetic fields

and they change over time. Static errors are produced by the electromagnetic field

distortions from the surrounding metal and they remain constant over time. In our

case, we are dealing with static errors. These can be corrected through the calibration

process.

5.1 Preliminary Calibration Process

5.1.1 Finding The Center of Rotation of The Controller

Rotating the controller shifted the position returned and thus changed the position

of the avatar. The reason is the center of rotation of the avatar is di↵erent from the

actual controller.

By default, Bullet sets the center of rotation of its object to be at the origin of the

object itself. Our avatar was created as a compound object with the cube as the first

child. Hence the center of rotation of the avatar is set to be at its head.
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That is why when the controller was rotated, the avatar shifted by a certain amount.

It rotated around the axis at the origin of its head, not around the actual axis of rotation

which can be anywhere inside or near the controller.

Determining the center of rotation was a little bit tricky. There is not enough

information supplied by the manufacturer. I went from one forum to another searching

for information. From a discussion in one of the forums, it was revealed that the

magnetic coil is built at the tail of the Hydra so the best guess would be for the center

of rotation to be somewhere near this area.

To prove the claim, we did more tests. We used the same measurement device as

in Figure 4.11 to determine which position produced the smallest ellipse. The only

di↵erence in this experiment was the way we place the controller on the disc cover.

As can be seen from Figure 5.1, there are a few dots drawn on the sponge. The

dots represent the position of the controller. By using the wire that sticks out from the

controller’s tail as a marker, we placed the wire on one dot and recorded the points at

every 30oangle. This process was repeated for the other dots.

Figure 5.1: To find the center of rotation, the wire that sticks out

from the controller’s tail is placed on one of the dots to mark the

possible position of its center.

Figure 5.2 shows the ellipses produced based on four dots position. We calculated

the rotational position starting from the the third dot from the bottom of the sponge.

The last two dots produced large ellipses so they were ignored for this purpose.

From the result, only the fourth and the fifth dots produced smaller ellipses. If we

place the controller below the third dot or above the sixth dot, the ellipse would just
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get bigger. This test was repeated a few times to make sure we had consistency in the

result. Hence we can conclude that the center of rotation for the Hydra is somewhere in

between the fourth and the fifth dots. Based on that, we moved the center of rotation

of the avatar to where we think it is supposed to be.

The final position of the center of rotation is shown in Figure 5.3. This time, when

we rotated the controller, the avatar rotated accordingly.

Figure 5.2: The shape of ellipses produced based on four di↵erent

positions of the controller.

Figure 5.3: The center of rotation of the avatar is mapped to the

correct position.

5.1.2 Determining the Accuracy of the Orientation Data

The orientation data returned by the Hydra controller seems to be accurate,. How-

ever, we still performed an experiment to determine the accuracy of these data and to

measure any error produced by the controller. By using the same measuring device as

shown in Figure 4.11, we adjusted the position of the controller taped on the disc cover

by hand to get the value of the y-axis as close as possible to the vertical axis, although

it is also possible to do the rotation around any arbitrary axis. There was no particular
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reason for choosing that way as the initial position, it is only to see how the vertical

axis of the Hydra controller looks compared to the Bullet/OpenGL vertical axis.

We retrieved the value of Hydra matrices for every 10o degrees, starting from the 0o

mark on the measuring device. For complete values of the rotation matrices, refer to

Appendix E - Experiment. From the rotation matrices, we calculated a ’corresponding

point’ by multiplying each value with a unit vector and plotted the result. A circle

was produced as shown in Figure 5.5. The circle is viewed edge-on in Figure 5.4 and

you can see that it does not really lie in a plane. So a rotation that is strictly planar

produces matrices from the Hydra that show a varying axis of rotation.

Figure 5.4: The plotted circle from the edge-on view

The next step was to compute the angle between each pair of points. This can be

achieved by first, finding the center point of the circle, and then compute the angles.

For accuracy, we calculated the angle for every 10o using both dot product and cross

product and recorded its value as shown in Table 5.1. The angle between two radii of

the circle can be found from:

cos✓ = a·b
|a||b| and sin✓ = |a⇥b|

|a||b| ,

where a and b are vectors generated from the center of the circle to each pair of points.
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From the figure, the maximum quoted error is around ±2o which is good enough

for our purpose. The manufacturer claimed of 1o accuracy may still hold true. The

controller motion and angle detection is sensitive to very small changes and it is very

stable. So a tiny movement or rotation produces a convincing response in the avatar.

The reported error is what we measured in our lab, and this can be caused by many

factors. The lab is in a reinforced concrete building. Although we used a wooden

desk and put all iron and steel objects away, there is still iron in walls and floor.

Furthermore, the computer on the wooden desk may also influence the magnetic field.

Intuitively, the avatar appears to follow the controller very well. The users seem to

correct for the 2o error naturally while manipulating the object.

Degress Angle(a.b) Error produced Angle(axb) Error produced

0-10 11.46 1.46 11.38 1.38

10-20 10.66 0.66 10.60 0.60

20-30 11.01 1.01 10.94 0.94

30-40 9.86 -0.14 9.81 -0.19

40-50 9.79 -0.21 9.74 -0.26

50-60 9.65 -0.35 9.60 -0.40

60-70 10.15 0.15 10.10 0.10

70-80 10.22 0.22 10.16 0.16

80-90 9.40 -0.60 9.36 -0.64

90-100 10.62 0.62 10.56 0.56

100-110 9.26 -0.74 9.22 -0.78

110-120 9.73 -0.27 9.68 -0.32

120-130 9.29 -0.71 9.25 -0.75

130-140 8.69 -1.31 8.66 -1.34

140-150 9.28 -0.72 9.23 -0.77

150-160 8.92 -1.08 8.88 -1.12

160-170 9.22 -0.78 9.18 -0.82

170-180 9.49 -0.51 9.44 -0.56

180-190 10.53 0.53 10.47 0.47

190-200 9.53 -0.47 9.48 -0.52

200-210 11.36 1.36 11.28 1.28

210-220 10.21 0.21 10.15 0.15

Continued on next page
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Table 5.1 – continued from previous page

Degrees Angle(a.b) Error produced Angle(axb) Error produced

220-230 9.84 -0.16 9.79 -0.21

230-240 10.27 0.27 10.22 0.22

240-250 8.86 -1.14 8.82 -1.18

250-260 9.42 -0.58 9.37 -0.63

260-270 8.99 -1.01 8.95 -1.05

270-280 9.34 -0.66 9.30 -0.70

280-290 9.25 -0.75 9.21 -0.79

290-300 9.00 -1.00 8.96 -1.04

300-310 10.68 0.68 10.62 0.62

310-320 11.28 1.28 11.21 1.21

320-330 10.77 0.77 10.70 0.70

330-340 12.13 2.13 12.04 2.04

340-350 12.01 2.01 11.92 1.92

350-360 11.39 1.39 11.31 1.31

Maximum error (abs): 2.13 2.04

Table 5.1: The angle computed for every 10o

We also determined the Hydra’s vertical axis by computing a cross product between

two vectors. Figure 5.5 shows the plotted circle and the axes. The red, green and white

lines are the axes drawn based on the Bullet/OpenGL coordinates. The purple line

denotes the Hydra axis calculated from the cross product of two vectors, which is not

too far o↵ the vertical axis in our scene.

From this experiment, we found that even if we try to fix the error, the Hydra

continues to give periodic error. A maximum error at about 2o is good enough for

our purpose. Furthermore, based of the subjective measurement, the simulation of the

avatar’s orientation seems intuitive and behaves as desired, which meets the require-

ment of our natural interface.
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Figure 5.5: The Hydra rotational points and its axis.

5.2 Calibration Data Acquisition

Before implementing the calibration process, we must have knowledge of the shape of

the grid we are trying to visualize. This shape must be in the form of a rectilinear grid.

To obtain this, we drew a 52x30cm calibration sheet representing the x� and z�plane

in the real world space [Figure 5.6]. This measurement is chosen based on the physical

size of the display. The height in y�plane is set to be 23cm, to extend the grid into

3D.

Figure 5.6: A 52x30 cm calibration sheet.
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In order to have a rough idea of the position of the controller in the raw space, we

performed a simple test. The rectilinear 3D grid is divided into two layers vertically.

Each layer is further subdivided equally into four smaller sub boxes.

The raw coordinates at each corner of the sub boxes are recorded and drawn on

the screen as shown in Figure 5.7. From the drawing, it can be seen that the shape

produced is irregular. Based on the shape, we found it possible to perform correction

on the raw coordinates using a simple calibration method. Video 1 - Rough Shape

of the Working Space in Appendix B shows how these points were captured with the

Razer Hydra.

The calibration process involves two sets of points in di↵erent spaces. The first

set consists of raw coordinates read from the Hydra controller. The second set is the

target coordinates, where the simulation of the 3D manipulation task will take place.

Figure 5.7: The rectilinear 3D grid for a sub-box and a whole box

based on coordinates returned by the Hydra controller.

5.3 Position Data Correction Method

In a survey conducted by V. Kindratenko [62], there are two types of correction de-

scribed; global methods and local methods.

5.3.1 Local Methods

These methods work by taking only some points to get a localized solution. One of

the examples is tri-linear interpolation used by M. Ghazisaedy et al. [36] and M. A.
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Livingston and A. State[71]. This technique uses the concept of barycentric mapping

where the entire raw rectilinear grid is divided into smaller subboxes. Any raw point,

P inside this subbox will be mapped to a point inside an arbitrary polyhedron in the

target space.

Another method is called the tetrahedral shape function [118]. This works as an

inverse of tri-linear interpolation. It takes an arbitrary hexahedron in the raw space and

maps it into a corresponding cube in the target space. This method was not actually

implemented. Its author just provides a theoretical framework for this concept.

The other local interpolation schemes used by S. Bryson [18], W. Briggs [16] and V.

Kindratenko and A. Bennett [61] were done by calculating the localized interpolation

from surrounding points. For each point in the raw and target space, its error vector

is computed. Then for the point inside the polyhedron of the raw space, its weight is

calculated from all eight corners.

These three methods require the raw space to be divided into smaller subspaces

which means the quality of the calibration is dependent on the size of the subspace.

The bigger the size, the lower the quality it might produce. The smaller the size, the

more calculation it has to perform.

5.3.2 Global Method

There are a few correction methods implemented under this category. One of them is

based on the high-order polynomial fit as demonstrated by S. Bryson [18] and M. Ikits

et al. [53]. Given a rectilinear 3D grid in both raw and target spaces, an error vector is

calculated for each point in the raw space. A degree r vector polynomial that fits the

error vector will be computed and applied for correction.

G. Zachmann [117, 118] implemented a global error correction technique based on

Hardy’s Multi-Quadric scattered data interpolation method. It uses an interpolation

function to correct the error. There is also a method which is based on a neural

network. However, this implementation is not of our interest and will not be described

in here.

5.4 Our Method

We implemented an approximate barycentric method that produced discontinuities.

This problem happened because we were using hexahedral units for the mapping. We

did consider implementing an exact barycentric method based on tetrahedra.
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C. W. Borst [13] described a calibration method using a tetrahedral mesh. From

the paper, this technique seemed to be quite complicated to code. It requires a lot of

data points because for any point, P , the tetrahedron surrounding the point must be

identified and a list of voxels containing the intersecting tetrahedron must be generated.

We prefer to use a simpler method. We decided that a very smooth fitting function

would be better than one where the gradients could change discontinuosly at volume

boundaries.

The alternative solution is to use a very simple rational weight function and then

apply the error correction technique as in the local interpolation schemes. The idea is

to use transformation matrices to give the best approximation of linear transformation

and only then we compute the error vector for the points that can’t be fitted linearly.

Since the position and orientation data returned by the controller showed that the

errors produced are not too big, implementing a local interpolation method seems like

a good choice.

Initial informal experiments suggested that a linear fit to the whole space might

work with a small non-linear correction. We tried with the implementation and this

technique did produce a desired output. Hence we decided to proceed with it. The

detail of this technique is described below.

5.4.1 Shear Transformation

Shear transformation preserves one plane. So we can use a sequence of shear transfor-

mations that preserve points that we have already fixed, to find a single matrix that

makes a good approximate linear fit. Figure 5.8 shows the example of shear transfor-

mation in 2D. Given an irregular rectangle shape made up of four points, P0, P1, P2

and P3. We can fix three points in this example.

First, P0 will be translated to the origin and fixed at that position. Next, P1 is

sheared in the x�direction and P2 is sheared in the y�direction. Then we can apply

the error correction method to fix P3 which is in error.

5.4.2 Transformation Matrices

This theory can be easily extended to 3D. Extending one more dimension means one

more point can be fixed at the intended position. The whole process can be achieved

by multiplying each point, P , by a set of transformation matrices as below:
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Figure 5.8: An example of shear transformation in 2D.

sH3 ⇤ sH2 ⇤ sH1 ⇤ T ⇤ P (5.1)

T , sH1, sH2 and sH3 are four transformation matrices that will fix point P linearly.

In 3D, there are eight corners in both raw space and target space. Each transformation

takes place in di↵erent spaces. We consider the raw space as “space0”. Hence the eight

corners in space0 can be labelled as P0:0, P0:1, P0:2, P0:3, P0:4, P0:5, P0:6 and P0:7. The

corners of the target space are S0, S1, S2, S3, S4, S5, S6 and S7. These are the known

points in the real world sampled from the calibration sheet. We assume that S0 is at

the origin. This simplifies the construction of the shear matrices. S0, S1, S2 and S3

lie on the calibration sheet so P0:0, P0:1, P0:2 and P0:3 are measured directly with the

Razer Hydra. S4, S5, S6 and S7 lie above the plane of the calibration sheet. These are

measured by placing the Razer Hydra on a box as shown in Appendix B: Video 2 -

Calibration Process.

5.4.2.1 The Translation Matrix, T

The first step is to shift P0:0 to the origin of the target space, S0, by multiplying it

by the matrix T . Matrix T can be represented as the di↵erence between P0:0 and the

origin:

81



T =

2

6664

0 0 0 �P0:0x

0 0 0 �P0:0y

0 0 0 �P0:0z

3

7775 (5.2)

5.4.2.2 Shear Matrix 1, sH1

Since the first transformation has been performed, all the points, P are now in space1.

The next step is to shear three more raw points to the target space. The order of

which points being sheared first doesn’t really matter. In our case, I opt to shear in

the x�direction first.

To define matrix sH1, we calculate the error vector,

v = S1 � P1:1 (5.3)

We find the values of the ’x components’ in the matrix sH1 by dividing each

component of v by P1:1x.

sH1 =

2

6664

1 + v

x

P1:1x
0 0 0

v

y

P1:1x
1 0 0

v

z

P1:1x
0 1 0

3

7775 (5.4)

5.4.2.3 Shear Matrix 2, sH2

The same concept is applied to the second shear transformation. I define sH2 to

perform the shearing in the z�direction. The error vector is

v = S2 � P2:2 (5.5)
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and the shear matrix, sH2 is

sH2 =

2

6664

1 0 v

x

P2:2z
0

0 1 v

y

P2:2z
0

0 0 1 + v

z

P2:2z
0

3

7775 (5.6)

5.4.2.4 Shear Matrix 3, sH3

The error vector is

v = S3 � P3:3 (5.7)

and the shear matrix, sH3 is

sH3 =

2

6664

1 v

x

P3:4y
0 0

0 1 + v

y

P3:4y
0 0

0 v

z

P3:4y
1 0

3

7775 (5.8)

Figure 5.9 shows how the raw coordinates look relative to the target coordinates

after they have undergone all four transformations.

5.4.3 Non-Linear Correction

Since there are no more points that can be transformed linearly, this process leaves

the rest of the points, namely P4:3, P4:5, P4:6 and P4:7 in error. These errors can be

corrected non-linearly. The idea is to add a weighted sum of the errors at each P4:i to

every point in this space.

For each point, P , we generate a calibrated point, cp, with

cp = P +

P
w

i

⇤ v
ciP

w
i

(5.9)
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Figure 5.9: The rectilinear 3D grid after the final transformation.

P4:3, P4:5, P4:6 and P4:7 are in error.

where i represents the number of each point from 0-7 and the errors, v
ci

are

v
ci

= S
i

� P4:i (5.10)

The weights are based on a simple function of distance.

5.4.3.1 The Weighting Function

The next step is to calculate the weight, w of point P from all the corners. Since the

errors in P4:3, P4:5, P4:6 and P4:7 are not that big, a simple function of distance, f is

enough to give the right weight. We use

f =
1

0.0001 + d
i

(5.11)

where d
i

is the distance from P to P4:i. The value of 0.0001 is added to the function

to prevent a division by zero whenever d
i

approaches a very small value.
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5.4.3.2 The Final Transformation

This calibrated space needed only an additional shift to create the coordinates used by

OpenGL/Bullet.

If Figure 5.9 shows the four positions that have been corrected linearly, Figure 5.10

shows the comparison between the Hydra returned position after the final calibration

process (points in green) with the actual target points (in red). This means the green

points represent the movement of the Hydra controller which is not mapped exactly to

the actual target position. Since we performed linear correction on only four points,

and corrected the other points in error non-linearly, it was expected to get a slightly

o↵ position at and around the middle area of the 3D grid.

For each pair of points, we computed its error distance. The maximum linear error

produced was 6.19cm. For our purpose, this maximum value is acceptable. When

manipulating the object, the users are looking at the avatar image on the screen,

learning the avatar’s behavior without needing to know the absolute reference for the

Hydra controller, hence making the error unnoticeable. A complete list of the linear

errors produced by the Hydra controller is provided in Appendix E - Experiment.

Figure 5.10: The returned Hydra positions vs the actual target posi-

tion.
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5.5 The Calibration Class

The calibration process is a big task, hence, I created a new class just for handling it.

Since this process involves transformation of matrices, I also defined a 4x4 matrix class

to take care of the maths.

The calibration class basically deals with shearing the matrices, calculating the

error vector and applying the filter function to correct the error. Extra precaution has

to be taken when transforming the matrices. As explained earlier in Section 5.4, each

transformation matrix is done in its own space. I have to make sure that all the corner

points were transformed to the correct space after each transformation, otherwise the

controller will be wrongly calibrated.

We placed the Hydra base station at a fixed position which makes it easier to

automate the calibration process each time we run the application.

The algorithm for calibrating the controller is as follows:

for every point in the raw coordinates do

Apply the transformation matrices;

end

for a ppoint in space do

Calculate its error vector from each corner;

Calculate the filter function;

end

Apply the ratio of sum of all (errors*its weight) / sum of all weights;

Apply the ratio to the point in space
Algorithm 3: Calibrating the controller.

5.6 Summary

In this chapter, I have described a method for calibrating the position data obtained

from the Hydra controller. This method is simple to implement and is less complicated

than the high-order polynomial fit. Since we use the whole rectilinear 3D grid, there

is no more problem of the avatar crossing boundaries. We apply the same concept

used in the local interpolation schemes to compute the error vectors and the weights.

The calibration proves to be really smooth and it maintains the one-to-one mapping

concept that we want to achieve. The next chapter describes the testing of our natural

interface.
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Chapter 6

Testing The New 3D Interface

6.1 The plan

The user testing phase for this research compares two di↵erent interfaces - a standard

interface that uses a mouse to perform a 3D manipulation task and the so called natural

user interface which uses the Razer Hydra controller.

An important issue in our test of our new interface is deciding on a system to com-

pare it against. One option would be to compare it to a custom-built interface exactly

like our Hydra interface, but using a mouse-based system for 3D object manipulation,

perhaps a system like N. Zhao’s [120] mouse-based interface. The main reason for not

using a custom-built mouse-based interface as a comparison is a methodological one:

it would be rather easy for us to deliberately create a “bad” mouse-based interface to

pit against our own proposed interface. By choosing a widely-used commercial mouse-

based interface, we can keep ourselves honest: this is an interface which is known to

work, and therefore provides a better comparison. As a separate decision, as discussed

in Section 1.3, we decided not to tweak the Blender interface to configure it for the

task at hand. The Blender interface is intended to be a general-purpose interface, and

so we used it without special configuration.

6.2 The Task

The task conducted for this test must:

• be genuinely 3D and not a special case done easily with a sequence of 2D actions.

• be understandable in a few minutes and be simple enough to test in a few minutes.
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• mimic a manipulation that would be easy in the real world.

• be complex enough to be representative of useful actions.

• not require human grasping.

For this purpose, I designed a 3D scene which consists of a set of cubes and tubes.

The task is for the users to pick up a cube by using the Hydra controller and place the

cube inside the tube that matches its color. While performing the task, the users are

expected to manipulate the cube in 6DOF. The avatar behaves like a magnet as the

means of interaction.

A similar scene has been developed in Blender, an open source application for 3D

modeling. There were three reasons for choosing Blender to represent the mouse-based

task. Firstly, it is free software, which can be obtained easily. Secondly, we had access

to a reasonable number of Blender users. This was important because we did not have

to provide any training for the participants before they took part in our experiment.

Lastly the Blender interface works the same way as the other CAD software such as

Maya and 3ds Max. The manipulation requires the participants to use di↵erent views

and di↵erent modes for grabbing and rotating.

The scene in the Blender interface consists of a set of cubes and holes similar to

the original scene, but the room itself is built without the walls as shown in Figure 6.1.

This is because the walls will obstruct the scene when the view is changed from front

to side and so on. For this interface, users are required to use the standard mouse to

perform the task.

Manipulating an object in the Blender interface is similar to manipulating an object

in a standard modeling interface. We did not add any extra interaction to it. The users

have to select the cube, define the mode for grabbing or rotating, and then manipulate

the object by changing the view of the scene until the cube is properly aligned inside its

correspondence tube [Figure 6.2]. For a better understanding of the Blender interface,

we provided a demo video which can be found in Appendix B: Video 4 - Blender

Interface Demo.

6.3 Ethics

The experiments with human subjects were conducted according to the University of

Otago’s ethics policy and with all necessary approval. A copy of the form is attached

in Appendix A.
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Figure 6.1: A rendered Blender scene.

6.4 The Participants

The aim of this experiment was to determine the ease of use of the interface. We did

not ask for the users’ background. They might be gamers or Hydra users. They might

already have an experience in 3D modelling. This will give them an advantage in using

our natural interface. However, we can guarantee that none of the participants have

experience performing a 3D assembly task using magnetic force. Thus, in this context,

we could say that the participants were using the system without prior knowledge.

The participants were selected based only on these two criteria:

1. Right-handed

2. Able to see the screen clearly

For the first criterion, we are not claiming that the left-handed people are not suitable.

The main reason for just using right-handed people is that it is a standard procedure

in experiments on motor skills in psychology. There are di↵erences in motor control

between right- and left-handed people[84]. The cubes are drawn on the right side of the

scene. Left-handed people are most likely to take extra time to pick up the cubes since

they have to move the controller from the left to the right each time. By considering

only right-handed users, the evaluation will be fairer.

Since the task is in 3D and it also requires the participants to place each cube into

a tube that matches its color, it is very important for them to be able to see the screen
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Figure 6.2: A screen shot from our Blender interface.

without any problem. By imposing these two criteria, we can maintain consistency

throughout the process.

For the experiment on the Blender interface, there were five participants. Two of

them can be categorized as expert users whilst the other three are considered to be

average users. We define the expert users as those who have a lot of experience in using

the Blender interface. The average users on the other hand were third year Computer

Graphics students who had been taught to use Blender in an earlier course. They had

typically used the software for six months to a year.

There are two decisions we need to justify about our choice of participants. Firstly,

why did we not use the same group of participants for both interfaces? We could

have certainly used a within-subject design for the experiment, comparing each user’s

performance on the two interfaces. Secondly, given that we used separate groups for

the two interfaces, why did we use a group of experts for the Blender interface? Our

reasoning is as follows. Firstly, we did not want to have to train large number of

participants in the use of Blender. This would have taken far too long, and we did not

have the resources. We only had a small group of Blender users, so the group using

the Blender interface was constrained by practicalities to be small. At the same time,

we wanted to test the new interface on a larger group of users. It thus made sense

to use a between-subjects experiment, with two separate groups. Secondly, while it
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is clear that our comparison is skewed, because we are pitting a group of experienced

users (of Blender) against a group of novices (for the new interface), this bias is in a

good direction: if we can show the new interface is easier to use even given no prior

experience, then we are providing very strong evidence that it is a better interface

for the task.

6.5 The Test

6.5.1 The Natural Interface

Each participant was given a 15 minute slot. Before taking part in the experiment,

the participants were presented with a short training video (Appendix B: Video 3 -

Instruction for the Experiment) that shows how the task will be performed and how

to use the controller. After watching the demonstration, the participants were allowed

to perform the task as many times as they liked. For each attempt they made, their

completion time was recorded. It was not compulsory for them to perform a second

trial and there was no limit on how many times they could perform the task either.

The completion time was measured automatically by the application. The start

time was determined the moment the cubes were being attracted by the magnet. This

allows the participants to get the feel of using the controller before picking up the

cubes. The time was also recorded for each cube that had been placed correctly inside

its corresponding tube. The task was considered complete after all cubes had been put

into all tubes. The completion time was calculated by taking the di↵erence of the time

of the last cube being put into the tube and the start time.

6.5.2 The Standard Interface

As explained in Section 6.2 above, the expert users of the Blender interface performed

the same task as those taking part in the natural interface experiment. The only

di↵erences are the input used: the mouse and the way of manipulating the 3D object.

To start using the interface, users might want to switch the current viewing of the

interface into a desired view or perspective. This can be done by pressing keys on the

number pad (if using the standard keyboard): 0 will change the view to the default

camera view as shown in Figure 6.2, 1 for the front view, 3 for the side view, 7 for

the top view and 5 to togle between the orthographic and perspective views. To zoom
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in/out, the “+”/”-” key is used, or users can rotate the middle wheel of the mouse

which does the same thing.

To select or deselect all objects, the “a” key is used. The right mouse button is used

to select one object, or the user can hold the shift key together with the right mouse

button to select multiple objects. This type of object selection can only happen in the

“object” mode. The selected objects are outlined in an orange color (Figure 6.31).

Once selected, the object can be translated across the scene. The “g” key puts

the selected object in a translation mode (Figure 6.4). To translate the object along

a specific axis, the “x”, “y” or “z” key can be used. To see if the object is aligned

correctly with the tube, users can change the viewing angle of the 3D scene by pressing

the mouse wheel (middle) button (Figure 6.5). Similarly, the object can be rotated by

pressing the “r” key (Figure 6.6). Pressing the “x”, “y” or “z” key while the object is in

the rotation mode will make the object rotate about the specified axis. In translation

and rotation modes, the objects selected are outlined in white. The last step is to push

the cube correctly into the tube. Even so, aligning the cube properly can require a bit

more manipulation. Otherwise the cube might end up with its edge penetrating the

tube as shown in Figure 6.7.

Figure 6.3: An object is selected.

1
For a better visualization in the thesis, all outlines has been thickened by using Photoshop.
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Figure 6.4: The object is translated across the scene.

6.6 The Evaluation

For experiment on both interfaces, the completion time of each participant was recorded.

At the same time, their behavior while performing the natural user interface test was

observed. We also asked the participants to rate the ease of use of the interface on a

scale from easy to hard.

The completion time between the natural and the standard interfaces is compared.

It was not practical to compare the interfaces under identical conditions. The natural

interface was tested on subjects with minimal instructions, but the Blender interface

is virtually unusable without detailed knowledge and we had access to only five skilled

Blender users. So, while we were able to produce basic statistics for our main group,

our comparison is simply made with the average completion time from the Blender

group.

We performed basic statistics on the natural interface test because we wanted to

know:

• How much better are the best people than the worst people?

• Are there any people who find it very di�cult?

• Is everyone able to use it sucessfully?
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Figure 6.5: Changing the viewing angle of the 3D scene.

We used 19 student volunteers with a variety of backgrounds. Before the experiment

took place, we performed a pilot test with several postgraduate students on the natural

interface to make sure the actual experiment could be conducted without errors.

6.7 Methods Comparison

In this section, we summarize the di↵erences between the natural and the Blender in-

terfaces in terms of the task performed, the participants and the interaction techniques.

1. Task performed

For both interfaces, the task remains the same, which is to place each cube into

its corresponding tube.

2. Participants

We used a di↵erent group of people for each interface. The reason was that novices

would take days to learn to use the Blender interface adequately. We needed

subjects who have already had the experience of using the Blender interface.

The natural interface on the other hand, requires almost no instruction. We

only specified that the users must be right-handed and are able to see the screen

clearly to ensure fairness in the experiment.
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Figure 6.6: Rotating the selected object.

3. Interaction techniques

For the natural interface, we used the Hydra controller as the input. The inter-

action was implemented by applying a magnetic force to the controller so that

the cubes will be attracted to it. The manipulation were done in 6DoF, as if the

users were performing the task in the real world.

For the standard modeling software, the mouse was used. The 3D manipulation

was done in di↵erent modes (for translation and rotation) and di↵erent views (for

aligning the cube inside the tube).

There is a huge di↵erence between the natural interface and the standard inter-

face in terms of the interaction techniques they employ. The NUI uses magnetic

force to pick up the object whereas the mouse relies completely on the conven-

tional way of selecting and dragging the cube. One might argue that a fairer

experiment would employ a concept of magnetic force in the standard interface

as well; however, this concept is a central part of the new natural interface which

we want to evaluate; we explicitly want to compare an interface which uses this

concept to a standard interface which does not.

We discuss the results of the experiment and the observations made in the next

chapter.
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Figure 6.7: The cube is not properly aligned with the tube.
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Chapter 7

Results and Discussion

Without giving too much instruction, we need to know how well the participants can

use the natural interface. To maintain the consistency in giving out the instruction

to the participants, we used only the training video to show them how to perform the

task [Appendix B: Videos 3 - Instruction for the Experiment] . From the video, the

participants have to figure out how to manipulate the 3D object in the actual test.

For the Blender interface test, we just asked the participants to place the cubes into

the tubes. How to perform the task was completely up to them. We just wanted to

observe how long they took to manipulate the 3D objects by using a standard method.

7.1 The Natural User Interface Test

19 students volunteered to take part in the natural interface test. As mentioned in

Chapter 6, their background, gender and age is of no importance to our purpose

because we are not testing on how these factors can a↵ect their performance. We want

to find out only if the natural interface is easy to use and how fast they could perform

the task.

7.1.1 The Result

For the task performed, we calculated the standard deviation and the mean of the

completion times. We need to determine the average time taken to complete the task,

how many students performed within the standard deviation of the mean, and how

many of them are much faster or slower.
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7.1.1.1 First Attempt

Timing the first attempt is quite unusual in most situations but in our case, it is

essential. Our definition of NUI states that the user should be able to use the interface

with only almost no instructions and this can be found out only on the first attempt.

There were a few interesting observations made while the participants were per-

forming the task. Many of them took a longer time to complete the task because they

used their first trial to gain understanding on how the interface works since the only

information they had was from watching the training video.

Whilst this is definitely the right way to learn the interface, most of them seem

unable to understand that it was a 3D task. For this trial, the only information they

had was from watching the training video. No additional instructions were given.

They understood the idea of using magnetic force to pick up the cube. However

they were confused on how to release the magnetic grasp. Some of them saw straight

away that they needed to slide the avatar to the side of the tube. Others tried to push

the cube too hard into the tube which eventually pushed the cube out of the tube

through the hole at the tube’s end.

The transparency of the avatar, as well as its attribute as a kinematic object also

contributed to the longer completion time. Most of them fail to treat the avatar as a

3D object. A kinematic object can go through any static object but will collide with

dynamic objects.

Without understanding this concept, the participants simply dragged the avatar

with a cube attached to it, to pass through the tube. This caused the cube to be

released from the avatar due to its collision with the tube.

Another similar mistake was made after putting the cube into the tube. While

moving the avatar, they simply moved it around without trying to avoid the tube. This

action caused the cube to be knocked out of the tube and increased the completion

time because they needed to put the cube back into the tube.

However, one major discovery revealed from the test is the inability of majority of

the participants to manipulate the 3D object in 6DOF. Each tube is oriented slightly

di↵erently from the others. In order to place the cube correctly, the participants needed

to control the avatar to align the cube properly with the tube, but that didn’t happen

much during the test. They simply try to place the cube without rotating the avatar,

increasing the di�culty of completing the task.

Table 7.1 shows the completion time for the first attempt for each participant.

The numbers on the left hand side of the table refer to the participants’ number in
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order. Based on the performance, the calculated mean is 85 seconds and the standard

deviation is 46 seconds.

7.1.1.2 Second Attempt

After completing the first trial, the participants were asked if they would like to try

for a second trial. All of them decided to go for the second trial. However, one of the

participants accidentally knocked his last cube out of the tube, hence his completion

time is not recorded. Therefore, for this second attempt, we only use the result of 18

participants.

Table 7.2 shows the times recorded for the second attempt. The concept of this

second trial is the same as the first. No additional instructions are given to them.

Although there is a significant improvement in the time taken to complete the task,

the observations made of participants’ behavior during the test yields a di↵erent finding.

Their understanding of a 3D manipulation task could be seen clearly during this

test. First, there is a group a people who actually used the first trial to understand how

the interface worked and applied their understanding to perform better in the second

trial. A few of them completed the task in less than half the time of the first attempt.

There is another group of people who got lucky during the first time and perform

less well in the second trial simply because they didn’t grasp the concept of 3D ma-

nipulation. Among this group, there are some who were over-eager to top their first

record and ended up with a worse completion time.

The calculated mean is 65 seconds and its standard deviation is 42 seconds. Even

with a drop of performance by some participants, the average completion time for the

second trial does improve by 24%.

7.1.1.3 Personal Best

The participants were allowed to have as many trials as they like. A few of them

stopped after the second trial. Those who continued with the next trials either wanted

to keep on improving their time or wanted to get the concept right.

The first group of participants wanted to see what was the fastest time they could

make. They kept on trying until they met their target. The second group of people

were slightly di↵erent. They go for several trials because they did not get the concept

right and kept on taking a longer time to complete the task.
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Completion Time (seconds)

1. 49

2. 71

3. 103

4. 52

5. 65

6. 67

7. 190

8. 19

9. 107

10. 127

11. 78

12. 38

13. 26

14. 51

15. 140

16. 93

17. 62

18. 157

19. 126

Mean: 85

Standard Deviation: 46

Table 7.1: The completion times of the participants during the first

attempt.
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Completion Time (seconds)

1. 96

2. 31

3. 63

4. 48

5. 67

6. 22

7. 84

8. -

9. 28

10. 37

11. 187

12. 37

13. 70

14. 76

15. 30

16. 40

17. 34

18. 135

19. 81

Mean: 65

Standard deviation: 42

Table 7.2: The completion times of the participants during the second

attempt.
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For this second group, I gave them the extra instructions they needed to know about

manipulating the 3D object after their third trial. These instructions were about (i)

how to use shadow to determine the depth of the object, (ii) how to release the object

from the magnetic grip and (iii) the type of 6DoF movement needed to put the cube

into the tube. Based on the information given, they were asked to repeat the task.

As expected, they improved except for one participant who steadily maintained her

completion time between 122 seconds to 168 seconds. Although our definition of NUI

presupposes that participants can use our interface “with almost no instruction”, the

extra instructions given did not invalidate the results. The key piece of data we gather

in our study is the completion time in the first attempt. This data point was una↵ected

by any extra instructions given. However, we were also interested in learning curves

and personal best times; these are somewhat influenced by instructions, but these

instructions are still minimal compared to, for instance, the instruction required to use

Blender.

Out of all trials, I record each personal best in Table 7.3. This time, the calculated

mean is 42 seconds and the standard deviation is 27 seconds. Table 7.4 summarizes

the mean and the standard deviation taken from the first attempt, the second attempt

and the personal best completion times.

7.1.1.4 Statistical Analysis of the Participants’ Performance

Table 7.5 shows the statistical analysis that we performed based on the participants’

completion time for trial 1 and 2. There were only 18 completion times because one

participant did not take part in the second trial as described in Section 7.1.1.2.

Our null hypothesis is that “There was no reduction in participants’ completion

time in the second trial”. Since each subject provides two sets of data, we performed

a one-tailed, paired type T-Test, where it generated a p-value of 0.04.

The result yields p<0.05, which means the probability of obtaining our result by

chance is less than 0.05, which is su�cient to reject our null hypothesis.
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Completion Time (seconds)

1. 25

2. 31

3. 58

4. 33

5. 45

6. 17

7. 84

8. 19

9. 28

10. 37

11. 42

12. 25

13. 26

14. 27

15. 30

16. 40

17. 34

18. 122

19. 81

Mean: 42

Standard deviation: 27

Table 7.3: The personal best completion time for each participant.

Mean (seconds) Standard Deviation (seconds)

First Attempt 85 46

Second Attempt 65 42

Personal Best 42 27

Table 7.4: Summary of the mean and the standard deviation for the

first attempt, the second attempt and personal best.
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Participants Completion Time 1 Completion Time 2

1 49 96

2 71 31

3 103 63

4 52 48

5 65 67

6 67 22

7 190 84

9 107 28

10 127 37

11 78 187

12 38 37

13 26 70

14 51 76

15 140 30

16 93 40

17 62 34

18 157 135

19 126 81

Average: 89 64.78

Standard Deviation: 44.72 42.40

T-Test (One-tailed - paired type) - p-value: 0.04

Table 7.5: Performing the statistical analysis on the participants’

completion time using T-Test.
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7.1.2 The Rating

At the end of the experiment, the participants were asked to rate the interface on a

scale from 1 to 5. To avoid confusion between the task and the interface itself, they

were asked specifically to rate the interface based on how it was to use it without

instructions. Scale 1 means it is very easy to use and scale 5 is for very hard to use.

Five participants chose scale 1, eight participants chose scale 2 and the remaining

six participants voted for scale 3. From the given individual score, we calculated the

average score across all ratings. This gave us scale 2 as the average, which means the

interface is easy to use. Some of them reported that they chose scale 2 instead of 1

simply because they couldn’t figure out straight away how the controller works until

they had tried playing around with it. One of the comments made on the interface is

regarding its naturalness. Although the interface is easy enough to use, the absence of

haptic feedback makes it hard to determine if the cube has been properly placed inside

the tube. However, in terms of the overall interface, they all agreed that the task was

very enjoyable and was fun to do. In fact, the majority of them were impressed that

the avatar can accurately simulate the actual Hydra controller.

Apart from the performance time and the rating score, we did not adopt any quali-

tative observation as these can be complicated to analyse. We focused on the objective

comparison only, within the scope of our definition of a natural interface.

7.2 The Blender Interface Test

Five participants took part in the Blender user interface test. Two of them are consid-

ered expert users due to their experience. The other three are students who had used

Blender for an assigment in a graphics paper.

The task is similar to the natural user interface test, which is to place each cube into

its matching tube. However, as an objective comparison, we need to give supporting

evidence. We do not want to compare these two interfaces in terms of the quantitative

paradigm because the di↵erence is so large, which would easily give a wrong impres-

sion. Hence, we recorded the completion time for the standard interface as well to be

compared objectively with the completion time for the natural interface.
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7.2.1 Expert Users

Experienced users have their own way to make things work according to their prefer-

ence. In this test, both of the participants took two di↵erent approaches in performing

the task.

The first participant has years of experience in using Blender, which includes pro-

duction of a short animation. As a professional Blender user, he is very particular

about the details of his models.

While performing the task for this experiment, he carefully placed the cubes one

by one, making sure that each cube was properly aligned with its corresponding tube.

His emphasis was on accuracy rather than the fastest time. For this reason, he took

545 seconds to complete this task.

The second participant had been using Blender for a couple of years and had a

di↵erent way of completing the task. Since all of the tubes are tilted from the ground

(pitch) at the same angle, he rotated all four cubes at once to that angle. All the cubes

were then placed in front of their corresponding tubes and he manipulated each cube

individually from there. He was less precise in positioning than the first participant

but he managed to put all of the cubes into the tubes in 185 seconds.

He also demonstrated another way of completing the task faster. By putting up

all four views - front, top, side and camera - on one screen, the task can be speeded

up since he doesn’t need to switch view each time he wants to align the cube with the

tube. He simply dragged each cube into its tube and manipulated the cube from inside

the hole without avoiding collisions. With this trick, he accomplished the same task in

51 seconds.

7.2.2 Average Users

The other three participants had the same amount of experience in using Blender.

They had been introduced to the interface during a one-semester Computer Graphics

paper.

As with the expert users, they were required to perform the task without any

restriction on the method used. All of them did the task in the same way as the first

participant in the expert category. The times taken to complete the task were 756

seconds, 522 seconds and 729 seconds.

They seem not to have much problem using the interface. The only problems they

have at the beginning were to adjust themselves to the new Blender interface and to
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recall how to manipulate the object in Blender.

Remembering the operations is a problem for a lot of Blender users, especially

beginners. Those who have been using Blender constantly will have no problem working

with its interface. However, those who use Blender for a short while will not be able to

fully master its interface. One of the reasons is because Blender uses di↵erent keys for

di↵erent actions. The key might be used wrongly for a di↵erent operation. Another

reason is the interface is less user friendly, which makes it not really easy to use.

After the experiments, they were asked to try the natural user interface. As ex-

pected, since they have been exposed to Blender, they had no di�culty interacting with

the 3D space. Their completion times were 68 seconds, 84 seconds and 37 seconds.

7.3 NUI vs Blender Interface

If we look at the average completion time of the first trial of the natural interface

vs the average completion time of the Blender interface, we have 85 seconds and 547

seconds respectively. The average completion time for Blender users is more than 10

standard deviations away from the average completion time for users of our interface:

by any standards, Blender users would be extreme outliers in the population of our

interface users, as sampled in our experiment. Even with six months training of using

the Blender interface, the completion time for the first time user of our interface is still

much faster. This is evidence that the interface we created is overwhelmingly better

than the standard mouse-based interface for this type of manipulation.

7.4 Conclusion

There are a few conclusions that can be made based on this experiment alone. In terms

of interface, the natural user interface is really easy to use because it doesn’t have any

command or instruction attached to it. Users just need to pick up the cube by using

the controller and put it into a tube, as one would do in the real world.

The Blender interface, on the other hand, requires the users to have experience

beforehand. Without knowledge of the interface, it would be almost impossible for a

novice user to manipulate the object. This is something that they can’t do based on

instinct but they have to go through tutorials in order to understand how the interface

works.

The completion times recorded for both interfaces also support our claim. If we
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look at the completion times of the participants during the first attempt, the slowest

time recorded is still three times faster than the fastest time completed by the average

Blender user.

In terms of the participants’ behavior while performing the task in the natural

interface, it can be said that:

• A completion time longer than one minute during the first attempt doesn’t nec-

essarily mean that the interface is hard to use. Some of the participants who

recorded more than a minute are actually using this trial to observe the inter-

face in order to understand how it works. This is proved by the fact that they

managed to record a completion time which is more than 50% faster during the

second attempt.

• Many participants find it really enjoyable to beat their own completion time.

However, rushing in order to gain a faster completion time often resulted in a

worse completion time. This is common sense when assembling objects in the

real world and the same sense is also applied to the virtual world. To gain a good

result, a job should be done in a fast but calm manner. By rushing things, users

are liable to make more mistakes.

• Performing a 3D task in a simulated world is not something that everybody can

do straight away. However, this ability can be achieved after some training.

In Section 6.6, we listed three questions that we wanted to observe during the

experiment.

• How much better are the best people than the worst people?

• Are there any people who find it very di�cult?

• Is everyone able to use it successfully?

From the result of the natural user test, we could answer the above questions as follows:

• Based on the completion time of the first attempt, the best completion time is

better than the worst completion time by eight times. The gap between the

best and the worst time in the second trial doesn’t change that much. The time

di↵erence is still about eight times greater.

• Even with the di�culty of seeing and manipulating 3D correctly, all participants

are able to complete the task successfully.
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Figure 7.1: A Java-written program to rate our natural interface.

• From the scale given to the participants at the end of the experiment, none of

them rate the interface higher than 3. Furthermore, the question specifically

asks the participants to rate how easy it is to use the interface without any

instruction as shown in Figure 7.1. In retrospect it is quite hard to determine

how to interpret this result, since there is no standard against which subjects

are judging this interface. But it certainly shows these subjects do not find the

interface trivially easy to use, at least in the task they were given.

Out of 19 participants, one couldn’t perform the task as well as the others, even after

complete instructions were given. Her performance was constant throughout all four

trials, before and after the complete instructions were given. This does not prove that

there is something wrong with the interface. I believe some people might require a

longer training time before they can completely perform a manipulation of an object

in a simulated 3D world with a complete understanding.

Based on the information gained above, we can conclude that:

• The natural interface is easier to use than the standard mouse interface.

– Although it was found that the majority of participants did not perceive the
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simulated 3D world correctly in the natural interface, the interface is by far

easier to use than the standard Blender interface.

– The fact that all participants managed to complete the task successfully sup-

ports this claim. Participants from the average users group of the Blender

interface on the other hand took quite a long time at the start of the exper-

iment to recall the commands required to perform the manipulation task.

– Despite the extra instructions given to some of the participants of the nat-

ural interface group, these instructions were still minimal compared to the

training required by novices just to familiarize themselves with the standard

modeling interface.

• The participants of the natural interface learned very quickly.

– The participants who took time understanding the interface during the first

trial were able to perform much better during the second trial based on the

statistical analysis performed as shown in Table 7.5.

– Some participants developed their understanding after performing the task

more than twice.

– Although there were participants who couldn’t grasp the idea during the

first few trials, after being given more instructions, they easily outperformed

their previous completion time.

Looking back on the studies conducted in our evaluation, are there any general con-

clusions we can draw about how natural interfaces should be evaluated? From what

we have reviewed and learned, NUI should not be defined by one interaction style only.

What is natural to one interface might not be natural in another. For example, an

interface designed for a virtual musical instrument will not be suitable for an assem-

bly task interface. For a big virtual scene, using a “magic” technique to reach a far

away object might increase the naturalness of the interaction, and the same “magic”

technique used to select an object might look unrealistic for the interaction in a small

virtual room. Our main general suggestion about the evolution of natural user inter-

faces is that it should proceed through the establishment of benchmark usability tests,

which are well described and can readily be reproduced, so that the improvements to

existing interfaces can be quantitatively assessed against these benchmarks. Our con-

tribution to this general evaluation methodology is the creation of a single benchmark

test in a 3D manipulation task, for our own Hydra-based interface.
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In the next chapter, we wrap up the overall research findings. We also include future

work that should be incorporated into this interface which we believe can increase the

level of naturalness.
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Chapter 8

Conclusion

8.1 Summary

In Chapter 1, we introduce the problem we want to solve, which is to create a natural

3D interface by using the existing hardware and software. This is followed by reviewing

other people’s work on the same area to see the interfaces that have been done. From

there, we discuss about our interface in detail, from its concept to its implementation.

The research can be summarized as follows:

1. Natural interfaces are replacing GUIs.

History repeats itself. When computer was first introduced, CLI was used as

a medium of communication between a human and a machine. Later on, CLI

was replaced by GUI. The current era is following the same paradigm. Natural

interfaces have gained in popularity and are slowly taking over from GUI.

2. Our definition of natural interface.

Researchers have di↵erent views on what is “natural”. These di↵erences have

led to various ways of implementing the interfaces. Our focus is on creating an

interface that allows a 3D object to be manipulated as if we were doing it in the

real world.

Hence, we define natural interface as:

“An interface that relies almost exlcusively on visuomotor skills al-

ready possessed by users.”

3. Natural interfaces are particularly useful in 3D.
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Assembly tasks are one of the examples of why natural interfaces are better than

2D traditional interfaces. It is an action that is easy to do in the real world, and

yet it can be di�cult to achieve with 2D interfaces.

4. Building an environment for testing 3D natural interface.

Since an assembly task can be studied in a reasonably short experiment, we

designed a task where users are required to place a cube into its matching tube

by using physical hardware. This task allows users to manipulate a 3D object in

6DoF.

5. It uses only comodity (cheap) hardware.

The designed task requires the use of physical hardware to manipulate the 3D

objects. Our intention is to make use of the existing hardware to create a usable

natural interface. To ensure that this project can be continued by others, we opt

to use a cheap hardware, namely the Razer Hydra controller.

The Hydra has a lot of advantages over the other popular cheap controllers such

as the Wiimote and the PS Move. The use of a magnetic field to calculate the

position and orientation of the controller helps in providing an accurate reading.

It also allows the controller to move freely in 6DoF without noticeable latency.

6. It incorporates a physics engine.

Implementing physics in the simulated world is important because it satisfies the

physical expectations of users. A natural interface would lose its naturalism if

the physics di↵ers from the real world. Two rigid objects shouldn’t penetrate

each other. An object under the influence of gravity should fall normally.

We chose the Bullet engine to handle the virtual world’s physics because it is a

very popular open source physics engine and has been used widely in films and

commercial games. For a simple natural interaction, Bullet does the job well.

7. Calibrating the Razer Hydra.

The Hydra controller has been calibrated to make it useful as a natural interface.

We use a novel method using an average with weights calculated from a rational

function of distance to correct an approximate linear transformation.

8. Conducting a usability test for the natural interface.
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We conducted a simple usability test to demonstrate our idea. The participants

of the natural interface test outperformed all but the most experienced users of

a traditional interface and almost without training.

To measure the performance of users in di↵erent level of di�culties, we could

create a di↵erent test environment by using the same interface. For example, we

could design a more complicated assembly task that is used for construction such

as a Lego or TinkerToy simulator.

Based on the results and the rating given by the participants, we can conclude that our

natural interface is quite easy to use. Participants did seem to experience some trouble

in perceiving the 3D task correctly but all of them actually managed to complete

the task. There is a good evidence in the psychology literature for the di�culty

of understanding seemingly simply things like cube rotations. See for example G.

Hinton [49].

Overall, from what we have learnt from the experiment, we realized that for a 3D

natural interface, it is very important for the users to have an understanding of the

representation of the 3D scene. When designing the scene, we need to take into account

the inability of most users to perceive the 3D world correctly. In designing the scene,

we have to make sure that its representation does not mislead the users. For example,

in our interface, the use of a kinematic object to represent the avatar often leads the

user into treating the avatar as just a transparent object that can be dragged through

any other static object. They did not realize that the avatar is magnetic, and attracted

other dynamic objects to it, and these dynamic objects can collide with other objects

in the scene.

In terms of instructions that should be given to help people to use the natural

interface, we noticed that even with the training video showing the participants what

they needed to do to complete the task, they still had it wrong. It is always a good

idea to let them use the interface themselves, and just provide a few hints on how to

control the interface. This would be a better way for them to learn to use the interface.

8.2 Future work

Our natural interface serves as a starting point towards a more ideal interface. There

are many things that can be incorporated into the current interface to make it better.

As of the current state, the naturalness depends on a one to one correspondence.
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Although this does give the natural impression, it can be further improved by incor-

porating haptic feedback into the interface.

Currently, when the cube is put into the tube, the user can tell that the task is

complete through visual cues only. It would be better if we could apply some resistance

when the cube collides with any part of the tube. This way, the interaction would feel

more natural because the user would feel the resistance if the cube is not properly in.

The use of sound to represent collision between objects - static, kinematic and dynamic

- would also enhance the naturalness. When the users hear the colliding sound, they

would be immediately aware that the collision has already taken place and would figure

out a way to avoid the collision from happening again. Another thing that I would like

to do is to make the avatar behave more like a dynamic object, which means it would

collide properly with static objects in the scene, rather than just passing through.

The magnet can also be easily controlled with the use of a button. We can design

a button press that will enable and disable the magnetic force. This will allow for a

better control of the overall interaction.

We have not had a chance to test this application with the PS Move. Being able

to compare the performance between the Hydra controller and the PS Move might

lead to a di↵erent conclusion. We can experiment to see if there is any di↵erence in

performance between a wired and a wireless devices. Using the PS Move will also give

an opportunity to investigate latency, whether or not it a↵ects the usability and how

to correct it.

An interface which includes an analogue of a grasping hand as well as a moving

arm would be another interesting addition to our current system. However, as we

mentioned earlier, hand grasping is tremendously di�cult to model and is the subject

of large research projects.

Our current 3D interface is implemented in a virtual space that is aligned with that

in which the user’s actual arm moves: the directions “forward”, “left”, “up” and so on

in the virtual space are the same as those in the real world. Another possibility is to

implement an interface in which the virtual space has some other relationship to the

user’s actual space. For instance, the interface could present a “mirror” arm, which

moves in the way that a hand viewed in a mirror would move. This can be a very

important cue in manipulating a 3D object. An object which is closer to users’ hand

appears to be larger, hence it gives hint as to where the manipulation should take place

in the 3D space. We could also create a stereoscopic vision with motion parallax where

participants can perform the 3D manipulation from di↵erent angles by moving their
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heads around the 3D scene.

Another good idea would be to incorporate this direct 3D manipulation into model-

ing software such as Blender to see if this technique can assist in the design process. We

could also design the natural interface to be used for an actual assembly task such as

assembling a car body parts. From here we could determine if the use of the magnetic

attraction would help or hinder the 3D manipulation.

To test the participants’ learning curves, the application can be designed with

several levels of increasing di�culty. We could observe how the participants improve

after completing each level. From the experiment, we noticed that they loved to beat

their own records. Instead of competing against their own record, we could create

a multiplayer platform where participants could compete against each other. This

could also help to determine if the designed competition would help increasing the

participants’ ability to learn.

As to the evaluation component of the project: there are several interesting variants

on the evaluation study which could be conducted. We could determine the improve-

ment in performance by those who received more instructions. We could also perform

a qualitative measurement, to study the reason behind the inability of most people to

perform the 3D task well. Filling in questionnaires and answering open-ended questions

could also help in determining the users’ “feeling” while using the interface.
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