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Introduction

In late 1915, during the madness of Word World I, somewhere in Europe a ray
of hope and logic was rising: Albert Einstein published, in a compact four page
article, his celebrated field equation for gravity [18]. These equations—a highly
non-linear system of partial differential equations—comprised the hallmark of what
would be later known as the general theory of relativity. They represented the
completely novel idea of interrelating gravity with the geometry of the underlying
space-time. Now curvature becomes the primary concept and gravity reduces to just
a (secondary) manifestation of it. Broadly speaking, gravity became an artifact; a
mathematical creation that helps us to describe Nature’s weakest way of interaction.
Because of this, gravity lost its primary status as a “pure” fundamental force of
Nature and became a so-called pseudo-force.

By explaining the precession of the perihelion of Mercury—an unsolved problem
for almost half a century—and by predicting the bending of light by the Sun, the
new theory managed to draw the attention of the scientific community—especially,
after its first observational verification by Sir A. Eddington during the solar eclipse
of 29th of May 1919, where was confirmed that the Sun was, indeed, bending the
light rays that were passing close enough from it. Soon after Einstein’s original pub-
lication the first exact solutions to his equations started to be published. In 1916
a static spherically symmetric [81] and a static charged spherically symmetric [72]
solution to his equations were found by Schwarzschild and Reissner, respectively.
The de Sitter solution [15] and the (homogeneous and isotropic) cosmological solu-
tions of Friedman [26], [27] soon followed. Thus, the new theory had already—only a
decade after its publication—acquired a dominant position in astronomy, cosmology,
astrophysics, and the study of the structure of space-time.

In contrast to its rapid development in the aforementioned fields, general rel-
ativity progressed slowly in the study of gravitational waves despite the fact that
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very early—already in 1918—Einstein showed [19] that his field equations—after a
proper linearization—admit the existence of gravitational waves. Their weak, and
for that difficult to detect, nature declined physicists’ interest on them. As this ob-
servationally “unpleasant" property was not already enough, in 1936 Einstein himself
abnegated their existence in (the original form of) a paper [20] with Rosen!1

But things, fortunately, started to change in the late ’50s with the introduction
of the notion of an isolated system in general relativity. Pioneering work done by
people like Pirani [70], Trautman [86], and Bondi et al. [7] was proposing that,
by using the aforementioned notion, the study of gravitational phenomena could
be done without the “rough” simplification implied by the linearization of the field
equations. In essence, this idea was suggesting that the bypassing of the linearization
procedure would reveal new features of the field equations. Features that are directly
related to the non-linear nature of the equations and remained in the dark because
of the (artificial) linearization of Einstein’s equations.

An isolated system is, of course, an idealization of Nature’s workings. It is,
actually, implying that a source of gravitational waves—like a binary system of
neutron stars or black holes, a fast spinning neutron star, etc.—can be thought of
as being largely separated of other similar sources, where the influence of the latter
can be taken into account only in the form of the gravitational radiation emitted by
them. In a similar fashion, an observer is placed far away—at “infinity”—from these
objects; so the only information the observer gets is encoded in the gravitational
radiation that is received from them. But, automatically, this arrangement—i.e. the
placement of the observer at a distance where the gravitational phenomena become
weak—leads naturally to the notion of an asymptotically flat space-time. This means
that the space-time, independently of how much curved is near massive objects, at
infinity resembles Minkowski space-time—i.e. its curvature dies off. At these regions
the gravitational fields are expected to develop a wave-like behaviour as the space-
time is actually becoming Minkowski there. Exactly this feature is that helps us
to bypass the artificial linearization of the field equations, as now the emerging of
the gravitational waves is led exclusively to the geometry of the space-time under

1Of course, [20], in its final revised form, published in 1937, contains the Einstein-Rosen solution
of Einstein’s field equations. But in its original 1936 form entitled “Do Gravitational Waves Exist?”,
the authors concluded that Einstein’s equations were not admitting wavelike solutions. For a more
detailed account of this fascinating story, see [46]
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consideration.
Based on these assumptions people like Bondi et al. [8], Newman and Penrose

[59], and Sachs [75], [76] tried to construct models that describe how fields behave
at infinity. But, dealing with infinity is a difficult task, especially when one wants
to incorporate it in analytical and numerical calculations that involve limits “as
one goes to infinity”. Thus, these attempts unavoidably depended heavily on the
physical intuition and creativity of their authors, and on previous simplified models.
Something was missing! A very important ingredient that would provide a consistent
and solid ground treatment to the study of the behaviour of fields near (and at)
space-time infinity was obviously missing.

Sir R. Penrose filled the gap by introducing in [62], [63] the notion of conformal
infinity—which he called scri. It is worth quoting from [62] the original reasoning
underlying its introduction by Penrose:

“. . . Asymptotic questions are those relating to the “neighborhood
of infinity”. From the point of view of the metric structure of space-
time, however, there is no such thing as a point at infinity, since such
a point would be an infinite distance from its neighbors. But if we
think only in terms of conformal structure of space-time (only ratios of
neighboring infinitesimal distances are to have significance), then infinity
can be treated as though it were simply an ordinary three-dimensional
boundary to a “finite” four-dimensional region. In fact, we can envisage
a new “unphysical” metric assigned (but perhaps only locally) to space-
time, which is conformal to the original physical metric, and according
to which “infinity” is now finite and in most places regular. . . ”

He unveiled, in this way, the basic features of the geometrical structure underly-
ing this particular field of study. Thus, infinity was brought to a finite distance
and, as a consequence, the behaviour of gravitational radiation at infinity could be
studied now in local terms. This could be achieved by conformally rescaling the
(physical) space-time metric under consideration with an appropriately chosen con-
formal factor, say, Ω. All the information about infinity is now incorporated in the
behaviour of this function; having at hand such a “quantitative” representation of
infinity makes our efforts to study it a little bit easier. A question concerning the
generality of this procedure naturally emerges at this point, i.e. it is always possible
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to find a function Ω with the aforementioned property? In [64], [44] it was rigorously
shown that this is possible for all the physically interesting exact solutions of Ein-
stein’s equations. An extremely pleasant property of the above proposition is that
any other conformal rescaling, say by a function ϑ, of the unphysical metric—or
equivalently of the already rescaled physical metric—is diffeomorphic to it. This
feature give us the freedom to chose Ω in a way that fits better with the specific
problem under consideration, i.e. Ω is a “gauge” function.

The next step one has to take, in order to proceed further in the study of the
behaviour of gravitational radiation at (and near) space-time infinity, is to express
Einstein’s equations in the aforementioned conformal picture and, subsequently,
to establish their form at infinity—which is now brought to a finite distance. In
addition, the above steps must be made in such a way that the choice of Ω must
be compatible with the fact that the physical metric has to satisfy Einstein’s field
equations—a task not so straightforward as it sounds. Various ingenious attempts
to address this problem were made, in the three decades following Penrose’s original
publication [62], by a vast—for the standards of this particular field of study—
number of authors: Geroch [39], [40]; Schmidt [77], [78]; Sommers [82]; Persides
[67]-[69]; Ashtekar and Hansen [3]; Ashtekar and Romano [4]; Ko, Newman, and
Tod [47]; Penrose [64]; Friedrich [28], [29], [32], [33]. Specifically, in [39], [40] and
[28], [29], [32], [33] a novel description of both null and spatial infinity was proposed;
in [64] and [47] only null infinity was studied; in [77], [78], [82], [67]-[69], [3], [4]
Penrose’s approach [64] to null infinity was adopted, but spatial infinity was treated
in a different way.

In this work, we are going to concentrate our attention on H. Friedrich’s approach
to space-like and null infinity originally presented in [32] and [33]. His interpretation
is based solely on the initial data, the field equations, and the conformal structure
of space-time. The key feature in this analysis is the manipulation of the available
gauge freedom provided by the conformal structure. Thus, in addition to the exten-
sive exploitation of the gauge nature of the conformal factor Ω—carried out in [28],
[29]—Friedrich introduces in [32] another possible freedom arising from the use of
a torsionless (non-metric) connection—the so-called Weyl connection—instead of a
Levi-Civita connection. By using a Weyl connection to express the field equations
Friedrich achieves a considerable simplification of the resulting evolution equations.
Specifically, with only exception the symmetric hyperbolic system governing the
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evolution of the rescaled Weyl tensor, no spatial derivatives of the unknown quan-
tities are involved anymore in the evolution equations. Numerically, this feature
of Friedrich’s field equations is extremely pleasant. This set of field equations is
known as the general conformal field equations. Moreover, in this scheme, the “stiff”
problem of the singular behaviour of the conformal fields at space-like infinity is
addressed in a rigorous way.

In a string of papers [22]-[24] Frauendiener managed to employ the “ancestors” of
the general conformal field equations, namely the metric conformal field equations,
introduced in [28], [29], into a numerical code and study their behaviour at null
infinity. Therein the Cauchy problem especially adapted to the conformal nature of
the metric conformal field equations was used for the numerical treatment of asymp-
totically flat space-times. The “unphysical” space-time plays here the primary role
as in Penrose’s picture the physical space-time consists a finite portion of it. In this
picture the boundaries of the physically interesting parts of the space-time under
consideration are given by the equation Ω = 0. In this way, the boundary emerges
naturally from the conformal picture and thus it does not have to be artificially
introduced. But this nice feature comes with an additional complication: the con-
formal factor is not known beforehand and for that it must be computed during the
evolution.2

Taking advantage of Friedrich’s result [30] that the hyperboloidal initial value
problem is well-posed,3 the “unphysical” space-time can be foliated in an appropriate
way by space-like hypersurfaces that manifest themselves as hyperboloidal hyper-
surfaces in the physical space-time. The initial data is prescribed on one of these
hyperboloidal hypersurfaces and is evolved by the evolution equations. The primary
reason for the introduction of the hyperboloidal hypersurfaces was the avoidance of
space-like infinity where some of the components of the Weyl tensor are singular;
thus, this setting cannot be used to study regions close to space-like infinity.

But, in order to study the gravitational radiation emitted by isolated astrophys-
ical objects in all its generality, we must incorporate in our studies the region of
space-time that serve as a connection between the ingoing and outgoing radiation,
i.e. space-like infinity i0. One’s main concern is to address the problem at future

2Einstein’s field equations can be used for this purpose.
3Namely, given smooth Cauchy initial data there exist a solution of the metric conformal field

equations in some small neighbourhood of the initial hypersurface.
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null infinity I +, where the detectors of gravitational waves are placed,4 but in or-
der to acquire a complete and cohesive picture of the global procedures involved one
has also to study what happens at space-like infinity, and especially at the interface
between space-like and null infinity. The general conformal field equations provide
an ideal arena for such an effort. In [33] Friedrich managed to construct an initial
value problem for the conformal representation of the Einstein’s equation, which is
regular near space-like infinity, through a procedure of which the main ingredient is
the blowing up of space-like infinity i0 to a cylinder I. Now, the Cauchy initial data
can be prescribed on generic space-like hypersurfaces, i.e. the use of hyperboloidal
hypersurfaces is not essential anymore.

As was already mentioned above in this representation of Einstein’s field equa-
tions, the resulting evolution equations acquire—except of the ones controlling the
evolution of the rescaled Weyl tensor—an extremely simple form, where only “time”
derivatives occur in their expressions. On the cylinder though, which now repre-
sents space-like infinity, even the spatial derivatives in the evolution equations of
the rescaled Weyl tensor drop out, forming an intrinsic system of evolution equa-
tions on the cylinder. Obviously, the cylinder is a total characteristic of the general
conformal field equations.

In addition, by specifying the gauge in which the evolution equations acquire the
aforementioned very convenient form, one also specifies the form of the conformal
factor Ω. Thus, the location of null infinity is now known beforehand and it does
not have to be computed during the evolution.

All these features, namely the regularity of the initial data, the fixed location of
null infinity, the fact that the whole of the physical space-time can be covered by one
computational domain, and the extremely simple form of the evolution equations
(especially on the cylinder), make the general conformal field equations extremely
suitable for numerical manipulations.

However, as expected,5 the intrinsic system of evolution equations on the cylinder
degenerates at the interface of the cylinder I with null infinity. In general, the
solutions generate logarithmic singularities at these regions which are expected to
travel along null infinity and spoil its smoothness, making it impossible to read-

4The metric conformal field equations serve this purpose.
5It is a general feature of Einstein’s field equations that there exist asymptotically flat data

that develop non-smooth singular behaviour at null infinity.
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off the gravitational radiation at I+. In Friedrich’s approach this generic singular
behaviour of asymptotically flat solutions to Einstein’s field equations is successfully
reproduced, but in a more manageable way. Now, the appearance of this singular
behaviour has been made explicit and its occurrence and precise nature has been
related to the structure of the initial data. In other words, there is a possibility that
by choosing appropriately the initial data the occurrence of non-smooth features in
the solutions at null infinity can be avoided. A possible way out of this problem,
that has been investigated already in [33], is to prescribe initial data that respect
the regularity conditions proposed therein.

In this work, we will use Friedrich’s general conformal fields equations to evolve
generic asymptotically Euclidean initial data in the vicinity of space-like infinity.
We will begin our endeavour from the simplest possible case: linearised gravitational
fields on a Minkowski background. Although simple, this “toy model” encapsulates
all the crucial characteristics of the full non-linear system. Namely, the cylinder
must be introduced in order to set our initial data regular and the intrinsic to the
cylinder evolution equations degenerate at the regions I± that the cylinder meets
null infinity. We will try to evolve the initial data as close as possible to the ill-
behaved regions I± and study the behaviour of our numerical solutions there. This
procedure will be carried out twice by using the linearised general conformal field
equations in their first and second order form, where the latter can be derived from
the former. Although analytically, the two approaches are equivalent, their numeri-
cal implementation could possibly address the same issues differently [49].6 Spotting
these differences and detecting any potential numerical advantages or disadvantages
between the two approaches will be also one of our goals here.

In Chapter 1, a short overview of the ideas put forward in [32], [33], which depicts
their current understanding by the author, will be attempted. The exposition there
closely parallels the discussion in the survey articles [34], [37]. The two following
chapters are devoted to the first order representation of the general conformal field
equations. Chapter 2 sets the analytical background of the problem, while Chapter
3 deals with the numerical implementation of the system. Chapter 3 also contains
all our results regarding numerical solutions for various classes of initial data. The
structure of the remaining two chapters is similar, but they are addressing the second

6In [49], it has been pointed out that the numerical evolution of a system using second order
wave equations has several advantages compared to a system of first order equations.
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order representation of the general conformal field equations. Again, Chapter 4 is
concerned with the analytical work, while in Chapter 5 the analytical setting of
Chapter 4 is implemented numerically and our numerical findings are presented.
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Chapter 1

The conformal representation of
Einstein’s field equations

1.1 The conventional picture

Both the desire to study gravitational radiation emanating from an isolated system
and the placement of the observer (i.e. of our detectors) at an infinite space-time
distance from it, entail that we have to look for vacuum solutions of Einstein’s field
equations, namely1

R̃µν [g̃] = 0, (1.1)

where with ˜ we will denote all the quantities related to a so-called “physical”
(Lorentzian) manifold (M̃, g̃). Since general solutions to this equation are not still
(and maybe will not be in the near future) available, we have to think of an alter-
native way to attack this problem.

A possible way to deal with it is by trying to express (1.1) in the conformal
picture. To do that we have to introduce an “unphysical”2 (conformal) metric gµν ,
which is related to the “physical” metric g̃µν through the relation

gµν = Ω2g̃µν , (1.2)

where the conformal factor Ω is positive. (All the quantities related to the “unphysi-
cal” (Lorentzian) manifold (M, g) will be denoted without a .̃) Thus, by using (1.2)

1The cosmological constant is considered, here, zero.
2The use of the terms “physical” and “unphysical” will be justified later, see sec. 1.4.
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we can express Einstein’s field equations in the conformal scheme:

Rµν [g] = R̃µν [g̃]− 2 Ω−1∇µ∇ν Ω− gµνΩ−1
(
2Ω− 3 Ω−1∇ρ Ω∇ρ Ω

)
, (1.3)

where 2 ≡ ∇ρ∇ρ and ∇ is the Levi-Civita connection of g. By observing (1.1) and
assuming that Ω is given, expression (1.3) can be considered, in a local coordinate
system xµ, as a second order partial differential equation for g, i.e.

∂[ρ Γν]
ρ
µ + Γλ

ρ
[ρ Γν]

λ
µ = −Ω−1∇µ∇ν Ω− 1

2
gµνΩ

−1 (2Ω− 3 Ω−1∇ρ Ω∇ρ Ω
)
,

where Γµ
ρ
ν = 1

2
gρλ(∂ν gλµ+∂µ gλν−∂λ gµν). Despite this nice feature, equation (1.3)

has two major drawbacks arising from the nature of the particular problem we want
to address—namely the structure of asymptotically flat space-times. The first one
is closely related to our desire to study the behaviour of gravitational fields near
infinity, i.e. where Ω → 0.3 Obviously, the r.h.s of (1.3) is singular in this limit.
The second difficulty arises from the fact that in general the function Ω is not given
a priori and for that it has to be calculated somehow.

1.2 Metric conformal field equations

It follows, from the discussion above, that the conformal setting (1.3) of Einstein’s
equations is not the most appropriate for our purposes here. Thus, to proceed
further, one must find a conformal representation of (1.1) that i) does not involve
any Ω−1 terms and ii) ascertains the value of Ω solely from Einstein’s equations.

A conformal representation that respects both these requirements was put for-
ward by Friedrich in [28], [29]. The nature of our problem—i.e. solving Einstein’s
vacuum field equations (1.1) in a conformal scheme—clearly indicates that we have
to involve, somehow, in our equations the Weyl tensor

Cµ
νλρ = Rµ

νλρ − 2
(
gµ[λLρ]ν − gν[λLρ]µ

)
, (1.4)

where the Schouten tensor

Lµν =
1

2

(
Rµν −

1

6
Rgµν

)
(1.5)

3This statement will be also warranted in sec. 1.4.
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was introduced. Such a statement follows quite naturally from the fact that the
Weyl tensor is the only non-zero component of the curvature tensor in the absence
of matter. In addition, the Weyl tensor governs the propagation of gravitational
radiation emitted from isolated systems and describes its behaviour through the
peeling-off property.4

A possible starting point is the second Bianchi identity

∇[κR
µ
|ν|λρ] = 0, (1.6)

which is satisfied by all curvature tensors. Using (1.4) one can express the Bianchi
identity in terms of the Weyl and Schouten tensors:

∇[κC
µ
|ν|λρ] = 2

(
gν[λ∇κLρ]

µ − gµ[λ∇κLρ]ν
)
,

which, after a contraction of the first two l.h.s indices, takes—in four dimensions—
the more compact form

∇µC
µ
νλρ = ∇λLρν −∇ρLλν . (1.7)

The generality of the above formula is apparent: it holds for any tensor satisfying the
decomposition (1.4). Consequently, a similar relation must also hold for quantities
defined on the “physical” space-time, namely ∇̃µC

µ
νλρ = ∇̃λL̃ρν − ∇̃ρL̃λν . (Where

obviously Cµ
νλρ = C̃µ

νλρ.) The r.h.s of the last formula vanishes if Einstein’s vacuum
field equations (1.1) are taken into account (obviously the Schouten tensor (1.5)
vanishes when (1.1) is satisfied):

∇̃µC
µ
νλρ = 0. (1.8)

In order to relate the r.h.s of (1.7) with (1.8) one can use the transformation law

Γµ
κ
λ = Γ̃µ

κ
λ + δκµ Ω−1∇λΩ + δκλ Ω−1∇µΩ− gκσgλµ Ω−1∇σΩ (1.9)

of the connection coefficients under the conformal rescaling (1.2) and reproduce the
very important relation

∇µ(Ω−1Cµ
νλρ) = Ω−1∇̃µC

µ
νλρ,

4The peeling-off property states that in asymptotically flat space-times the curvature tensor
exhibits the characteristic asymptotic behaviour O(rn−5), n = 0, . . . , 4, for each one of its five
independent complex components in the 2-spinor formulation [65], [66]. (Where r is the affine
distance from the source of gravitational radiation.) For further details see [76], [64].
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which through (1.8) gives the so-called Bianchi equation

∇µd
µ
νλρ = 0, (1.10)

where
dµνλρ = Ω−1Cµ

νλρ (1.11)

is the rescaled Weyl tensor (or gravitational field). The importance of (1.10) follows
from its conformally invariant nature and the fact that it controls (in vacuum space-
times) the behaviour of the only non-vanishing component of the curvature tensor.
Using (1.10) in the form ∇µC

µ
νλρ = dµνλρ∇µΩ and (1.11) one can express (1.4) and

(1.7) in terms of the rescaled Weyl tensor:

Rµ
νλρ = Ω dµνλρ + 2

(
gµ[λLρ]ν − gν[λLρ]µ

)
, (1.12)

and
∇λLρν −∇ρLλν = dµνλρ∇µΩ (1.13)

respectively. With equations (1.10), (1.12), and (1.13) the first objective set at the
beginning of the present section has been achieved, namely we managed to construct
an alternative to (1.3) that does not contain any Ω−1 terms. If one assumes that Ω

is given, then the rescaled Weyl and Schouten tensors can be obtained by solving
(1.10) and (1.13), respectively. Inserting the results in (1.12) we end up with a
(regular at Ω = 0) second order partial differential equation for the metric tensor.
Unfortunately, in general Ω is not known beforehand; thus, it must be somehow
computed.

Therefore, our next task is to compute Ω using Einstein’s equations. As usual
our terminus a quo will be equation (1.3); its trace provides the rescaling law for
the Ricci scalar under transformations of the type (1.2):

R[g] = Ω−2R̃[g̃]− 6 Ω−1
(
2Ω− 2 Ω−1∇ρΩ∇ρΩ

)
. (1.14)

Using (1.5) and (1.14)—where the vanishing of R̃[g̃] follows from (1.1)—one can
express (1.3) in terms of the scalar quantity

s ≡ 1

4
2Ω +

1

24
RΩ (1.15)

and the Schouten tensor, i.e.

∇µ∇νΩ = −ΩLµν + s gµν . (1.16)
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The above expression can be used for describing the dynamical evolution of the
conformal factor Ω. While an equation specifying the dynamics of the Schouten
tensor is already available, see (1.13), a similar expression for s is still missing.
In order to fill the gap one can use the twice contracted second Bianchi identity
∇λLλµ = 1

6
∇µR and substitute Lλµ and R with their expressions in terms of s:

Lλµ = −Ω−1∇λ∇µΩ + Ω−1s gλµ,

R = −6 Ω−12Ω + 24 Ω−1s.

If, in addition, the commutator [∇ρ,∇µ]Vλ = VκR
κ
λµρ of the covariant derivative

∇ρ and the expression (relating the Ricci tensor with Lλµ and s)

Rλµ = 2Lλµ + 4 Ω−1 s gλµ − Ω−12Ω gλµ

are used, then a quite elegant formula dictating the dynamics of s can be obtained:

∇µs = −Lλµ∇λΩ. (1.17)

Finally, expressing the contracted Einstein’s field equations (1.14), with R̃ = 0, in
terms of the scalar (1.15), one acquires an equation that constrains the quantities Ω

and s:
2 Ω s−∇ρΩ∇ρΩ = 0. (1.18)

Obviously, expressions (1.16)-(1.18) are regular at the limit Ω→ 0 and can be used
for specifying the value of Ω. Consequently, with these equations at hand the second
requirement set at the beginning of the present section is also fulfilled.

Summarizing, the equations (1.12), (1.13), (1.10), (1.16), (1.17), and (1.18)

Rµ
νλρ = 2 (gµ[λ Lρ]ν − gν[λ Lρ]µ) + Ω dµνλρ, (1.19)

∇λ Lρν −∇ρ Lλν = dµνλρ∇µ Ω, (1.20)

∇µ d
µ
νλρ = 0, (1.21)

∇µ∇ν Ω =−ΩLµν + s gµν , (1.22)

∇µ s=−Lλµ∇λΩ, (1.23)

2 Ω s−∇ρΩ∇ρΩ = 0, (1.24)

derived above, form the so-called metric conformal field equations for the unknowns

gµν , Ω, s, Lµν , dµνλρ. (1.25)
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The above set of equations is equivalent to the vacuum conformal field equations
(1.3) and, as desired, does not exhibit singular terms in the limit Ω → 0. In the
above representation the choice of the unknowns (1.25)—which is dictated by the
specific problem we want to address—absorbs the singular terms and leaves us with
a regular set of field equations.

In [28], [29] Friedrich shows rigorously how one can use the metric conformal
field equations (1.19)-(1.24) to describe the behaviour of gravitational fields near
(and at) null infinity. But, to build a global space-time one, while passing from past
null I − to future null I + infinity, has to cross through space-like infinity i0. As
it will be shown later, dealing with space-like infinity is not possible in this setting
because of the singular behaviour of some components of the rescaled Weyl tensor at
i0. Despite this unpleasant feature, the metric conformal field equations play a very
crucial role in Friedrich’s theory, namely they are used for deriving the conformal
constraints on the initial hypersurface S̃. We will close this section by making some
remarks about the way one can restrict the gauge freedom related to the conformal
factor.

The conformal nature of (1.19)-(1.24) guarantees their invariance under a rescal-
ing of the conformal factor Ω. Thus, even when Ω is known, it conserves its gauge
nature: a rescaling of Ω by a smooth positive function ϑ leaves invariant the metric
conformal field equations. For example, under a rescaling of the form Ω′ = ϑΩ

the rescaled Weyl tensor transforms like d ′µνλρ = ϑ−1 dµνλρ and, consequently, the
Bianchi equation (1.21) remains invariant:

∇′µ d ′µνλρ = ϑ−1∇µ d
µ
νλρ = 0.

In a similar way, one can check that the rest of the metric conformal field equations
remain also invariant. In order to remove the freedom of choosing the conformal
factor one has to find a consistent and quite general way to specify the value of
ϑ. The transformation law (1.14) suggests a possible way to do that. Specifically,
applying (1.14) for the rescaling gµν = ϑ−2g′µν of the metric tensor—which naturally
follows from Ω′ = ϑΩ—one is legitimate to write

R[g] = ϑ2R′[g′]− 6ϑ
(
2ϑ−1 − 2ϑ∇ρϑ

−1∇ρϑ−1
)
,

which simplifies to
ϑ2R′[g′] = R[g]− 6ϑ−12ϑ.
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The fact that, for a given R′, the above equation can be always solved locally
unveils the gauge nature of the unphysical Ricci scalar R. It is entirely arbitrary
and to our disposal; its choice will depend on the problem under consideration and
on the compatibility with the choice of the other gauge dependent quantities. The
above expression, accompanied with an appropriate choice of initial conditions, fixes
uniquely the value of ϑ.

As it was already mentioned, although the conformal representation described in
this section is an entirely novel approach to the problem described by (1.1), it is not
the most appropriate for studies of space-like infinity in the context of isolated self-
gravitating systems. The blow-up of some components of the rescaled Weyl tensor
while approaching space-like infinity poses restrictions on the use of equations (1.19)-
(1.24). A way to bypass this obstacle and to achieve a considerable simplification of
the resulting equations was proposed by Friedrich in [32], [33]. In addition to these
two extremely pleasant characteristics, the new representation possesses all the nice
features of the metric conformal field equations.

1.3 General conformal field equations

The novel new idea put forward in [32] is related to the use of a connection better
adapted to the conformal structure: theWeyl connection. Thus, both the freedom to
choose the conformal factor and the connection is now available; a fact that gives us
the opportunity to exploit the full gauge freedom available in the conformal scheme.

1.3.1 Weyl connection

To bring in the basic ideas introduced in [32] we have to define a connection that
respects the conformal structure,5 i.e. it is an invariant of the conformal structure.
A possible choice is a Weyl connection ∇̂, which can be viewed as a generalization
of the more familiar Levi-Civita connection in the sense that it does not satisfy
the second requirement of the fundamental theorem of Riemannian geometry (see,

5A (pseudo-)conformal structure CO(p, q) on a manifold (M, g) of dimensions n = p+ q is a set
of conformally equivalent (1.2) (pseudo-)Riemannian metrics of the same signature, see [1]. Here,
we will not distinguish between pseudo-conformal and conformal structures as only Lorentzian
metrics will be considered.
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e.g., [11]). In particular, whilst a Weyl connection satisfies the first requirement
of torsionless it fails to fulfill the second, which guarantees the preservation of the
metric tensor while parallel transported—in other words a Weyl connection is in
general not metric-compatible.

In order to study the implications of the metric-incompatibility one has to con-
sider how it influences the parallel transport of the inner product of two tangent
vectors. Let’s assume that at every point p of the “unphysical” manifold (M, g)

one can define an inner product on the tangent space Tp(M) for any two vectors
Y, Z ∈ Tp(M):

g(Y, Z) ≡ gµν(p)Y
µZν . (1.26)

Thus, the length of a tangent vector and the angle between two tangent vectors at
the same point readily follow

|Y | =
√
|g(Y, Y )|, (1.27)

cos∠(Y, Z) =
g(Y, Z)

|Y ||Z|
. (1.28)

As expected, under a conformal rescaling (1.2) of the metric, i.e. g 7→ Ω2g, the
length (1.27) is not preserved

|Y | 7→ Ω |Y | (1.29)

and the angle (1.28) remains unchanged

cos∠(Y, Z) 7→ cos∠(Y, Z).

A result that clearly demonstrates the angle-preserving nature of the conformal
rescaling (1.2).

Let’s try now to parallel transport the inner product (1.26) along a smooth
curve x(λ) in the manifold (M, g). If the connection ∇ is metric-compatible to g
and the tangent vectors Y, Z are parallel transported along x(λ) with respect to ∇,
i.e. ∇ẋ Y = ∇ẋ Z = 0, then it can be easily shown that ∇ parallel transports (1.26):

∇ẋ g(Y, Z) = 0, (1.30)

where ẋ ≡ dx/dλ. The above result unveils the direct correspondence between the
metric-compatibility of a connection and the parallel transport of (1.26) with respect
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to it. In a similar fashion one can try to parallel transport the length (1.27) and the
angle (1.28) defined on Tp(M); the resulting formulas read, respectively, as follows

∇ẋ |Y | =
∇ẋ g(Y, Y )

2 |Y |
, (1.31)

∇ẋ cos∠(Y, Z) =
∇ẋ g(Y, Z)

|Y ||Z|
− g(Y, Z)

2 |Y ||Z|

(
∇ẋ g(Y, Y )

|Y |2
+
∇ẋ g(Z,Z)

|Z|2

)
. (1.32)

Obviously, when (1.30) is satisfied—i.e. when ∇ is metric-compatible to g—the r.h.s
of (1.31) and (1.32) vanishes; thus, their parallel transport is guaranteed.

What are the implications of using a metric-incompatible connection for (1.30)-
(1.32)? To examine this issue in depth, one has first to investigate the behaviour
of (1.30) under conformal rescalings of the metric tensor. We assume again that
∇ is metric-compatible to g and the tangent vectors Y, Z ∈ Tp(M) are parallel
transported with respect to it. By inserting (1.2)—i.e. g 7→ Ω2 g̃, where˜ is used as
a reminder of the incompatibility of ∇ and g̃—in (1.30) one obtains, up to a scalar
factor, the extremely important expression

∇ẋ g̃(Y, Z) = −2 g̃(Y, Z) Ω−1∇ẋ Ω, (1.33)

which is clearly in agreement with the well-known fact that a metric-incompatible
connection cannot parallel transport inner products of the form (1.26). Let’s see now
how the length and angle on a tangent space are influenced by the use of a metric-
incompatible connection. Substituting g 7→ Ω2g, ∇ẋ g(Y, Z) 7→ −2 g(Y, Z) Ω−1∇ẋ Ω,
and (1.29) in (1.31) and (1.32) one surprisingly obtains

∇ẋ |Y | = −|Y |Ω−2∇ẋ Ω, (1.34)

∇ẋ cos∠(Y, Z) = 0. (1.35)

Quite remarkably, the use of a metric-incompatible connection does not parallel
transport inner products in such a way that guarantees the parallel transport of the
angle (1.28), but not of the length (1.27)! Expressions (1.33)-(1.35) demonstrate
how well the metric-incompatible connection is adapted to the (angle-preserving)
conformal structure.

If, in addition to its metric-incompatibility, we assume that our connection is
non-metric, then the expression (1.33) can be further generalized (see [1]) to

∇ẋ g̃(Y, Z) = −2 ẋf̃ g̃(Y, Z), (1.36)
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where f̃ = f̃ρ dx
ρ is an arbitrary 1-form residing on (M̃, g̃). By non-metric we mean

that our connection is not metric-compatible to any metric tensor in the conformal
class (1.2).

Now we are in position to define a Weyl connection for the conformal class (1.2)
as follows. A Weyl connection ∇̂ is a torsionless, not necessarily metric, connection
which, according to (1.36), can be defined by the expression

∇̂ρ g̃µν = −2 f̃ρ g̃µν , (1.37)

where the 1-form f̃ is defined as above. Alternatively, a Weyl connection can be
viewed, according to (1.35), as a torsion-free, possibly non-metric, affine connection
on a manifold (M, g) with the property that any parallel transport with respect to
it preserves the angle between vectors tangent to the manifold (M, g). In the special
case that f̃ is exact we can always choose a conformal factor in such a way that the
connection ∇̂ becomes locally a Levi-Civita connection of a metric in the conformal
class. For example, if (1.2) is used in (1.37) to rescale g̃µν and f̃ takes the form
f̃ρ = Ω−1∇̃ρΩ,6 then it readily follows that ∇̂ρ gµν = 0, namely the connection ∇̂
becomes the Levi-Civita connection ∇ of the metric tensor gµν . In the general case
that f̃ is inexact one can show, by inserting (1.2) in (1.37), that when f̃ transforms,
under (1.2), as

fρ = f̃ρ − Ω−1∇ρ Ω (1.38)

to another 1-form fρ on (M, g), then a relation similar to (1.37)

∇̂ρ gµν = −2 fρ gµν

holds. Thus, it can be inferred that the expression (1.37) holds independently of
which metric in the conformal class is used—unveiling in this way its conformally
invariant character.

For later reference we display here some very useful results concerning the Weyl
connection. Using definition (1.37) the transformation law (1.9) can be generalized
to

Γ̂µ
ρ
ν = Γ̃µ

ρ
ν + S(f̃)µ

ρ
ν , where S(f̃)µ

ρ
ν = δρµ f̃ν + δρν f̃µ − gρσgνµ f̃σ.

In the special case that f̃ is exact it follows easily that the above expression reduces
to (1.9). In addition, the conformally invariant combination gρσgνµ of the metric

6This choice of f̃ρ guarantees that the 1-form f̃ is exact: f̃ = ∇̃ρ ln Ω dxρ = d ln Ω.
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tensors guarantees that the above transformation law holds for any metric in the
conformal class (1.2). Summarizing, one can write

Γ̂µ
ρ
ν = Γ̃µ

ρ
ν + S(f̃)µ

ρ
ν , i.e. ∇̂ − ∇̃ = S(f̃),

Γ̂µ
ρ
ν = Γµ

ρ
ν + S(f)µ

ρ
ν , i.e. ∇̂ − ∇ = S(f), (1.39)

Γµ
ρ
ν = Γ̃µ

ρ
ν + S(Ω−1dΩ)µ

ρ
ν , i.e. ∇− ∇̃ = S(Ω−1dΩ),

where
S(l)µ

ρ
ν = δρµlν + δρνlµ − gµνgρλlλ (1.40)

for a general (exact or not) 1-form lµ.

1.3.2 Derivation of the general conformal field equations

In the subsequent derivation of the general conformal field equations we will, as in
the case of the metric conformal field equations, assume that the “physical” metric g̃
satisfies Einstein’s vacuum field equations (1.1), but will use another positive definite
conformal factor Θ.7 Thus, the transformation law (1.2) will be replaced by

gµν = Θ2g̃µν , (1.41)

where Θ is a positive definite function.
As we already pointed out a Weyl connection, introduced in the preceding sec-

tion, will be used in the derivation of the general conformal field equations. For
this we have to introduce the Weyl counterparts of the decomposition (1.12), the
contracted Bianchi identity (1.13), and the Bianchi equation (1.10). In order to
express (1.12) in terms of a Weyl connection we have, firstly, to write the Riemann
tensor as a function of the connection coefficients and use (1.39) to get

Rµ
νλρ = R̂µ

νλρ − 2
(
gµ [ρ∇λ] fν +∇[ρ f

µ gλ]ν − gµν ∇[ρ fλ]−
−gµ[ρ fλ] fν + gν[ρ fλ] f

µ + gµ[ρ gλ]ν fσ f
σ
)
. (1.42)

The transformation laws for the Ricci tensor R̂νρ = R̂µ
νµρ and the Ricci scalar

R̂ = gνρ R̂νρ immediately follow

Rνρ = R̂νρ + 3∇ρ fν−∇ν fρ − 2 fν fρ + gνρ (∇λ f
λ + 2 fλ f

λ), (1.43)

R = R̂ + 6∇λ f
λ + 6 fλ f

λ.

7The need of introducing different conformal factors will be justified later, see secs. 1.6 and 1.7.
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Relation (1.43) provides some information about the nature of R̂νρ; by anti-symmetrizing
it one gets R̂[νρ] = 4∇[ρ fν], a result that clearly indicates that the Ricci tensor is
not symmetric! Inserting (1.42) into (1.4) one can write

Cµ
νλρ = R̂µ

νλρ − 2

(
gµ[λLρ]ν − gµ [λ∇ρ] fν + gµ [λ fρ] fν −

1

2
gµ [λ gρ]ν fσ f

σ

)
+

+2

(
gν[λLρ]

µ − gν[λ∇ρ] f
µ + gν[λ fρ] f

µ − 1

2
gν[λ g

µ
ρ] fσ f

σ

)
− gµν ∇[λ fρ],

where the conformal invariant nature of the Weyl tensor guarantees that Ĉµ
νλρ =

Cµ
νλρ. Obviously, one can define

L̂ρν = Lρν −∇ρ fν + fρ fν −
1

2
gρν fσ f

σ (1.44)

and express the above decomposition in the more compact form

Cµ
νλρ = R̂µ

νλρ − 2
(
gµ[λL̂ρ]ν − gν[λL̂ρ]µ − gµν L̂[λρ]

)
. (1.45)

(Note that L̂[λρ] = −∇[λ fρ].) Relation (1.45) with the help of definition (1.11) can
be expressed in the form

R̂µ
νλρ = Θ dµνλρ + 2

(
gµ[λL̂ρ]ν − gν[λL̂ρ]µ − gµν L̂[λρ]

)
. (1.46)

Inserting (1.5) in (1.44) and using the aforementioned result R̂[νρ] = 4∇[ρ fν], the
form of the Schouten tensor in the Weyl representation can be easily derived

L̂ρν =
1

2

(
1

2
R̂[ρν] + R̂(ρν) −

1

6
gρν R̂

)
.

Let’s turn, now, to (1.13) and try to express it in terms of quantities in the Weyl
representation. Using (1.44) and the commutation rule 2∇[λ∇ρ]fν = fµR

µ
νρλ, it is

fairly straightforward to show that

∇[λLρ]ν = ∇[λL̂ρ]ν +
1

2
fµR

µ
νρλ −∇[λ

(
fρ]fν

)
+ fσ∇[λ

(
gρ]νf

σ
)
.

If, in addition, we replace, through (1.39), the Levi-Civita connection appearing
in the first term on the r.h.s, and use (1.45) and (1.42) to simplify the resulting
expression, we end up with

∇[λLρ]ν = ∇̂[λL̂ρ]ν −
1

2
fµC

µ
νρλ. (1.47)
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Substituting (1.47) into (1.13), the latter one can be written in the form

∇̂λL̂ρν − ∇̂ρL̂λν = dµνλρ∇µΘ + Θfµ d
µ
νλρ,

where the definition (1.11) was used and Ω was replaced by Θ. Finally, by intro-
ducing the smooth 1-form

dµ ≡ Θ f̃µ = Θ fµ +∇µΘ, (1.48)

which is just a reformulation of the 1-form f̃µ that, in contrast to f̃µ (see (1.38) with
Ω replaced by Θ), is not singular in the limit Θ → 0, one can produce the Weyl
version of the contracted Bianchi identity (1.13), i.e.

∇̂λL̂ρν − ∇̂ρL̂λν = dµ d
µ
νλρ. (1.49)

In order to express (1.10) in terms of a Weyl connection we have to use (1.39),
(1.40), and the first Bianchi identity dµ[νλρ] = 0. In this way the following result can
be obtain

∇̂µd
µ
νλρ = fµ d

µ
νλρ. (1.50)

So far, with equations (1.46), (1.49), and (1.50) we have managed to generalize the
relations (1.12), (1.13), and (1.10), respectively, in the case that transitions to Weyl
connections are allowed in our theory.

It is essential, especially for the manipulation of fields near space-like infin-
ity, to express the conformal field equations in terms of an appropriately cho-
sen orthonormal frame field. Let’s begin by defining a non-coordinate vierbein
ek = (e0, e1, e2, e3) and its dual basis θθθk on the tangent Tp(M) and cotangent
T ∗p (M) space, respectively, of the “unphysical” manifold (M, g). (Obviously, the
relation 〈θθθk, el〉 = ηkl must hold.) As usual we can relate the non-coordinate bases
θθθk and ek to an as yet unspecified coordinate system xµ through the frame coef-
ficients eµk = 〈dxµ, ek〉, namely ek = eµk ∂µ and θθθk = eµk dxµ.8 In addition, we
require ek to be orthonormal with respect to the “unphysical” metric g, i.e.

gik = g(ei, ek) = gµν eµi eνk = ηik. (1.51)

(Latin and Greek indices are used to denote the non-coordinate and coordinate basis,
respectively.) In the following, ∇k and ∇̂k will denote the covariant derivatives of

8Notice that eµk is the inverse of eµk; therefore, eµkeνm = ηk
mηµν and det(eµk) > 0 must hold.
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the corresponding connections in the direction of ek, i.e. ∇k ≡ ∇ek = eµk∇µ; the
connection coefficients of ∇̂k in this frame field are defined by ∇̂i ek = Γ̂i

j
k ej, and

similarly for ∇.
Recall that a Weyl connection is torsion-free. This property together with the

non-holonomic nature of the non-coordinate basis can be nicely accommodated by
the formalism introduced above. For any two vectors X, Y ∈ Tp(M) the torsion-free
condition can be expressed as

∇̂XY − ∇̂YX − [X, Y ] = 0,

where the square brackets are used to denote the Lie bracket of the fields. Choosing
X = ep and Y = eq the above condition becomes

[ep, eq] = ∇̂epeq − ∇̂eqep = (Γ̂p
j
q − Γ̂q

j
p)ej, (1.52)

which is consistent with the non-vanishing of the Lie bracket of our non-holonomic
basis [ep, eq] = γp

j
qej, where the structure constants are given by γpjq = Γ̂p

j
q− Γ̂q

j
p.

In a similar fashion one can express the curvature tensor

R̂(X, Y )Z = ∇̂X∇̂YZ − ∇̂Y ∇̂XZ − ∇̂[X,Y ]Z,

where X, Y, Z ∈ Tp(M), appearing on the l.h.s of (1.46) in terms of the orthonormal
frame field and its connection coefficients. Choosing X = ep, Y = eq, and Z = ej

we can write

∇̂p∇̂qej − ∇̂q∇̂pej − ∇̂[ep,eq ]ej = ∇̂p(Γ̂q
i
jei)− ∇̂q(Γ̂p

k
jek)− γpkq∇̂kej =

= (∇̂pΓ̂q
i
j)ei + Γ̂q

k
jΓ̂p

i
kei − (∇̂qΓ̂p

i
j)ei − Γ̂p

k
jΓ̂q

i
kei − γpkqΓ̂kijei

and
R̂i

jpq = (∇̂pΓ̂q
i
j) + Γ̂q

k
jΓ̂p

i
k − (∇̂qΓ̂p

i
j)− Γ̂p

k
jΓ̂q

i
k − γpkqΓ̂kij,

where γpkq are the structure constants introduced above.
Now, we can express all the tensor fields involved in the equations (1.46), (1.49),

and (1.50) in terms of the above frame field and its connection coefficients. In
addition, by adding the torsion-free condition (1.52) in the above system, we can
construct an equivalent system of equations for the conformal field equations (1.3),
with unknowns

eµk, Γ̂i
j
k, L̂ij, dijkl, (1.53)
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which reads

[ep , eq] = (Γ̂p
l
q − Γ̂q

l
p) el, (1.54)

ep (Γ̂q
i
j)− eq (Γ̂p

i
j)− Γ̂k

i
j (Γ̂p

k
q− Γ̂q

k
p) + Γ̂p

i
k Γ̂q

k
j − Γ̂q

i
k Γ̂p

k
j =

= 2(gi [pL̂q]j − gi jL̂[p q]− gj [pL̂q] i) + Θ dijpq, (1.55)

∇̂p L̂qj − ∇̂qL̂pj = di d
i
jpq, (1.56)

∇i d
i
jkl = 0, (1.57)

In the last equation the connection ∇ is used instead of ∇̂ for the sake of brevity, but
no harm is done as always one can express it in terms of a Weyl connection—see the
discussion leading to (1.50). The notation used to express the first couple of terms
in the l.h.s of (1.55) follows X(h) ≡ ∇Xh, where h is a scalar function. (Indices on Γ̂

in these specific two terms denote components; they are not abstract indices.) The
first three equations (1.54)-(1.56) are the structural equations of our system as they
define its torsion and curvature. The last equation is called Bianchi equation and,
as we will see in the following, plays central role in our theory. For later reference,
we notice that the 1-from f entering the definition (1.48) takes, in our frame, the
form

fi = fµ eµi =
1

4
Γ̂i

k
k. (1.58)

It can be readily checked that the above relation follows from the identity ∇i gl k =

Γi
j
k gj l + Γi

j
l gj k = 0.

Although the system (1.54)-(1.57) is regular at the limit Θ → 0, it does not
provide any equations for Θ and di. This feature follows directly from the gauge
nature of the two fields: the former is related to the freedom of choosing the confor-
mal factor in (1.41), while the latter can be traced back to the freedom of choosing
the connection. Thus, by confining the available gauge freedom provided by our
system, one could expect to produce differential equations describing the behaviour
of Θ and di. We have to remark here that the two gauge freedoms are not totally
unrelated. According to (1.48) when Θ = 0 holds, then di = ∇iΘ must also hold.
(It will become clearer in the following why the choice Θ = 0 is so important in our
theory.)
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1.3.3 Conformal Gauss gauge

Obviously, the lack of differential equations for Θ and di in the equations (1.54)-
(1.57) unveils their gauge nature. One possible way of specifying these quantities is
by using the notion of conformal geodesics. Specifically, the conformal geodesics will
be used to introduce a coordinate system, see [35], and subsequently propagate the
initial data along them. Interestingly, the introduction of such coordinates along
the conformal geodesics suffices to provide equations governing the behaviour of the
gauge fields Θ and di.

A brief presentation of the theory of conformal geodesics follows—for a more
detailed discussion see [38], [35], [79]. In general, conformal geodesics are related
to the conformal structure in a similar way that the metric geodesics are related to
the metric structure. A conformal geodesic is a space-time curve xµ(τ) of (M̃, g̃)

that solves, together with a 1-form f̃ρ along it, the system of ordinary differential
equations

∇̃ẋ ẋ
µ + S(f̃)ρ

µ
λ ẋ

ρẋλ = 0, (1.59)

∇̃ẋf̃µ −
1

2
S(f̃)µ

ρ
λ f̃ρ ẋ

λ − L̃νµ ẋν = 0, (1.60)

where L̃νµ is the 4-dimensional physical Schouten tensor and S is given by (1.40).
Conformal geodesics are conformally invariant as they do not depend on the metric
chosen in the conformal class to express them. In addition, they are also indepen-
dent of the connection used to formulate their constitutive equations (1.59)-(1.60).
Namely, if we assume that xµ and f̃ρ are solutions of (1.59)-(1.60), then the pair xµ,
f̃ρ−bρ is also a solution of the same equations but with ∇̃ replaced by ∇̂ = ∇̃+S(b)

and L̃ by L̂, i.e.

∇̂ẋ ẋ
µ + S(f̃ − b)ρµλ ẋρẋλ = 0,

∇̂ẋ(f̃ − b)µ −
1

2
S(f̃ − b)µρλ (f̃ − b)ρ ẋλ − L̂νµ ẋν = 0,

where bρ is just another 1-form along the conformal geodesics. Choosing b = f̃ the
above equations decouple and simplify significantly to

∇̂ẋ ẋ
µ = 0, L̂νµ ẋ

ν = 0.

If, in addition, we assume that a frame field ek is parallel transported along the
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geodesics, then we end up with the complementary equation

∇̂ẋ eµk = 0,

which when expressed (through the first transformation law of (1.39)) in terms of
the physical Levi-Civita connection takes the form

∇̃ẋ eµk + S(f̃)ρ
µ
λ eρk ẋλ = 0. (1.61)

Obviously, the use of the Weyl connection considerably simplified the conformal
geodesics equations (1.59)-(1.61) and enabled us to write them in the following
decoupled and more compact form

∇̂ẋ ẋ
µ = 0, (1.62)

L̂νµ ẋ
ν = 0, (1.63)

∇̂ẋ eµk = 0. (1.64)

We are going now to define a gauge through the construction of conformal Gauss
coordinates, where the time-like coordinate lines will be conformal geodesics that
start orthogonally from a given space-like hypersurface in (M̃, g̃). In this spirit, we
denote by S̃ this space-like hypersurface and choose on it a function Θ|S̃ = Θ?, a
frame field eµk?, and a 1-form f̃? such that the orthogonality condition g̃µν eµi? eνk? =

Θ−2? ηik is satisfied and eµ0? is orthogonal to S̃. (The ? quantities are independent
of τ and, thus, constant along the conformal geodesics.) Thus, according to the
theory of conformal geodesics (see [38] and references therein), through each point
x? ∈ S̃ there exists a unique conformal geodesic satisfying on S̃ the initial conditions
ẋµ = eµ0?⊥ S̃, f̃ = f̃?.9 If the initial data are smooth enough, then these curves
can define a caustic-free congruence in a neighbourhood U of S̃. Then, by solving
(1.64) we can obtain on U a smooth frame field eµk that satisfies the initial condition
eµk = eµk? and preserves the orthogonality condition g̃µν eµi eνk = Θ−2ηik. Finally,
dragging along the conformal geodesics local coordinates xµ = (τ, x1, x2, x3), where
the last three live on S̃, one obtains a coordinate system. The above setting defines
a conformal Gauss gauge, i.e.

ẋµ = eµ0 = ∂τ , Γ̂0
i
k = 0, L̂0k = 0, (1.65)

9This condition does not necessarily imply that on any successive time slice τ = const. > 0

the tangent vector ẋµ = eµ0 along the conformal geodesics is orthogonal to the slice; the tangent
vector must be orthogonal only to the initial time slice τ = 0.
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where the last two conditions follow from (1.62)-(1.64), when expressed in terms of
ẋµ = eµ0.

Although (1.65) restricts, as will be shown shortly, part of the freedom introduced
by di, there is still no differential equation for the conformal factor Θ. As we
mentioned previously, see (1.51), a proper manipulation of space-like infinity implies
the use of an orthonormal frame field, i.e. gµνeµieνk = ηik. By requiring our frame
to be orthonormal with respect to g and orthogonal with respect to g̃, we introduce
a conformal factor Θ that satisfies (1.41). Now, we can fix Θ’s value in the following
sense. By repeatedly differentiating the orthogonality condition g̃µν eµi eνk = Θ−2ηik,
and observing (1.59)-(1.61), one can prove [32] that Θ obeys the differential equation
∇̃(3)
ẋ Θ = 0 with solution

Θ(τ) = Θ? + τ Θ̇? +
τ 2

2
Θ̈?, (1.66)

where Θ̇? = Θ? f̃µ? ẋ
µ
? and Θ̈? = 1

2
Θ? (gµν f̃µ f̃ν)? are given initial data on S̃. Thus,

through (1.66) the conformal factor is completely specified by the initial data on S̃.
The above result is of great importance as it can be used to locate the conformal
boundary of the space-time under consideration. (We will see in the next section
that Θ→ 0 at infinity.)

Using (1.65) one can confine the remaining freedom introduced by the Weyl
connection by specifying the components of the 1-form di. Observing (1.58) one can
write (1.48) in the form

di = dµeµi =
1

4
Θ Γ̂i

k
k +∇iΘ.

Taking the components of the above expression, in the gauge (1.65), we calculate
for i = 0:

d0 = ∇0 Θ = Θ̇ (1.67)

and for i = a (for a detailed proof see [32]):

∇̃ẋ da = 0⇒ da = const.

(Lower case Latin indices from the beginning of the alphabet will be used, from now
on, to denote quantities living on the 3-dimensional initial hypesurface in the non-
coordinate frame.) Thus, by fixing da on the initial hypersurface S̃ we can specify
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its value once and for all, i.e.

da = Θ? f̃µ? eµa?. (1.68)

There is still some freedom left in the choice of the initial condition for (1.67). The
standard choice made in the literature is to assume that on S̃ the derivative of the
conformal factor Θ in the direction of the future directed “unphysical” g-unit normal
vector eµ0 vanishes:

d0? = 0. (1.69)

An immediate implication of this choice is the vanishing—see (1.67)—of the linear
term in (1.66).

The relations (1.54)-(1.57) supplemented by (1.66), (1.67), and (1.68) consist the
so-called general conformal field equations, which provide a complete system for the
unknowns (1.53). All the equations are regular at the limit Θ → 0, the conformal
factor and the connection are determined solely by the conformal structure and
only the initial data on S are given by hand. Apparently, these features meet all
the requirements set at the beginning of our endeavour.

1.4 Asymptotically simple space-times

In the preceding sections we were greatly concerned about the behaviour of our field
equations when the conformal factor (Ω or Θ) tended to zero,10 but we have not
still justified rigorously this concern. The present section serves this purpose.

It has been already mentioned that we are primarily interested in the behaviour
of gravitational fields at (and near) space-time infinity. A comprehensive study of
the behaviour of gravitational fields at infinity, in the context of isolated systems, re-
quires a precise and rigorous definition of a limiting procedure that provides detailed
information on the decay of the metric and the curvature tensor. For analytical and,
especially, numerical studies a quantitative description of the limiting procedure is
required. In [62], [63] Penrose showed that such a description is possible in the
conformal picture.

10Actually, both the metric and general conformal field equations were designed to be regular at
this limit.
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Proposition: Far fields of isolated gravitational systems behave like those of asymp-
totically flat space-times.

Penrose not only managed to reproduce previous results of [8], [59], [75], [76], but
developed a powerful technique that can be also applied to more general curved
space-times. The key idea is to replace, through (1.41), the original physical space-
time described by the metric g̃ by a new “unphysical” one described by g. If the
conformal factor is assumed to vanish at infinity, then, under certain conditions,
the “unphysical” metric can be extended in a regular way to infinity—this implies
though that the physical metric becomes infinite there. The points where the confor-
mal factor vanishes represent infinity for the physical space-time and, thus, provide
a “finite” boundary for it. Now, the behaviour of fields at infinity can be stud-
ied in terms of this more realizable and better manageable (with local techniques)
boundary. A detailed description of Penrose’s idea follows [66].

Definition 1 A smooth manifold (M̃, g̃) is called k–asymptotically simple if both a
Ck+1 smooth (space- and time-) oriented manifold (M, g) with boundary I = ∂M

and a smooth function Θ exist such that

i) M̃ = M o(≡ intM),

ii) gµν = Θ2g̃µν in M̃ ,

iii) Θ and gµν are Ck–smooth throughout M ,

iv) Θ > 0 in M̃ and Θ = 0, ∇µ Θ 6= 0 on I ,

v) every null geodesic in M̃ acquires a past and future endpoint on I .

According to conditions i) and ii) one can think of the physical space-time (M̃, g̃) as a
part of a larger “unphysical” space-time (M, g) with boundary I = ∂M . Condition
iii) implies that both the conformal factor and the “unphysical” metric g can be
extended in a well-defined way through the boundary while g̃ cannot. Condition
iv) states that Θ in the limit |r| → ∞ should fall-off as 1/|r|, where r is an affine
parameter along any null direction; moreover, from this condition, in the case of
asymptotically flat space-times—where (1.1) holds—can be inferred that I is a
null hypersurface. Finally, condition v) implies that M̃ is null geodesically complete
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and that all of null infinity is included in I . Of course, in space-times where
singularities occur—e.g. Schwarzschild space-time—this condition does not hold as
null geodesics are oftentimes trapped or absorbed by the singularity. In these cases
a weaker version—the so-called weakly asymptotically simple space-times—of the
above definition is adopted.

Figure 1.1: Penrose’s conformally compactified picture of the simplest asymp-
totically flat space-time, i.e. Minkowski space-time. Minkowski space-time is
conformally related to the interior of the “square” that is embedded into Ein-
stein’s static universe represented by the cylinder. The locations of space-like
infinity i0, null infinity I ±, future and past temporal infinity i± are clearly
indicated. (The figure is taken from [66].)

Here we are interested in isolated systems that satisfy near infinity the vacuum
field equations (1.1). Because of this we are going to deal exclusively with asymptot-
ically flat space-times. An asymptotically simple space-time becomes asymptotically
flat when (1.1) is satisfied in a neighbourhood of infinity. Thus, Definition 1 sup-
plemented with the sixth condition

vi) R̃µν [g̃] = 0

can be used to define asymptotically flat space-times.
It must be noted here that, in the context of asymptotically flat space-times, in

Penrose’s picture [63] there are three more points i+, i−, and i0 representing future,
past, and spatial infinity, respectively. Both future I + and past I − null infinity
have the topology of a three dimensional cylinder S2 × E1. I + is bounded at its
past and future ends by i0 and i+, respectively. In a similar way I − is bounded
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by i− and i0. In addition, I − and I + are linked through i0, see Fig. 1.1 for a
graphical representation.

The above limiting procedure proposed by Penrose, beside the fact that man-
ages to bring rigorously to light the geometrical features underlying the notion of
asymptotically flat space-times, is completely coordinate independent, and for that
extremely flexible in its manipulations.

1.5 Evolution equations

To exemplify the simplification power emerging from the conformal Gauss gauge
we are going now to extract from (1.54)-(1.57) the evolution equations for those
components of the unknowns (1.53) that are not explicitly determined by the gauge
conditions (1.65). To do that we have to set p = 0 in (1.54)-(1.57) and use (1.65),
thus one can obtain the symmetric hyperbolic system

∂τ eµq =−Γ̂q
l
0 eµl, (1.70)

∂τ Γ̂q
i
j = −Γ̂k

i
j Γ̂q

k
0 + gi0 L̂qj + gij L̂q 0 − gj0 L̂qi + Θ dij 0q, (1.71)

∂τ L̂qj + Γ̂q
k
0 L̂kj = di d

i
j 0q, (1.72)

∇i d
i
jkl = 0. (1.73)

A direct comparison of the above set of evolution equations with the corresponding
set of equations (see, e.g., [22]) evaluated from the so-called metric conformal field
equations—in this approach [28], [29] Friedrich makes use only of the freedom ema-
nating from the conformal factor Θ—unveils the extent of simplification achieved by
the artificial introduction of the “gauge” object di through the use of the Weyl con-
nection. Not only their form is simpler and more compact but, in addition, as one
can readily confirm by inspecting (1.70)-(1.72), all spatial derivatives of the unknown
quantities eµk, Γ̂kij, L̂ij disappear. This fact makes their analytical and numerical
treatment considerably simpler. In fact, the apparent simplicity of (1.70)-(1.72),
actually reduces the study of the evolution system to the analysis of the properties
of the Bianchi equation (1.73).

Extracting symmetric hyperbolic equations from the Bianchi equation (1.73)
requires a little bit more effort. The easier way to do that is in the context of the
2-spinor formulation [65], [66], where (1.73) splits readily into (3) constraint and
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(5) symmetric hyperbolic evolution equations [33]. It turns out that, although the
constraints can be prescribed uniquely on a given space-like hypersurface, there is a
plethora of different evolution schemes, see [34], [37]. This extremely pleasant feature
makes the Bianchi equation highly adjustable to different geometrical settings. In
this work, we will use the so-called "boundary adapted" evolution system, first
introduced in [32]. The constraints can always be expressed in the form [33]

F µ∂µφ = H(Γ)φ,

where the 3× 5 matrices F and H are functions of the frame and connection coef-
ficients, respectively. The column vector φ with entries (φ0, φ1, φ2, φ3, φ4)

T denotes
the components of the totally symmetric spinor field φABCD, which, in the 2-spinor
formalism, is used to represent the rescaled conformal Weyl tensor (1.11). (The
notation φk = φA+B+C+D is employed here.) In a similar fashion the boundary
adapted evolution system can be written (after an appropriate transformation of φ,
see [32]) in the symmetric hyperbolic form

I ∂τφ+ Aµ∂µφ = B(Γ)φ,

where I is the 5× 5 identity matrix, Aµ and B are 5× 5 matrices that are functions
of the frame and connection coefficients, respectively, and φ is defined as above. In
addition, the matrices Aµ are Hermitian and I+A0 is positive definite.11 In general,
all possible evolution schemes can be expressed as a symmetric hyperbolic system
of the above form (see [34], [37]).

Another extremely appealing feature of the system (1.70)-(1.73) is that, accord-
ing to [32], it preserves the constraints when is used to propagate Cauchy initial
data.

1.6 Constraint equations

To complete the study of the conformal field equations one has to take care of the
conformal constraints evaluated on the initial space-like hypersurface S̃. Interest-
ingly, in [33] Friedrich uses different conformal factors, namely Θ and Ω, to analyse
the evolution and constraint equations, respectively. He introduces a smooth and

11Features that guarantee the symmetric hyperbolicity of the above system.
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positive function κ on the initial hypersurface S̃ to relate the two conformal factors
through the expression Θ|τ=0 = κ−1Ω. Using the freedom introduced by κ one can
gain control on the behaviour of Θ (see (1.66)) near space-like infinity. In this way
the points where Θ is vanishing can be controlled and consequently, according to
condition iv) of Definition 1, the location of I . Another equally crucial, if not
more important, use of the function κ is to “absorb” the singular behaviour of some
components of the rescaled Weyl tensor near space-like infinity.

1.6.1 Derivation of the conformal constraints

It turns out more convenient to derive the conformal constraints in the metric,
instead of the general, formulation of the conformal field equations. Thus, the
transformation law (1.2), for a positive definite function Ω, will be again used in
this section and the Weyl connection will be replaced by the more familiar Levi-
Civita connection ∇. Recall that in sec. 1.2 the metric conformal field equations for
the unknowns

gµν , Ω, s, Lµν , dµνλρ

were derived in the form

Rµ
νλρ = 2 (gµ[λ Lρ]ν − gν[λ Lρ]µ) + Ω dµνλρ,

∇λ Lρν −∇ρ Lλν = dµνλρ∇µ Ω,

∇µ d
µ
νλρ = 0,

∇µ∇ν Ω =−ΩLµν + s gµν ,

∇µ s=−Lλµ∇λΩ,

2 Ω s−∇ρΩ∇ρΩ = 0,

where s = 1
4
2Ω+ 1

24
RΩ and Lµν = 1

2
(Rµν− 1

6
gµνR). This set of equations is equiv-

alent to the vacuum conformal field equations (1.3) and, as the general conformal
field equations, do not exhibit singular terms in the limit Ω→ 0.

To derive the conformal constraints on the initial hypersurface S̃, we have to
consider again a vierbein ek = (e0, e1, e2, e3) that satisfies (1.51), i.e. the orthonor-
mality relation gµνeµieνk = ηik = diag(1,−1,−1,−1), in a neighbourhood of S̃.
Moreover, we demand n ≡ e0 to be g-normal to the initial space-like hypersurface
S̃, i.e. e0⊥ S̃. The reduction of (1.19)-(1.24) on S̃ is performed with respect to

38



the above defined normal vector n. Thus, according to (1.51), the reduction of the
space-time metric gµν on S̃ yields the inner metric

hab = −δab = diag(−1,−1,−1)12 (1.74)

and the following expression for the second fundamental form

χab = gµν eµb∇ean
ν = gµν eµb Γa

j
0 eνj = Γa

j
0 gj b = −Γa

j
b gj0.

13 (1.75)

We denote the derivative of the conformal factor Ω in the direction of the future
directed g-unit normal vector n as Σ ≡ ∇0 Ω. The “unphysical” induced metric hab
and the second fundamental form χab are related to their physical counterparts by

hab = Ω2h̃ab and χab = Ω (χ̃ab + Σ h̃ab), (1.76)

respectively. Contracting the latter expression one gets the transformation law for
the trace of the second fundamental form

Ωχ = χ̃+ 3 Σ. (1.77)

In addition, we denote the orthogonal projections with respect to n of the fields Lµν
and dµνλρ, i.e.

Lµν n
ν , dµνλρ n

νnρ, dµνλρ n
ν ,

expressed in terms of the spatial components of ek, as follows

Lab ≡ Lµνeµaeνb, La ≡ La0, wabcd ≡ dabcd, wab ≡ da0b0, w
∗
ab ≡ d∗a0b0, wabc ≡ da0bc,

where with ∗ we denote the dual of the rescaled Weyl tensor. The tensors wab and
w∗ab are the electric and magnetic part, respectively, of the rescaled Weyl tensor dabcd
on S̃.

Now we are ready to perform the reduction. Using the space-like version of
Gauss’ [71], [91]

Ra
bcd = rabcd + χbd χc

a − χbc χda

and Codazzi’s
Ra0bc = Dbχac −Dcχab

12Where, as before, lower case Latin indices from the beginning of the alphabet take values 1,
2, 3.

13The identity Γi
j
k gj l + Γi

j
l gj k = 0 was used in the last equality.
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equations, one can reduce (1.19) to

rab = Ωwab + Lab + hab Lc
c − χab χcc + χacχb

c 14 (1.78)

and

Db χac −Dc χab = Ωwabc + hab Lc − hac Lb, (1.79)

respectively. Here rabcd, rab and D stand, respectively, for the Riemann and Ricci
tensor of hab and the covariant derivative on S̃. In the above derivation the identities
wabcd = 2 (ha[cwd]b + hb[dwc]a) and wc

c = 0 were extensively used. Relation (1.24)
reduces trivially to

2 Ω s− Σ2 −∇aΩ∇aΩ = 0.

Multiplying (1.23) with eµa one gets

eµa∇µ s (≡ Da s) = −eµaLλµ∇λΩ = −LbaDbΩ− La Σ.

Equation (1.22) reduces to

−ΩLab + s hab = eµaeνb∇µ∇ν Ω = eµa∇µ(eνb∇ν Ω)− eµa(∇µeνb)∇ν Ω =

= DaDbΩ− (∇eae
ν
b)∇ν Ω = DaDbΩ− Γa

i
b eνi∇ν Ω

(1.75)
=

= DaDbΩ + χab g
0i eνi∇ν Ω = DaDbΩ + χab Σ

and

−ΩLa = eµanν∇µ∇ν Ω = eµa∇µ(nν∇ν Ω)− eµa(∇µ n
ν)∇ν Ω =

= DaΣ− (∇ean
ν)∇ν Ω = DaΣ− Γa

i
0 eνi∇ν Ω

(1.75)
=

= DaΣ− χab gbi eνi∇ν Ω = DaΣ− χac∇c Ω.

The other two metric conformal field equations (1.20) and (1.21) can be reduced in

14This, actually, is the contracted form of rabcd = Ωwabcd + 2 (ha[c Ld]b − hb[c Ld]a)− χbd χca +

χbcχd
a.
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a similar fashion. Finally, one gets

2 Ω s− Σ2−Da ΩDa Ω = 0, (1.80)

DaDb Ω =−Σχab − ΩLab + s hab, (1.81)

Da Σ =χa
cDc Ω− ΩLa, (1.82)

Da s=−LbaDbΩ− ΣLa, (1.83)

Da Lbc −Db Lac =wecabD
eΩ− Σwcab − χac Lb + χbc La, (1.84)

Da Lb −Db La =weabD
eΩ + χa

c Lbc − χbc Lac, (1.85)

Dcwcab =χcawbc − χcbwac, (1.86)

Dawab =χacwabc. (1.87)

Expressions (1.84) and (1.85) follow from (1.20), while (1.86) and (1.87) follow from
(1.21). Equations (1.78)-(1.87) comprise the so-called conformal constraints. If the
solutions h̃ab and χ̃ab to the vacuum constraints are, somehow, known and the gauge
functions Ω, Σ, R have been specified, then the conformal constraints, together with
(1.76), can be used to specify the fields

s, Lab, La, wab, w
∗
ab.

This will be our objective in the following sections.

1.6.2 The situation near space-like infinity

In order to solve the conformal constraint equations (1.78)-(1.87) we have to assume
some appropriate boundary conditions on S̃. Space-like infinity will be used for this
purpose. One possible way to bring space-like infinity into the picture is by attaching
a point i—which must not be confused with its space-time counterpart i0—on S̃ to
represent space-like infinity for any object living on the initial hypersurface S̃.

Since we are primarily concerned here with the study of isolated gravitational
systems, and consequently of asymptotically flat space-times, it is natural to demand
that near i the initial hypersurface S̃ is asymptotically Euclidean. Thus, following
[13] the above requirement can be expressed as follows.

Assumption 1 We assume that for the manifold (S̃, h̃) there exists a compact sub-
set M of S̃ such that S̃−M is the disjoint union of a finite number of open sets Ui,
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each of which is diffeomorphic to the exterior of a ball B in the three dimensional
Euclidean space E3. In addition, it is assumed that on the exterior of B we can
always introduce Cartesian coordinates ya with |y|2 =

∑3
a=1(y

a)2 and express the
metric coefficients in the form

h̃ab = −δab +O
(

1

|y|

)
as |y| → ∞.

Amanifold (S̃, h̃) that satisfies the criteria of Assumption 1 will be called from now
on asymptotically Euclidean. Moreover, it will be assumed that, in the Cartesian
coordinates ya introduced above, the second fundamental form behaves like [91]

χ̃ab = O
(

1

|y|2

)
as |y| → ∞.

Although Assumption 1 guarantees the euclidicity of the physical initial data
near space-like infinity, it tells us nothing about the behaviour of their “unphysical”
counterparts. In order to ensure that, in the conformally compactified picture of
Definition 1, hab and χab are (initially) smooth enough in the neighbourhood of
space-like infinity, we have to strengthen our requirements.15 One way to do that
is by demanding the manifold (S̃, h̃) to be asymptotically Euclidean and regular in
the following sense introduced by Friedrich in [33].16

Definition 2 A three dimensional smooth manifold (S̃, h̃) is called asymptotically
Euclidean and regular if both a three dimensional, orientable, smooth, compact Rie-
mannian manifold (S, h) with a point i ∈ S and a smooth function Ω exist such
that

i) hab = Ω2 h̃ab on S\{i},

ii) Ω > 0 on S\{i},

iii) Ω = 0, Da Ω = 0, and DaDb Ω = −2hab at i.

15We will see in the following that even when the requirements of Definition 2 are satisfied,
some components of the rescaled Weyl tensor are still (initially) singular near space-like infinity.

16More precisely, in addition to Definition 2, we have also to require that (S, h) has positive
Yamabe number, see [33] for the details.
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A suitably chosen small enough neighbourhood of the point i corresponds to the
asymptotically flat end of (S̃, h̃), entailing in this way that the point i represents
space-like infinity. Condition iii), which implies that Ω falls-off as 1/|y|2 as |y| → ∞,
guarantees the Minkowskian behaviour of the conformal factor near i.

Introducing locally, in a small convex normal neighbourhood U of i, a normal
Cartesian coordinate system xa = (x1, x2, x3) with origin at i, i.e. xa(i) = 0, and
based on an h-orthonormal frame ek at i, one can show that condition iii) actually
entails that the conformal factor is of the form

Ω = |x|2f(x), 17

where f is a continuous function with f(0) = 1 and |x| is the h-distance from the

point i, namely |x| =
√∑3

a=1(xa)2. It is quite straightforward to show that the
above choice for the conformal factor Ω leads to the assertions of the condition iii).
Let’s check the first one

Ω(i) = lim
x→0

(
|x|2f(x)

)
= 0,

where we denote |x|2 = xaxbδab. Bearing in mind that hab = −δab (see (1.74)) and
Da|x| = xb δab/|x| the second assertion reads

Da Ω(i) = lim
x→0

(
2 xb δab f(x) + |x|2Daf(x)

)
= 0.

Finally, by differentiating the last expression one gets

DbDa Ω(i) =

= lim
x→0

(
2 δab f(x) + 2 Γb

c
d xdδcaf(x)− 4 x(aDb)f(x) + |x|2DbDaf(x)

)
=

= 2 δab f(0) = −2hab,

which clearly reproduces the last assertion of condition iii).
The above choice for Ω can be rewritten in the form

|x|Ω−1/2 = f(x)−1/2 ⇒ lim
x→0
|x|Ω−1/2 = lim

x→0
f(x)−1/2 = f(0)−1/2 = 1,

which at i implies the condition

|x| θ → 1 as |x| → 0, (1.88)
17See (1.100) for the explicit form of f .
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where θ ≡ Ω−1/2.
Interestingly, the boundary condition (1.88) suffices to “bridge” (1.74) and As-

sumption 1 in the following sense. The spatial metrics h̃ and h are asymptotically
Euclidean and flat,18 respectively, iff the conformal factor θ = Ω−1/2 satisfies the
boundary condition (1.88). Notice that the spatial physical metric in the Cartesian
coordinates ya, introduced in Assumption 1, is given by

h̃ = h̃ab dy
a dyb.

Effecting the coordinate inversion ya = −xa/|x|2, we can express h̃ in terms of the
Cartesian normal coordinate system xa defined above, i.e.

h̃ =
1

|x|4
h̃ab dxa dxb.

Under a conformal rescaling of the form (1.2) the physical metric transforms like

h̃ = θ4 h = θ4 hab dxa dxb = −θ4 δab dxa dxb.

Obviously, the last two expressions imply that

h̃ab = −|x|4 θ4 δab.

Observing (1.88), the above result clearly indicates that h̃ab → −δab as |x| → 0

(or |y| → ∞), i.e. the physical metric is asymptotically Euclidean, iff |x|θ → 1 as
|x| → 0.

1.6.3 Solving the conformal constraints

It turns out that the system (1.78)-(1.87) can be solved, together with the condition
(1.88), for the fields θ ≡ Ω−1/2, s, Lab, La, wab, w

∗
ab just by making some simplifying

assumptions for the “unphysical” second fundamental form χab and the scalar field
Σ. No reference to fields living on the physical space-time is required!

To begin with, we will try to extract from the conformal constraints the Hamil-
tonian and momentum constraints of the “unphysical” fields. It turns out that the
constraints provide a solution for the conformal factor θ. Contracting (1.78) and
(1.81), solving the former for Laa and substituting it into the latter one obtains

s =
1

3
(∆hΩ + Σχa

a +
Ω

4
(r + (χa

a)2 − χab χab)),

18Namely, they respect Assumption 1 and (1.74).
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where ∆h ≡ DaD
a. Inserting the above expression into (1.80) we end up with the

Hamiltonian constraint

4 Ω ∆hΩ + Ω2r − 6DaΩD
aΩ = 6 Σ2 − Ω2((χa

a)2 − χab χab)− 4 Ω Σχa
a,

which, when expressed in terms of θ ≡ Ω−1/2, simplifies to(
∆h −

1

8
r

)
θ =

1

8
θ
(
(χa

a)2 − χab χab
)

+
1

2
θ3 Σχa

a − 3

4
θ5 Σ2.

Introducing the smooth symmetric tensor field ψab ≡ θ4 χab the Hamiltonian con-
straint can be written in the form of a generalized Lichnerowicz equation [87](

∆h −
1

8
r

)
θ =

1

8
θ−7

(
(ψa

a)2 − ψab ψab
)

+
1

2
θ−1 Σψa

a − 3

4
θ5 Σ2. (1.89)

Contracting (1.79) and using (1.82) to eliminate Lc one obtains the momentum
constraint

Da(Ω−2χac) = Ω−2Dc χa
a − 2 Ω−3Dc Σ,

which in terms of θ and ψab reads

Daψac = θ4Dc(θ
−4ψa

a)− 2 θ6Dc Σ. (1.90)

Following Lichnerowicz’s intuition [54] and restricting part of the freedom related to
the choice of the conformal factor Ω, one can achieve a considerable simplification
of (1.89) and (1.90).

Assumption 2 We assume that on S̃

Σ = 0 and χa
a = 0

holds.

The former assumption is just a choice of gauge, while the latter ensures that our
initial space-like hypersurface has vanishing mean curvature, i.e. it is maximal with
respect to g. Under Assumption 2 expression (1.90) becomes

Daψac = 0, (1.91)

which together with ψaa = 0 entails that ψab is a transverse traceless (TT) tensor
[12]. TT tensors are conformally covariant [87], thus ψab under rescalings of the
form (1.2) remains a TT tensor, i.e. ψ̃ab is a TT tensor and, consequently, χ̃aa = 0

holds. Therefore, our initial space-like hypersurface is also maximal with respect to
g̃.19 Under Assumption 2 the Hamiltonian constraint (1.89) simplifies vastly and

19This result also follows from (1.77) and Assumption 2.
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takes the form of the Lichnerowicz equation [54](
∆h −

1

8
r

)
θ =

1

8
ψab ψ

ab θ−7. (1.92)

Although (1.91) and (1.92) together with the boundary condition (1.88) can be
solved for θ (see [12] and references therein), here we will further simplify (1.92) by
considering time reflection symmetric initial data.20

Assumption 3 We assume that on S̃

χab = 0 (and consequently)21 χ̃ab = 0

holds.

Now, with Assumption 3 equation (1.91) is trivially satisfied; thus, in order to
determine θ, we have simply to solve the conformally invariant Laplace equation(

∆h −
1

8
r

)
θ = 0

with the boundary condition (1.88). To avoid lengthy computational arguments22

Friedrich assumed that the components of hab are real analytic functions, in U , of
the coordinate system xa specified in sec. 1.6.2.23 This leads to our next assumption.

Assumption 4 We assume that

h is analytic near i.

A detailed description of how to acquire a solution to the above system can be found
in [31], [37]. Here, we will just present the result, which looks like

θ (≡ Ω−1/2) =
U

|x|
+W near i, (1.93)

with U(i) = 124 and W (i) = m/2 (where m denotes the ADM-mass of the solution).
The real analytic function U is determined by the local geometry near i and reads

U =
∞∑
p=0

Up|x|2p (1.94)

20For an extension to non-time reflection symmetric initial data see [14], [89], [90].
21Through (1.76) and Assumption 2.
22For example, Assumption 4 guarantees the analyticity of the function U, see (1.94).
23[90] extents Friedrich’s results for non-smooth conformally compactified initial data.
24Which follows from (1.88): limx→0(|x| θ) = limx→0(U + |x|W ) = U(i) = 1.
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with U0 = 1 + O(|x|2) as |x| → 0; while the function W (also real analytic) is a
smooth solution of the conformally invariant Laplace equation displayed above and
contains global information about the initial hypersurface S.

Having secured an expression for θ, (1.93), we turn now to the derivation of so-
lutions for the fields s, Lab, La, wab, w∗ab from the conformal constraints (1.78)-(1.87).
In the following computations it will be assumed that Assumptions 2 and 3 are
satisfied. The expressions for s and La follow trivially from (1.80) and (1.82), re-
spectively. Using the traces of (1.78) and (1.81) to eliminate s from (1.81), one
finds an expression for Lab. An expression for wab is recovered by inserting (1.96)
and the trace of (1.78)—which reads r = 4Lc

c—into (1.78). Finally, the vanishing
of La entails that wabc also vanishes; thus, the identity w∗ad = −1

2
wabcεd

bc 25 clearly
indicates that the magnetic part of the rescaled Weyl tensor vanishes. Therefore,
by following the above procedure, one gets the expressions

s=
1

2 Ω
Da ΩDaΩ, (1.95)

Lab = − 1

Ω
(DaDb Ω− 1

3
hab ∆hΩ) +

1

12
r hab, (1.96)

La = 0, (1.97)

w∗ab = 0, (1.98)

wab =
1

Ω2
(DaDb Ω− 1

3
hab ∆hΩ + Ω sab) (1.99)

for the unknown fields s, Lab, La, wab, and w∗ab. In (1.99) the traceless tensor field
sab = rab− 1

3
r hab was introduced. It can be confirmed that the rest of the conformal

constraints (1.83)-(1.87), which were not used in the derivation of the above results,
are also satisfied by (1.95)-(1.99).

1.6.4 Behaviour of the initial data near i

Our Cauchy initial data must be compatible, under our assumptions, with the so-
lutions (1.93)-(1.99) of the conformal constraints (1.78)-(1.87). It is apparent, by
observing (1.93)-(1.99), that near space-like infinity Ω dictates the behaviour of the
non-vanishing fields s, Lab, wab. Expression (1.93) entails the form of Ω:

Ω =
|x|2

(U + |x|W )2
near i. (1.100)

25ε is the totally antisymmetric symbol.
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We will be mainly concerned here with the most important, but also the most
singular, field we have to prescribe on the initial hypersurface, namely the electric
part wab of the rescaled Weyl tensor. Inserting (1.100) into (1.99), and denoting
Γ ≡ |x|2, the field wab takes the form

wab = wUab + wWab , (1.101)

with

wUab =
1

|x|4
[
6 |x|2DaUDbU − 4UDaUDbΓ− 2 |x|2 UDaDbU + U2DaDbΓ−

− 1

3

(
6 |x|2DcUD

cU − 4UDcUD
cΓ− 2 |x|2 U∆hU + U2∆hΓ

)
hab+

+|x|2 U2sab
] (1.102)

and

wWab =
1

|x|5
[12|x|4DaUDbW + 6|x|5DaWDbW + 2 |x|2WDaUDbΓ−

− 6 |x|2UDaWDbΓ−
3

2
UWDaΓDbΓ− 2 |x|4WDaDbU−

− 2 |x|4UDaDbW − 2 |x|5WDaDbW + |x|2UWDaDbΓ]−

− 1

3 |x|5
[12|x|4DcUD

cW + 6|x|5DcWDcW + 2 |x|2WDcUD
cΓ−

− 6 |x|2UDcWDcΓ− 3

2
UWDcΓD

cΓ− 2 |x|4W∆hU − 2 |x|4U∆hW

− 2 |x|5W∆hW + |x|2UW∆hΓ]hab +
1

|x|
(2UW + |x|W 2)sab

(1.103)

In the literature wUab is called the massless and wWab the massive part of the rescaled
Weyl tensor. The two most singular terms in (1.102) combined behave like

DaDbΓ−
1

3
∆hΓhab = 2 (xc Γa

c
b +

1

3
xf Γc

c
f hab) = O(|x|2) as |x| → 0,

where the connection coefficients of the “unphysical” metric h = Ω2 h̃ with Ω and
h̃ given by (1.100) and Assumption 1, respectively, behave like Γa

c
b = O(|x|) as

|x| → 0. Similarly, the two most singular terms in (1.103) behave like

1

2
W (−3DaΓDbΓ +DcΓD

cΓhab) =

= 2W (−3 xaxb + |x|2 hab) = mO(|x|2) as |x| → 0,
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where m is the ADM-mass of h. The above observations clearly indicate that

wUab = O
(

1

|x|2

)
, wWab = mO

(
1

|x|3

)
as |x| → 0. (1.104)

Although, under suitable assumptions on the metric h, the massless part can be
regular near i, the massive part always exhibits a singular behaviour of the form
O(1/|x|3) as |x| → 0, unless the ADM-mass m vanishes.

From the above presentation is apparent that the Cauchy data for the rescaled
Weyl tensor are singular in the vicinity of space-like infinity i. In order to continue
our investigation of the behaviour of gravitational fields near i, we have to find a
way to deal with these singular initial data. In [33] Friedrich proposed a possible
way out of this problem. Therein, a suitable rescaling of the “unphysical” metric
leads to a finite representation of space-like infinity. In this new picture our Cauchy
data become regular—even close to i.

1.7 The finite representation of space-like infinity

Troubled by the aforementioned singular behaviour of the rescaled Weyl tensor and
inspired by the result (1.66) Friedrich put forward in [33] a completely novel repre-
sentation of space-like infinity. In this setting i is not considered anymore a point;
an immediate consequence of this statement is that the splitting (1.101) becomes
regular at i.

1.7.1 Construction of the cylinder

The basic idea is to blow up the point i into a spherical set I0 such that space-
like infinity has now a finite representation. Thus, on S̃ space-like infinity is not
represented anymore by a point, but by the 2-sphere I0. Furthermore, one can
introduce on S = S̃ ∪ I0 a coordinate r that vanishes on I0, is negative inside
I0, and is positive elsewhere. Evolving I0 along conformal geodesics that start
orthogonally from S̃—this is a very natural thing to do as the data on the initial
space-like hypersurface (where I0 is located) is evolved along conformal geodesics
(see sec. 1.3.3)—one constructs a finite cylinder I in the following sense.

By choosing the gauge condition (1.69) for the initial value of d0 the term linear in
τ of (1.66) vanishes. In addition, we are legitimate to assume that Θ̈? ≡ −2 Θ?H

−2,
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where H(r) is an arbitrary positive function of the coordinate r.26 According to
condition iv) of Definition 1 the conformal factor Θ must vanish at null infinity
I ±. Because Θ? > 0 the locations of future and past null infinity are locked by the
expression

τ = ±H(r), (1.105)

which under the above assumptions follows naturally from (1.66). The above result
indicates that the two branches of null infinity are separated by a finite distance
2H(r) along the parameter τ . This distance cannot be equal to zero as the homo-
geneous version of (1.66) does not admit the solution τ = 0. Thus, future and past
null infinity do not meet at space-like infinity as before—when space-like infinity
was considered a point. Now, they are forced to meet with space-like infinity at the
top and bottom base, respectively, of the cylinder I with height τ = 2H(0). The
2-spheres where I + and I − meet the cylinder I—i0 is now represented by I—are
denoted by I+ and I−, respectively. On I and I ± the conformal factor vanishes,
while on I0 and I± both the conformal factor and its covariant derivative vanish.

In the above setting the cylinder I can be considered as a blow up of the point i0.
A very notable feature of this representation is that the cylinder was not introduced
ad hoc or by hand, but emerged naturally from the geometrical structure of our
problem: rescaling of our metric on S. In this picture, the part of the neighbourhood
of space-like infinity which is outside the cylinder and between I + and I − is
conformally related to the physical space-time, while the part inside the cylinder
and in the cones of I + and I − consists the embedding space-time.

To complete the setting of the initial value problem near space-like infinity one
has to find a way to extend the data in a regular way on and inside the cylinder,
namely in the region where r ≤ 0. To achieve that Friedrich uses the freedom
inherent in the choice of the positive function κ, which was originally introduced to
correlate the “evolution” Θ and “constraint” Ω conformal factor through the relation
Θ|τ=0 = Θ? = κ−1Ω. By choosing κ ≡ r µ(r), where µ is a smooth positive function
with µ(i) = 1, one achieves i) to bring Θ and di, after a proper choice of µ, into a
form that is regular on I (where r → 0) and smoothly extensible inside I (where
r < 0) and ii) to bring the splitting (1.101) into the form wab = κ3 (wUab+w

W
ab ), where

obviously only non-negative power of r occur; in this way the singular behaviour of
26In order to simplify our presentation here, we reformulate the constant Θ̈? that appears in

(1.66), namely we set H−2 = − 1
4 (gµν f̃µf̃ν)?. In the following section we will specify H explicitly.
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the rescaled Weyl tensor at i is absorbed by κ and, in addition, both the massless
and massive part of it can be smoothly extended into the domain r ≤ 0.

1.7.2 Behaviour of the initial data near I0

As it was already mentioned, in order to render the expressions (1.104) regular, we
have to appropriately rescale the “unphysical” metric hab. Following [33] we will
introduce on S the rescaling

hab 7→ h̄ab = κ−2 hab, (1.106)

with
κ(r) = r µ(r), (1.107)

where µ is a positive smooth function on S with µ(i) = 1 and r is the radial coor-
dinate introduced in sec. 1.7.1 during the construction of the cylinder. Apparently,
(1.106) causes the blowing up of space-like infinity i to I0 described in sec. 1.7.1.
Because of (1.106), κ can be viewed as a rescaling of the conformal factor Ω. Using
the initial value of Θ on S to express this operation one can write

Θ|τ=0 = Θ? = κ−1 Ω on S.

It is worth noticing that with the help of (1.100) the above expression becomes

Θ? =
r

µ(r)(U + rW )2
, (1.108)

where we legitimately denote r = |x|. Notice that the behaviour of Θ? is completely
specified by the choice of µ. Inserting (1.69) into (1.66), and having in mind that
Θ? is given by (1.108), one gets

Θ(τ) = Θ? +
τ 2

2
Θ̈?, (1.109)

where Θ̈? = 1
2

Θ? (gµν f̃µf̃ν)?. To proceed further, we have to specify the 1-form f̃µ,
which is related to the freedom of choosing the connection, on the initial hypersurface
S. Recall that the metric conformal field equations with a Levi-Civita connection,
in place of a Weyl connection, were used in the study of the constraints. Thus,
because of (1.2) and according to sec. 1.3.1, we can choose27

f̃µ? = (Ω−1∇µΩ)?. (1.110)
27A choice related to the fact that the Weyl connection reduces to the Levi-Civita connection.
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Using (1.110) and Assumption 2 to expand Θ̈?, we get

Θ̈? = −1

2
Θ? (κ2 Ω−2DaΩDaΩ)?,

where the contravariant version of (1.106), namely hab 7→ κ2 hab, was also taken into
account. Therefore, the expression (1.109) becomes

Θ(τ) = Θ?

(
1− τ 2 κ

2
?

ω2
?

)
, (1.111)

where ω ≡ 2 Ω/
√
DaΩDaΩ with Ω and Θ? given by (1.100) and (1.108), respectively.

In addition, relations (1.110) and (1.111) entail the form of the 1-form (1.48):

dk(τ) = (d0, da) = (Θ̇,Θ? f̃µ? eµa?) =

(
−2 τ

κ? Ω?

ω2
?

, κ−1? (∇a Ω)?

)
, (1.112)

where (1.67) and (1.68) were used in the second equality. Notice that, with the choice
(1.110), the only free function we have in our disposal now is κ (or alternatively µ).

According to Definition 1, the vanishing of (1.111) specifies the position of null
infinity I ±, i.e

τ = ± ω?
κ?
. (1.113)

Comparing with (1.105) it can be readily confirmed that H(r) = ω?/κ?. Thus, the
height of the cylinder I is

Hcyl = 2
ω?
κ?
|r=0. (1.114)

Consequently, I + and I − meet the cylinder at the points Hcyl and −Hcyl, respec-
tively. It is apparent, from (1.113) and (1.114), that only the conformal factor Ω,
through ω, and the function µ are involved in the construction of the cylinder. Keep-
ing in mind though that Ω is completely specified by (1.100), then the construction
of the cylinder is left entirely to µ. The function µ not only controls the height and
the location of the points that null infinity meets the cylinder, but also, as it will be
shown in the following chapter, can be used to control the “angle” between I ± and
the cylinder.

Now, let’s investigate an equally important consequence of the rescaling (1.106):
under (1.106) the behaviour of the electric part (1.101) of the rescaled Weyl tensor
near i becomes regular ! This statement follows naturally from the transformation
properties of wab under the rescaling (1.106). We will start from the observation
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that, in accordance with (1.106), the “unphysical” space-time metric transforms like
gµν 7→ ḡµν = κ−2 gµν , while, according to its definition (1.11), the rescaled Weyl
tensor transforms as dµνλρ 7→ d̄µνλρ = κ dµνλρ. Combining the last two results one
finds

d̄µνλρ = κ−1 dµνλρ.

Furthermore, observing that, under (1.106), the g-unit normal vector nµ and the
frame coefficients eµa transform like

n̄µ = κnµ and ēµa = κ eµa,

we can, according to its definition (see sec 1.3.2), derive the transformation law of
wab, i.e.

w̄ab = κ3wab.

Thus, the splitting (1.101) becomes

w̄ab = κ3 (wUab + wWab ) (1.115)

with wUab and wWab given by (1.102) and (1.103), respectively. Obviously, the be-
haviour of the massless and massive component of wab is now regular:

w̄Uab = O (r) , w̄Wab = mO (1) as r → 0. (1.116)

In a similar way, it can be proved that the rest of the non-vanishing initial data—
i.e. s, Lab, wab in (1.95)-(1.99)—we have to prescribe on S become also regular near
space-like infinity i under the rescaling (1.106).
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Chapter 2

Spin-2 system on Minkowski
space-time

2.1 Minkowski space-time near space-like infinity

In this chapter we will apply the conformal representation of Einstein’s equations,
presented in the preceding chapter, in the simplest possible asymptotically flat back-
ground: Minkowski space-time. Which, if one considers the complexity of Einstein’s
field equations, is a very reasonable starting point for our endeavour. Our goal is,
after fully understanding what is going on numerically and analytically in this simple
case, to proceed gradually to more complicated models: spherical symmetric, axial
symmetric etc. On a Minkowski background the structural equations (1.70)-(1.72)
are trivially satisfied, thus one has to deal only with the Bianchi equation (1.73).1

This chapter follows conceptually the presentation of the same topic in [5], [25], [36],
and [88].

2.1.1 Conformal compactification

The physical metric representing Minkowski space-time in the natural coordinates
yµ reads

g̃ = ηµν dy
µ dyν , (2.1)

1More specifically, as will become apparent in sec. 2.2.2, we will consider here (1.73) in its
linearised version.
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where ηµν = diag(1,−1,−1,−1). In this representation the region we are mainly
interested in, namely the neighbourhood of space-like infinity, lies far away from the
origin. In order to get a more quantitative description of the points lying at infinity,
we will consider the coordinate inversion [63]

yµ = − xµ

xλ xλ
, (2.2)

which brings our original metric into the form

g̃ =
1

|x|4
ηµν dxµ dxν , (2.3)

where |x|2 = xλ xλ. (The minus sign in (2.2) is to preserve time sense [63].) Notice
that with (2.2) points close to infinity in our original coordinates yµ are now lying
in the vicinity of the origin of the new “inverted” coordinates xµ. But this comes

y

|y|

0

nu
ll c

on
enull cone

(a)

x

|x|

0

S

embedding 
space-time

conformal
to physical 
space-time

I +I +

I −I −

i0

(b)

Figure 2.1: (a) The usual causal structure of Minkowski space-time as a light
cone. (b) The conformally compactified Minkowski space-time near space-like
infinity resulting from the inversion (2.2) and the conformal rescaling (2.5).
Points close to the origin xµ = 0 represent points lying at infinity in the
original yµ coordinates.

at a price: the metric (2.3) is singular at the origin, i.e. at the point representing
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infinity. Introducing the conformal factor

Ω = −xλ xλ, (2.4)

one can define the regular conformally compactified metric

g = Ω2g̃ = ηµν dxµ dxν , (2.5)

which, obviously, extends smoothly to the origin xµ = 0. The conformal factor (2.4)
vanishes there, indicating that the point i0, located at the origin xµ = 0, represents
space-like infinity for the physical metric (2.1). In the conformally compactified
picture of Minkowski space-time near space-like infinity, illustrated by Fig. 2.1(b),
the region outside the cones is conformal to Minkowski space-time, while the interior
of the cones consists the embedding space-time.

2.1.2 The cylinder at space-like infinity

Although the metric (2.5) extends smoothly to space-like infinity, reconstructing the
Minkowski space-time described by it, from initial data that satisfy the conformal
constraints, is not trivial at all as, see sec. 1.6.4, on S some of the initial data exhibit
a singular behaviour at the point i that represents space-like infinity. Following the
discussion in sec. 1.7, one can render the initial data regular by performing the
rescaling (1.106). In this new picture space-like infinity i0 has a finite representation
as a cylinder, see Fig. 2.2.

In accordance with (1.106) the space-time metric (2.5) rescales to

ḡ = κ−2 g = κ−2 ηµν dxµ dxν , (2.6)

where κ is defined in (1.107). In spherical coordinates (2.6) can be expressed in the
form

ḡ = κ−2
(
(dx0)2 − dr2 − r2(dθ2 + sin2 θ dφ2)

)
,

where r =
√∑3

a=1(xa)2. The introduction of a new time coordinate t through
the transformation x0 = κ(r) t brings the above metric into its final spherically
symmetric form

ḡ = κ−2
(
κ2dt2 + 2 t κ κ′dt dr − (1− t2 κ′2)dr2 − r2(dθ2 + sin2 θ dφ2)

)
, (2.7)
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where with ′ we denote differentiation with respect to the radial coordinate r. It is
noteworthy that the introduction of the rescaling (2.6) while is successfully address-
ing issues related to the singular behaviour of the initial data, forces us to work with
the slightly more complicated spherical symmetric metric (2.7). Of course, as one
would expect, in the limit κ = 1 one recovers the usual Minkowski metric.
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Figure 2.2: The two main finite representations of space-like infinity that are
going to be used in the present work. (a) The simplest possible choice µ = 1

leads to a representation where the two branches of null infinity are parallel to
each other. (b) For the next simplest choice µ = 1

1+r
, null infinity forms a 45o

“angle” with the horizontal.

Notice that (2.5) and (2.6) imply the relation ḡ = κ−2 Ω2 g̃. Thus, by employing
the conformal factor

Θ = κ−1 Ω,

one can conformally compactify (2.1) and, at the same time, introduce the finite
representation of space-like infinity. Observing (2.4), the conformal factor Θ can be
expressed in terms of the coordinates (t, r) introduced above, i.e.

Θ(t) =
r2 − κ2 t2

κ
=
r

µ
(1− t2 µ2). (2.8)
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This result follows also directly from (1.111), where ω = r for a conformal factor
Ω|t=0 given by (2.4). According to Definition 1 the conformal factor Θ must
vanish at null infinity I ±. Thus, the vanishing of (2.8) locates the points lying at
null infinity, namely

I ± = {r > 0, t = ± 1

µ(r)
}. (2.9)

In addition, Θ vanishes at the origin r = 0 where space-like infinity is situated.
Interestingly, at the limit r → 0 future and past null infinity do not meet at the
same point as in the conventional picture, see Fig. 2.1(b). They are separated by a
finite distance along the time coordinate t. According to (2.9) (or following directly
from (1.114)) this distance in our case is Hcyl = 2. Thus, the finite picture of
space-like infinity, which now is represented by the set I = {r = 0,−1 < t < 1},
follows naturally (see Fig. 2.2). Null-like and space-like infinity meet at the 2-spheres
I± = {r = 0, t = ±1} representing the bases of the cylinder, while the intersection
of the initial hypersurface S with I will be denoted as I0 = {r = 0, t = 0}.

Obviously, the function µ dictates the shape of the cylindrical structure repre-
senting space-like infinity. Thus, through the choice of µ one gains control of the
height of the cylinder, of the position of I±, of the shape of I ±, and even of the
“angle” at which null and space-like infinity meet at I±. For example, the simplest
choice µ = 1 corresponds to the cylinder depicted in Fig. 2.2(a), where I and I ±

form a right “angle”. Fig. 2.2(b) illustrates the cylindrical structure corresponding
to the choice µ = (1 + r)−1. In this representation the location of the points lying
at null infinity has a linear dependence on the radial coordinate r, i.e. t = r + 1.
(Notice that both branches of null infinity form a 45o “angle” with the horizontal.)
In general, choosing µ = (n r + h)−1 leads to structures with “linear” I ±, which
meet with I at I± = {r = 0, t = ±h} and form an “angle” φ = arctann with the
horizontal. Of course µ can be any function that is regular at the limit r → 0.
Hence, we can attach to null infinity almost any shape we want, e.g. the choice
µ = r2 + 1 leads to a null infinity which is “quadratic” in r!

2.2 Spin-2 equation

In this section, and in the rest of this work, the 2-spinor formalism will be employed
as it simplifies our arguments and makes the manipulation of the quantities relevant
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to our study—which also emerge more naturally in this formalism—easier. In the
following the notation and the conventions of the monumental work [65], [66] will
be adopted.

2.2.1 Metric, connection, and spin-coefficients

We will start by defining a basis and a connection compatible with (2.7), in the 2-
spinor formalism, which will allow us to study, in the subsequent section, the spin-2
equation in the space-time defined by (2.7).

As a first manifestation of the computational power of the 2-spinor formula-
tion, we will begin our treatment of the problem from the most general spherically
symmetric metric

g = a(t, r)2dt2 − 2 c(t, r)dt dr − b(t, r)2dr2 − g(t, r)2 r2(dθ2 + sin2 θ dφ2). (2.10)

The transition to the specific case (2.7) considered in [36] will be done, subsequently,
by taking the appropriate limiting case. (From now on the bar ¯ used to denote
quantities living on the rescaled space-time (2.7) will be dropped. Thus, quantities
related to the rescaled conformally compactified space-time (2.7) will be denoted
without a bar.)

Introducing the spin-frame oA, ιA with the usual normalization condition oAιA =

1, one can form a coordinate basis by defining the non-orthonormal null tetrad
(lµ, nµ,mµ, m̄µ). The metric (2.10) can be always expressed in terms of the null
tetrad through the relation

gµν = nµ lν + lµ nν −mµ m̄ν − m̄µmν .

One possible choice, in standard spherical coordinates (t, r, θ, φ), that satisfies the
above system reads

lµ =
1√
2

(A,B, 0, 0),

nµ =
1√
2

(C,−B, 0, 0),

mµ =
1√
2 g r

(
0, 0, 1,− i

sin θ

)
,

m̄µ =
1√
2 g r

(
0, 0, 1,

i

sin θ

)
,

(2.11)
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where the functions A(t, r), B(t, r) and C(t, r) are uniquely defined in terms of the
metric coefficients a, b and c, i.e.

A =
1

a

(
1 +

c√
a2b2 + c2

)
,

B =
a√

a2b2 + c2
,

C =
1

a

(
1− c√

a2b2 + c2

)
.

It can be readily confirmed that the null vectors (2.11) satisfy the orthonormality
conditions lµ nµ = −mµ m̄µ = 1—the other scalar products of (2.11) vanish.

The intrinsic derivatives follow naturally from (2.11)

D = lµ∂µ =
1√
2

(A∂t +B ∂r),

D′ = nµ∂µ =
1√
2

(C ∂t −B ∂r),

δ = mµ∂µ =
1√
2 g r

(
∂θ −

i

sin θ
∂φ

)
,

δ′ = m̄µ∂µ =
1√
2 g r

(
∂θ +

i

sin θ
∂φ

)
.

(2.12)

The derivative operators (2.12) are directional derivatives along the null vectors
lµ, nµ,mµ, and m̄µ, respectively. Applying the commutation relations between the
intrinsic derivatives (2.12)

[D′, D] = (γ + γ̄)D + (ε+ ε̄)D′ − (τ − τ̄ ′)δ′ + (τ ′ − τ̄)δ,

[δ,D] = (β + ᾱ + τ̄ ′)D + κD′ − σδ′ − (ε− ε̄+ ρ̄)δ,

[δ,D′] = κ̄′D − (ᾱ + β − τ)D′ − σ̄′δ′ − (γ − γ̄ + ρ′)δ,

[δ′, δ] = (ρ′ − ρ̄′)D − (ρ− ρ̄)D′ − (ᾱ− β)δ′ + (α− β̄)δ,

successively on our spherical coordinates (t, r, θ, φ), one can compute—after a tedious
but straightforward calculation—the spin-coefficients corresponding to (2.10) and
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the specific choice of (2.11), namely

α = −β =
1

2
√

2 g r
cot θ,

γ =
D′A−DC
2(A+ C)

+
C

2
√

2

Ḃ

B
,

ε =
D′A−DC
2(A+ C)

− A

2
√

2

Ḃ

B
,

ρ = −D(g r)

g r
, ρ′ = −D

′(g r)

g r
,

σ = τ = κ = 0, σ′ = τ ′ = κ′ = 0.

(2.13)

2.2.2 The equation

Having defined a basis, a connection, and spin-coefficients compatible with our spher-
ical symmetric metric (2.10), one can proceed further and decompose the linear
2-spinor counterpart of the Bianchi equation (1.73) in terms of them. Here, as a
first step in the study of (1.73) on backgrounds of the form (2.10), we will consider
only its linearised form. This choice simplifies our endeavour and at the same time
retains most of the more important aspects—like the degeneracy at I±, see below
and also [36], [88]—of the full system (1.73).

Recall [65] that in empty space the linearised rescaled conformal Weyl tensor
Kabcd can be described in the 2-spinor formalism by a totally symmetric spin-2 zero-
rest-mass spinor field φABCD.2 (Because of its totally symmetric nature the spin-2
zero-rest-mass can be completely specified by its five independent components φk,
where k = 0, . . . , 4.) By definition Kabcd shares the same symmetries with the
Riemann tensor. Therefore, it satisfies a Bianchi identity of the from (1.6), which
in the absence of sources is equivalent to ∇A′

AφABCD = 0.
Hence, in the 2-spinor formalism, the linearised form of the Bianchi equation

(1.73) looks like [65]
∇A′

AφABCD = 0, (2.14)

where ∇AA′ is the spinor covariant derivative related to (2.10). In the following, we
will refer to (2.14) as the spin-2 equation. In its component form comprises a system

2Actually, they are related by the expression KAA′BB′CC′DD′ = φABCDεA′B′εC′D′ +

φ̄A′B′C′D′εABεCD.
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of eight equations. In order to recover them we have, somehow, to decompose (2.14)
in its components. One possible way to do that is by expressing ∇AA′ in terms
of the weighted differential operators ð and þ of the GHP (Geroch-Held-Penrose)
formalism. For this we will employ, as in [65], the {0,0}-operator3

ΘAA′ ≡ ∇AA′ − p ιB∇AA′oB − q ιB
′ ∇AA′oB′ , (2.15)

where as usual

D ≡ ∇00′ , D′ ≡ ∇11′ , δ ≡ ∇01′ , δ′ ≡ ∇10′

are the intrinsic (directional) derivatives (2.12). Transvecting consecutively (2.15)
with oAoA′ , ιAιA′ , oAιA′ , and ιAoA′ one gets

þ ≡ Θ00′ , þ′ ≡ Θ11′ , ð ≡ Θ01′ , ð′ ≡ Θ10′ ,

with
þ η ≡ (D + p γ′ + q γ̄′)η, þ′η ≡ (D′ − p γ − q γ̄)η,

ð η ≡ (δ − p β + q β̄′)η, ð′η ≡ (δ′ + p β′ − q β̄)η
(2.16)

when acting on {p, q}-scalar quantities η. Now, the {0, 0}-operator ΘAA′ can be
decomposed in terms of its components as follows

ΘAA′ ≡ ιA ιA′þ + oA oA′þ′ − ιA oA′ð− oA ιA′ð′.

It is apparent from (2.15) that for {0, 0}-quantities (like the spin-2 field φABCD) the
covariant derivative and the operator ΘAA′ coincide. Thus, one is allowed to write

∇AA′ ≡ ιA ιA′þ + oA oA′þ′ − ιA oA′ð− oA ιA′ð′. (2.17)

Acting with (2.17) on φABCD one, obviously, gets

0 = ιA ιA′þφABCD + oA oA′þ′φABCD − ιA oA′ðφABCD − oA ιA′ð′φABCD. (2.18)

Expanding the spin-2 field in (2.18) in terms of its components

φABCD ≡ ι(AιBιCιD)φ0 − 4 ι(AιBιCoD)φ1+

+ 6 ι(AιBoCoD)φ2 − 4 ι(AoBoCoD)φ3 + o(AoBoCoD)φ4,

3The real integers p and q describe how scalar quantities transform under spin-boost
transformations—for more details consult [65], [60]. To any {p, q}-scalar quantity we can assign a
spin-weight s = p−q

2 and a boost-weight w = p+q
2 .
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where the usual definition for spin-2 field’s components has been employed

φ0 ≡ oAoBoCoDφABCD, φ1 ≡ ιAoBoCoDφABCD, φ2 ≡ ιAιBoCoDφABCD,

φ3 ≡ ιAιBιCoDφABCD, φ4 ≡ ιAιBιCιDφABCD,

and taking the components of the resulting expression, we end up with a system
of eight equations for the five independent components of the spin-2 zero-rest-mass
field φABCD. Thus, we get4

þφ1 − ð′φ0 = −τ ′φ0 − 3κφ2 + 4 ρ φ1,

þφ2 − ð′φ1 = −2τ ′φ1 − 2κφ3 + σ′φ0 + 3 ρ φ2,

þφ3 − ð′φ2 = −3τ ′φ2 − κφ4 + 2σ′φ1 + 2 ρ φ3,

þφ4 − ð′φ3 = −4 τ ′φ3 + 3σ′φ2 + ρ φ4,

and their primed versions

þ′φ3 − ðφ4 = −τ φ4 − 3κ′φ2 + 4 ρ′φ3,

þ′φ2 − ðφ3 = −2 τ φ3 − 2κ′φ1 + σ φ4 + 3 ρ′φ2,

þ′φ1 − ðφ2 = −3 τ φ2 − κ′φ0 + 2σ φ3 + 2 ρ′φ1,

þ′φ0 − ðφ1 = −4 τ φ1 + 3σ φ2 + ρ′φ0.

Observing (2.13) most of the spin-coefficients in the above equations drop out; thus,
their expression simplifies considerably

þφ1 − ð′φ0 = 4 ρ φ1,

þφ2 − ð′φ1 = 3 ρ φ2,

þφ3 − ð′φ2 = 2 ρ φ3,

þφ4 − ð′φ3 = ρ φ4,

þ′φ3 − ðφ4 = 4 ρ′φ3,

þ′φ2 − ðφ3 = 3 ρ′φ2,

þ′φ1 − ðφ2 = 2 ρ′φ1,

þ′φ0 − ðφ1 = ρ′φ0.

(2.19)

In order to obtain a coordinate representation of (2.19), we have, firstly, to ex-
press the weighted derivatives appearing therein in terms of the coordinate deriva-
tives defined by (2.11). The expressions (2.16) relating the weighted with the in-

4The action of the weighted derivatives ð and þ on the spin dyad oA, ιA was also extensively
used in the derivation of the subsequent equations. The explicit formulae can be found in p. 257
of [65].
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trinsic derivatives together with (2.12) can be used to establish a coordinate repre-
sentation of the action of the weighted derivatives on {p, q}-scalars η

þ η =
1√
2

(A∂t +B ∂r − 2
√

2w ε) η,

þ′η =
1√
2

(C ∂t −B ∂r − 2
√

2w γ) η,

ð η =
1√
2 g r

ðang η, ð′η =
1√
2 g r

ð′ang η,

(2.20)

where the purely angular dependent part of ð and ð′ is denoted

ðang ≡ ∂θ −
i

sin θ
∂φ − s cot θ, ð′ang ≡ ∂θ +

i

sin θ
∂φ + w cot θ (2.21)

and s = p−q
2
, w = p+q

2
. Keeping in mind that the components φk of the spin-2

zero-rest-mass field are

{4− 2k, 0}-scalars, (2.22)

one can, with the help of (2.20), bring the system (2.19) into the form

A∂tφ1 +B ∂rφ1 − 2
√

2 ε φ1 − 4
√

2 ρ φ1 = ð′φ0,

A ∂tφ2 +B ∂rφ2 − 3
√

2 ρ φ2 = ð′φ1,

A ∂tφ3 +B ∂rφ3 + 2
√

2 ε φ3 − 2
√

2 ρ φ3 = ð′φ2,

A ∂tφ4 +B ∂rφ4 + 4
√

2 ε φ4 −
√

2 ρ φ4 = ð′φ3,

C ∂tφ3 −B ∂rφ3 + 2
√

2 γ φ3 − 4
√

2 ρ′φ3 = ðφ4,

C ∂tφ2 −B ∂rφ2 − 3
√

2 ρ′φ2 = ðφ3,

C ∂tφ1 −B ∂rφ1 − 2
√

2 γ φ1 − 2
√

2 ρ′φ1 = ðφ2,

C ∂tφ0 −B ∂rφ0 − 4
√

2 γ φ0 −
√

2 ρ′φ0 = ðφ1.

(2.23)

The above system is the component decomposition of (2.14) in a spherical symmetric
space-time described by (2.10).

2.2.3 Expansion in spin-weighted spherical harmonics

We can further simplify the equations by making use of the fact that spin-weighted
functions, like φk, can be expanded on the unit sphere as a sum of spin-weighted
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spherical harmonics. But, before doing that, we have to express the ð and ð′ oper-
ators in terms of their counterparts on the unit sphere. Observing (2.20), this can
be done through the transition

ð 7→ 1√
2 g r

ðang, ð′ 7→ 1√
2 g r

ð′ang,

where, for the sake of simplicity, we will, from now on, denote ðang ≡ ð and ð′ang ≡ ð′.
Now, we can take advantage of the spherical symmetric nature of the background
metric (2.10) and expand the components of the spin-2 zero-rest-mass field φk as a
sum of spin-weighted spherical harmonics sΥlm in the following way

φk(t, r, θ, φ) =
∑
lm

φlmk (t, r) 2−kΥlm(θ, φ), (2.24)

where s = 2− k is the spin-weight and the quantities s, l,m satisfy the inequalities
|s| ≤ l and |m| ≤ l. The “new” unit sphere operators ð and ð′ defined above can
be removed from the system (2.23) as their action on the spin-weighted spherical
harmonics sΥlm raises or lowers, respectively, the spin-weight [85]

ð(sΥlm) = −
√
l(l + 1)− s(s+ 1) s+1Υlm,

ð′(sΥlm) =
√
l(l + 1)− s(s− 1) s−1Υlm.

(2.25)

Implementing (2.25) into (2.23), we obtain a system of 1+1 dimensional PDEs for
any admissible pair (l,m):

A∂tφ
lm
1 +B ∂rφ

lm
1 − 2

√
2 ε φlm1 − 4

√
2 ρ φlm1 =

α2

rg
φlm0 ,

A ∂tφ
lm
2 +B ∂rφ

lm
2 − 3

√
2 ρ φlm2 =

α0

rg
φlm1 ,

A ∂tφ
lm
3 +B ∂rφ

lm
3 + 2

√
2 ε φlm3 − 2

√
2 ρ φlm3 =

α0

rg
φlm2 ,

A ∂tφ
lm
4 +B ∂rφ

lm
4 + 4

√
2 ε φlm4 −

√
2 ρ φlm4 =

α2

rg
φlm3 ,

C ∂tφ
lm
3 −B ∂rφ

lm
3 + 2

√
2 γ φlm3 − 4

√
2 ρ′φlm3 = −α2

rg
φlm4 ,

C ∂tφ
lm
2 −B ∂rφ

lm
2 − 3

√
2 ρ′φlm2 = −α0

rg
φlm3 ,

C ∂tφ
lm
1 −B ∂rφ

lm
1 − 2

√
2 γ φlm1 − 2

√
2 ρ′φlm1 = −α0

rg
φlm2 ,

C ∂tφ
lm
0 −B ∂rφ

lm
0 − 4

√
2 γ φlm0 −

√
2 ρ′φlm0 = −α2

rg
φlm1 ,

(2.26)
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where we denote αx =
√
l(l + 1)− x. In the following, when we refer to (2.26), the

indices l,m will be dropped from the displayed expressions, namely we will denote
φlmk ≡ φk.

2.3 The spin-2 equation in the F-gauge

The reduction of our results in the preceding section to the F(riedrich)-gauge de-
scribed by (2.7) readily follows from the identification

A = 1− tκ′, B = κ, C = 1 + tκ′, g =
1

κ
. (2.27)

A direct comparison of (2.7) with (2.10) naturally leads to the above reduction
formulae. For the specific choice (2.27) the non-vanishing spin-coefficients (2.13)
become

α = −β =
µ

2
√

2
cot θ,

γ = ε = − 1

2
√

2
κ′,

ρ = −ρ′ = 1√
2
rµ′.

(2.28)

Therefore, inserting (2.27) and (2.28) into the system (2.26), we recover a component
decomposition of the spin-2 equation (2.14) on a spherical symmetric background
(2.7), i.e.

(1− t κ′) ∂tφ1 + κ ∂rφ1 = (3κ′ − 4µ)φ1 + µα2 φ0,

(1− t κ′) ∂tφ2 + κ ∂rφ2 = (3κ′ − 3µ)φ2 + µα0 φ1,

(1− t κ′) ∂tφ3 + κ ∂rφ3 = (3κ′ − 2µ)φ3 + µα0 φ2,

(1− t κ′) ∂tφ4 + κ ∂rφ4 = (3κ′ − µ)φ4 + µα2 φ3,

(1 + t κ′) ∂tφ3 − κ ∂rφ3 = −(3κ′ − 4µ)φ3 − µα2 φ4,

(1 + t κ′) ∂tφ2 − κ ∂rφ2 = −(3κ′ − 3µ)φ2 − µα0 φ3,

(1 + t κ′) ∂tφ1 − κ ∂rφ1 = −(3κ′ − 2µ)φ1 − µα0 φ2,

(1 + t κ′) ∂tφ0 − κ ∂rφ0 = −(3κ′ − µ)φ0 − µα2 φ1.

(2.29)
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The system (2.29) of advection equations can be split into five evolution equations

(1 + tκ′) ∂tφ0 = κ ∂rφ0 − (3κ′ − µ)φ0 − α2 µφ1,

∂tφ1 =
1

2
α2 µφ0 −

1

2
α0 µφ2 − µφ1,

∂tφ2 =
1

2
α0 µφ1 −

1

2
α0 µφ3,

∂tφ3 =
1

2
α0 µφ2 −

1

2
α2 µφ4 + µφ3,

(1− tκ′) ∂tφ4 = −κ ∂rφ4 + (3κ′ − µ)φ4 + α2 µφ3

(2.30)

governing the dynamical evolution and three constraint equations

2κ ∂rφ1 = 6 rµ′φ1 − 2 t κ′µφ1 + α0 µ (1− tκ′)φ2 + α2 µ (1 + tκ′)φ0,

2κ ∂rφ2 = 6 rµ′φ2 + α0 µ (1− tκ′)φ3 + α0 µ (1 + tκ′)φ1,

2κ ∂rφ3 = 6 rµ′φ3 + 2 t κ′µφ3 + α0 µ (1 + tκ′)φ2 + α2 µ (1− tκ′)φ4

(2.31)

specifying the constraints. Thus, our initial data must satisfy (2.31) and will be
evolved with (2.30). Notice that the evolution system (2.30) acquires a very simple
form on the cylinder I (i.e. at r = 0). The radial derivatives drop out from the
equations controlling the dynamics of the components φ0, φ4 and, thus, the cylinder
becomes a total characteristic of the system (2.30). Analytically [33], Friedrich
predicted that the resulting intrinsic system will generate logarithmic singularities
at the interface of the cylinder with null infinity, i.e. at I±, where the hyperbolicity
of the equations break down (see next paragraph below). In sec. 3.6, the numerical
behaviour of the intrinsic evolution system will be intensively studied and our finding
will be compared to the analytical results in [33].

As it has been already mentioned in sec. 1.5, the evolution equations can be
written in the form of a boundary adapted evolution system

(I + A0) ∂tφ+ A1 ∂rφ = B φ,
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where φ ≡ (φ0, φ1, φ2, φ3, φ4)
T , I is the 5× 5 identity matrix and

A0 = diag(tκ′, 0, 0, 0,−tκ′),
A1 = diag(−κ, 0, 0, 0, κ),

B =


−3κ′ + µ −α2 µ 0 0 0

1
2
α2 µ −µ −1

2
α0 µ 0 0

0 1
2
α0 µ 0 −1

2
α0 µ 0

0 0 1
2
α0 µ µ −1

2
α2 µ

0 0 0 α2 µ 3κ′ − µ

 .

The matrices A0, A1 are obviously Hermitian. Hence, the evolution system (2.30) is
symmetric hyperbolic in the range |t| < κ′−1, i.e. when I + A0 is positive definite.

2.4 Subsidiary system

The constraints (2.31) are preserved when Cauchy data are evolved by the evolution
system (2.30). To prove this assertion, the system (2.31) must be brought in the
most convenient form

C1 = 2κ ∂rφ1 − 6 rµ′φ1 + 2 t κ′µφ1 − α0 µ (1− tκ′)φ2 − α2 µ (1 + tκ′)φ0 = 0,

C2 = 2κ ∂rφ2 − 6 rµ′φ2 − α0 µ (1− tκ′)φ3 − α0 µ (1 + tκ′)φ1 = 0,

C3 = 2κ ∂rφ3 − 6 rµ′φ3 − 2 t κ′µφ3 − α0 µ (1 + tκ′)φ2 − α2 µ (1− tκ′)φ4 = 0.

(2.32)
It can be straightforwardly shown that by taking the temporal derivative of the zero
valued quantities (2.32) and using (2.30), (2.31) to replace the resulting time and
spatial derivatives of the components φk appearing therein, one obtains the so-called
subsidiary system for the propagation of the constraints

∂tC1 = −µC1 −
1

2
α0 µC2,

∂tC2 =
1

2
α0 µ (C1 − C3),

∂tC3 = µC3 +
1

2
α0 µC2.

(2.33)

The above system can be written in a more compact form that reveals its symmetric
hyperbolic nature, i.e.

∂tC = AC,
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where C = (C1, C2, C3)
T and

A = µ

 −1 −α0

2
0

α0

2
0 −α0

2

0 α0

2
1

 .

In addition, the eigenvalues

λ1 = 0, λ2 =
iα2 µ√

2
, λ3 = − iα2 µ√

2

of the matrix A entail that even when the initial data do not satisfy exactly the
constraints (2.31)—a quite common feature of any numerical simulation—the values
of the constraint quantities C1, C2, C3 exhibit an oscillatory behaviour, i.e. they do
not diverge during their evolution.

2.5 Characteristic curves

It will be extremely useful in the following to study the behaviour of the character-
istic curves of the evolution system (2.30). The hyperbolic system (2.30) has three
kinds of characteristic curves. Obviously, the simplest one is the one related to the
dynamics of φ1, φ2, and φ3, i.e. the trivial characteristic curve r = const. The form
of the characteristic curves for the other two equations governing the temporal evo-
lution of the fields φ0, φ4 can be deduced solely from the coefficients of their principal
parts [45].5 Thus, the slope of the characteristics for the field φ0 and φ4 is given by

dt

dr
= −1 + tκ′

κ
and

dt

dr
=

1− tκ′

κ
,

respectively. As expected—see the discussion in sec 2.1.2—the behaviour of the
above characteristics depends entirely on the choice of the function µ. Recall that
the choice µ = 1 leads to the representation depicted in Fig. 2.2(a); the correspond-
ing characteristic curves can be found in Fig. 2.3. In Fig. 2.2(b) future and past null
infinity I ± form an 45o “angle” with the cylinder I representing space-like infinity.
In this representation µ is chosen as µ = (1 + r)−1; Fig. 2.4 depicts the resulting

5For first order PDEs with principal part of the form a(t, r) ∂tu(t, r) + b(t, r) ∂ru(t, r), the slope
of the characteristic curves is given by dt/dr = a/b.

70



-0.1 0.0 0.1 0.2 0.3

-1.1

-1.0

-0.9

-0.8

-0.7

r

t

I

I− I −

(a)

-0.1 0.0 0.1 0.2 0.3

0.7

0.8

0.9

1.0

1.1

r

t

I +

I+

I

(b)

Figure 2.3: Characteristic curves of the evolution equations, where µ has been
chosen µ = 1. The red line denotes the cylinder, future and past null infinity

I ±. (a) Characteristic curves of the field φ0 with slope
dt

dr
= −1 + t

r
in

a neighbourhood of I−. (b) Characteristic curves of the field φ4 with slope
dt

dr
=

1− t
r

in a neighbourhood of I+.

characteristic curves. Notice that in both representations the situation is not sym-
metric around the r-axis. In the neighbourhoods of space-like infinity that are not
depicted in the Figs. 2.3 and 2.4, the characteristic curves behave in more or less
the same way: they tend to become parallel to the cylinder, i.e. vertical.

The shape of the characteristic curves, for both representations considered above,
shows clearly that the cylinder I is a total characteristic of our system. This infor-
mation is extremely useful as we do not have to worry about prescribing boundary
conditions for the points lying at the origin (r = 0) of our computational domain.
It is also apparent that the domain of hyperbolicity of our system coincides with
the physically interesting parts of the finite representation of space-like infinity, i.e.
those parts that are conformal to the physical space-time. Hence, if we restrict
ourselves to the region where r > 0, the hyperbolicity is guaranteed. If the left
boundary of the computational domain is on the cylinder (r = 0) we can proceed
until I+, but not beyond as we will cross through the region of non-hyperbolicity.
Setting an initial boundary value problem in the region r < 0, although our sys-
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Figure 2.4: Characteristic curves for µ = (1 + r)−1. The red line denotes
the cylinder and I ±. (a) Characteristic curves of the field φ0 with slope
dt

dr
= −1 + tk′

k
in a neighbourhood of I−. (b) Characteristic curves of the field

φ4 with slope
dt

dr
=

1− tk′

k
in a neighbourhood of I+.

tem is piecewise hyperbolic there, is an extremely complicated procedure, which,
in one sense, does not worth the effort as the resulting behaviour would not have
any physical interest—recall that the inside of the cylinder is part of the embedding
space-time and, thus, is not conformally related to the physical space-time we want
to study.
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Chapter 3

Numerical analysis of the spin-2
system

3.1 Numerical preliminaries

Our objective in the present chapter is the numerical simulation of the Cauchy prob-
lem posed by the spin-2 system (2.30)-(2.31). Thus, on a given initial hypersurface,
we have to prescribe data that respect the constraints (2.31) and, subsequently,
evolve them with (2.30) in such a way that the constraints are preserved during the
evolution. Obviously, (2.30)-(2.31) is a 1 + 1 system (one time and one spatial di-
mension) of partial differential equations. Therefore, the hypersurfaces of constant
time are one dimensional.

One possible way to proceed in the discretization of the aforementioned system
is in terms of the so-called method of lines. Accordingly, the system (2.30)-(2.31)
will be reduced to a system of ordinary differential equations by discretizing the
spatial coordinate r. There are several ways to perform this reduction [2]. In this
work, finite difference techniques will be employed to extract a system of ordinary
differential equations from (2.30)-(2.31).

The temporal integration of the resulting semi-discrete system will be in general
performed with explicit fourth order Runge-Kutta schemes. When higher accuracy
is required, especially in studies near the problematic region I+, time step adaptive
Runge-Kutta schemes will be employed. These routines adapt the time step to the
speed of the characteristic curves. Specifically, in regions where the characteristic
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speed is high, e.g. close to I+ (see Fig. 2.3), the time step is refined, and vice versa.

To begin with, the hypersurfaces of constant time, used to foliate our 1+1 com-
putational space-time, must be discretized. Consider the computational domain
D = [0, 1] on each such hypersurface. A finite representation of D can be obtain
through the introduction of an equidistant grid ri = r0 + ih with i = 0, . . . , N on D,
where r0 = 0 and rN = 1. As usual, the grid is refined when the grid spacing h is
reduced; in the limit h→ 0 the continuous case is recovered. The components of the
spin-2 zero-rest-mass field will be discretized in a similar way, namely (φk)i = φk(ri).

Now, after discretizing the computational domain, we have to approximate the
spatial derivatives operators appearing in (2.30)-(2.31) with appropriate finite differ-
ence operators. There are numerous ways to do that. Here, we will use the so-called
summation by parts (SBP) operators originally introduced in [50], [51]. This specific
type of widely used in numerical relativity, see for example [52], [53], [80], [48], [61],
finite difference operators take advantage of the fact that in the continuous case an
appropriate use of the integration by parts property leads to energy estimates that
guarantee the well-posedness of the continuous problem [42]. The SBP operators
provide a discrete version of these continuous energy estimates. On the discrete
level, summation by parts, which is the discrete analogue of integration by parts, is
used to obtain discrete energy estimates that guarantee the numerical stability of
the discrete schemes. In other words, the SBP operators fully mimic the “energy”
behaviour of their continuous counterparts. Another very appealing feature of the
SBP operators is that although their accuracy near the boundaries is, depending
on the details of their construction, one or two orders smaller than the one in the
interior of the grid, their overall accuracy is of the same order with the accuracy in
the interior!

A point that needs also special attention is the imposition of the boundary con-
dition on the “right” boundary, i.e. rN = 1, of our computational domain—recall
that we do not have to impose boundary conditions on the boundary point on the
cylinder as the cylinder is a total characteristic of our system. A wrong imposi-
tion of the boundary condition would destroy the designed accuracy of the SBP
operators and lead to instabilities [9]. A very simple, but highly efficient, penalty
method—the so-called simultaneous approximation term (SAT) method introduced
in [9]—preserves the designed accuracy of the SBP operators and guarantees the
numerical stability of our schemes. The combination of the SBP operators with the
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SAT method seems quite successful [9], [10], [53], [80], [16], [41]. In addition, the
imposed boundary function, say f(t), must be compatible with the prescribed ini-
tial conditions, say g(0, r), at the “corner” point (t, r) = (0, 1), namely the condition
f(0) = g(0, 1) must be satisfied.

Finally, a comment concerning the computation of the convergence rates. In the
following, the formula

CR =
ln
(
E0

E1

)
ln
(
h0
h1

) (3.1)

will be used to compute the convergence rates of our numerical simulations. Where
E0 and E1 are normalised l2 error norms for simulations of resolution h0 and h1,
respectively. (Notice that h0 < h1.) The errors E will be computed against an
exact solution or, in case an exact solution is not available, against the numerical
simulation with the highest resolution.

3.2 First derivative SBP operators

Here, we will define SBP finite difference operators that can be used to approximate
the first spatial derivative appearing in the evolution equations (2.30) of the fields
φ0 and φ4. Clearly, they are advection equations with linear source terms. The
definition—see Definition 3 below—of the first derivative SBP operators depends
only on the principal part of these equations. Thus, in order to keep our presentation
as simple as possible, we will not include source terms in the following derivation of
the SBP operators. One can check the validity of the above assertion by just adding
in a trivial way a source term to the subsequent derivation.

The equations in question can be sufficiently modeled by the 1-D scalar advection
equation

ut = λur, 0 ≤ r ≤ 1, t ≥ 0, (3.2)

where λ is an arbitrary real number and the subscripts denote differentiation with
respect to their argument. (The problem (3.2) will not be supplemented with ini-
tial and boundary conditions as they are irrelevant to our purposes in the present
section.) Notice that λ is not constant in (2.30), but this again will not affect the
requirements of Definition 3 as similar energy estimates can be obtain in the case
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that λ is not constant—see sec. 9.1 of [42]. Therefore, by introducing the notation

(u,w) ≡
∫ 1

0

uw dr,

the energy estimate for (3.2) reads

d

dt
||u||2 = (ut, u) + (u, ut) = λ[u(t, 1)2 − u(t, 0)2], (3.3)

where ||u||2 ≡ (u, u) and at the last step (3.2) and integration by parts was used.
In order to acquire a discrete version of (3.3), we have to introduce firstly, in a

similar way with above, the discrete notation

(v, v)H ≡ vTHv,

and then define the discrete counterpart of the first derivative appearing in (3.2),
i.e.

H
du

dr
= Qu⇒ du

dr
= H−1Qu.

Thus, we can define
D1 = H−1Q. (3.4)

Now, one can write (3.2) in its semi-discrete form

vt = λD1 v = λH−1Qv, (3.5)

where υ = (v0, v1, . . . , vN−1, vN)T and H,Q are N × N matrices. Having in mind
that ||v||2 ≡ (v, v)H , one can obtain the discrete version of the continuous energy
estimate (3.3):

d

dt
||v||2 =

d

dt

(
vTHv

)
= λ vT

(
QT (H−1)TH +Q

)
v.

To mimic the behaviour of the continuous case (3.3), we have to choose H symmetric
and QT + Q = diag(−1, 0, . . . , 0, 1) in the above expression. Hence, the energy
estimate becomes

d

dt
||v||2 = λ(v2N − v20), (3.6)

which obviously replicates (3.3). The last result leads to the definition of a first
derivative SBP operator.
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Definition 3 The first order finite difference operator D1 defined in (3.4) is an
SBP operator iff

i) H is symmetric, i.e. H = HT > 0,

ii) QT +Q = diag(−1, 0, . . . , 0, 1).

Any difference operator approximating ∂/∂r and satisfying the requirements of Def-
inition 3 is a SBP operator that leads to energy estimates (3.6) that guarantee the
numerical stability of our scheme. Such kind of operators were originally constructed
in [50], [51], and subsequently enriched and refined in [83], [10], [16].

The requirements of Definition 3 are the minimum requirements that a SBP
operator must satisfy. Obviously, the generality of Definition 3 leaves a lot of
freedom in their construction. To restrict this freedom and define them uniquely
several optimization criteria were introduced [83], [16]. In the literature, there is
a plethora of SBP operators that satisfy different such criteria, which are related
either to the form of the norm matrix H, i.e. diagonal, full, restricted full, or to the
minimization of the bandwidth, of the spectral radius, of the truncation error on
the boundary points, or to combination of these—see [16] for the definition of the
various notions.

Unless otherwise stated, in the following we will be using the minimum band-
width, restricted full norm, fourth order in the interior and third order near the
boundaries SBP operator given in [83]. Several other SBP operators from the afore-
mentioned papers have been tried, but our results showed that the above choice has
the most stable behaviour and gives the smallest error.

3.3 The SAT method

In order to complete the study of the advection equation (3.2), we have to appro-
priately prescribe to it boundary and initial conditions. Having in mind that the
cylinder is a total characteristic of (2.30), then boundary conditions have to be im-
posed only on the “right” boundary point at rN = 1. But this means that boundary
conditions have to be imposed only on the equation governing the dynamics of φ0,
which can be adequately modeled, for our purposes here, by equation (3.2) with a
positive λ. Thus, under the assumption λ > 0, (3.2) will be supplemented by the
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Dirichlet boundary condition
u(t, 1) = gN(t) (3.7)

and the initial condition u(0, r) = f(r).
There are several ways, more or less successful, to impose the above boundary

condition [55]. In this work, the very successful simultaneous approximation term
(SAT) penalty method introduced in [9] will be used. With this method the bound-
ary conditions are imposed in such a way that the requirements of Definition 3
are satisfied—something not as trivial as it sounds, see [9] and [55]—and an energy
estimates can be obtained. The SAT method imposes indirectly the boundary con-
dition (3.7) by adding to the SBP derivative operator a term that is proportional
to the difference between the actual value vN at the boundary and the boundary
condition (3.7) we want to impose.

Let’s see how the SAT method works. In the rest of the present section, we will
try to impose the boundary condition (3.7) to (3.2) using the SAT method. With
the inclusion of (3.7), the continuous energy estimate (3.3), which we will try to
mimic, now reads

d

dt
||u||2 = λ[gN(t)2 − u(t, 0)2], (3.8)

where λ > 0. In the discrete case, according to [9], [56], we have to add a boundary
term to (3.5) in the following fashion

vt = λH−1Qv − τλH−1(EN v − eN gN(t)), (3.9)

where EN = diag(0, . . . , 0, 1) is a N × N matrix, eN = (0, . . . , 0, 1), and τ is the
so-called penalty parameter. Choosing τ = 1, the energy estimate (3.6) now becomes

d

dt
||v||2 = λ[gN(t)2 − v20 − (vN − gN(t))2], (3.10)

which, except of the last term, fully mimics (3.8). The extra term in (3.10) is a
remnant of the SAT method; it does not affect the energy estimate though as it is
always non-positive. Notice that for compactly supported data, i.e. gN(t) = 0, the
energy estimate (3.10) holds trivially as the remaining terms are always non-positive.

3.4 The exact solution

In this section our numerical setting together with the performance of the SBP
operators and the SAT method will be checked in realistic numerical simulations.
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Specifically, we will first try to reproduce the exact solution derived in Appendix A
and, subsequently, check if the constraints for this numerical simulation are preserved
in time.

3.4.1 Convergence and stability

Here, we will reproduce numerically the exact solution (A.12) of the system (2.30)-
(2.31) obtained in Appendix A. For this we have to prescribe on the initial hypersur-
face (t=0) Cauchy data that respect the constraints (2.31) and subsequently evolve it
with (2.30). Recall that the exact solution (A.12) corresponds to the representation
of Fig. 2.2(b), where null infinity meets I at an “angle” of 45o degrees.
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Figure 3.1: The convergence plots of (a) φ0 and (b) φ4 for the evolution of the
initial data (3.11) at time t = 1. Notice that the maximum of the absolute
error between the numerical and the exact solution starts at an order of 10−7

and 10−3, respectively, and reduces with fourth order.

The solution (A.12) by its construction satisfies the constraints (2.31). Thus, by
setting t = 0 in (A.12) one gets appropriate initial data that satisfy initially the
constraints, i.e.

φ0 = φ4 =
r2

(1 + r)3
, φ1 = φ3 =

2 r2

(1 + r)3
, φ2 =

√
6 r2

(1 + r)3
. (3.11)

As it has been already mentioned, because of the fact that the cylinder is a total
characteristic of our system, see Fig. 2.4, only the right boundary (r = 1) needs
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special treatment. Observing (2.30), the inflow boundaries of φ0 and φ4 are at r = 1

and r = 0, respectively. Thus, we have to impose, implicitly, a boundary condition
only on φ0. Therefore, by setting r = 1 in (A.12), we obtain the boundary condition

gN(t) = φ0(t, 1) =
(2− t)4

128
,

which will be imposed through the SAT method. Notice that the above boundary
condition is consistent with the choice (3.11) of the initial data at the “corner” point
(t, r) = (0, 1).
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Figure 3.2: The convergence rates of all the components of the spin-2 zero-
rest-mass field for the evolution of the exact initial data (3.11).

Evolving the initial data (3.11) with (2.30), we get the convergence plots for
the components φ0 and φ4 at time, say, t = 1 depicted in Fig. 3.1. The rest of
spin-2 field’s components behave in a similar way. From these plots one can safely
conclude that our code reproduces the exact solution (A.12)—for a grid of only
50 points (first line on each plot) the maximum of the absolute error between the
numerical and the exact data are roughly of the order 10−3 or less—and converges.
In addition, the behaviour of the actual convergence rates with time is illustrated
in Fig. 3.2. It is apparent that during the evolution the convergence rates for all
the components of the spin-2 zero-rest-mass field vary between 4 and 4.5. A result
that fits quite happily with the fact that the time integration is performed with a
fourth order Runge-Kutta method. Notice though that while approaching I+ the
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convergence rates slightly decrease. This most probably happens because of the
rapid increase of the characteristic speed in this region, see Fig. 2.4. The high
frequency features that appear in Fig. 3.1—the rest of spin-2 field’s components
exhibit similar behaviour—are most probably numerical artifacts, indicating that
the modes hitting the boundaries from inside the grid are reflected due to numerical
inaccuracies [5].

From the above results we can safely conclude that i) our code converges with
fourth order and reproduces the exact solution (A.12) from the evolution of the
initial data (3.11), ii) the SBP operator we chose behaves according to its designed
accuracy, iii) the implementation of the SAT method has been done correctly, and
iv) imposing the boundary condition with the SAT method indeed preserves the
accuracy of the SBP operator.

3.4.2 Conservation of the constraints

Another way to test our code is by checking if the vanishing of the constraint quanti-
ties (2.32) is satisfied during the evolution of our system. According to Appendix A
the initial data (3.11) satisfy (2.32) analytically. Numerically though is almost im-
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Figure 3.3: Violation of the vanishing of the constraint quantities (2.32) during
the evolution of the exact initial data (3.11) for the simulation with 800 grid
points. The normalised l2 is shown.

possible not to violate (2.32) to some order when prescribing the data (3.11) on
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the initial hypersurface. We cannot avoid introducing initially some error into our
system, thus we have to learn to live with it. What we can do though is to keep it
during the evolution at its original levels. In the particular example of sec. 3.4.1, the
initial violation of the constraints is of the order of 10−11; thus if it is maintained
at these levels during the evolution, then we can say that our code is successfully
evolving the constraint quantities Ck. Fig. 3.3 depicts the violation associated with
each one of the constraints during the evolution of the initial data (3.11). The vi-
olation is still of the same order, i.e. 10−11, thus we can safely conclude that the
constraints are preserved during the evolution.

3.5 General Cauchy data

With the confidence of reproducing the exact solution (A.12), we can proceed further
in the numerical study of the spin-2 system and evolve initial data that are not
exact solutions of the system (2.30)-(2.31). Specifically, we will prescribe on the
initial hypersurface data that have to satisfy the conformal constraints (2.31), but
not necessarily the evolution equations (2.30). In other words, we will produce
numerical solutions of the system (2.30)-(2.31) that cannot be obtain analytically.

In order to do that we have, firstly, to bring the constraints (2.31) in a more
manageable form. One way of proceeding is by introducing the transformation
Xi = µ−3 φi and using the definition κ = r µ(r) to obtain the system

2 r ∂rX1 = −2 t κ′X1 + α0 (1− t κ′)X2 + α2 (1 + t κ′)X0,

2 r ∂rX2 = α0 (1− t κ′)X3 + α0 (1 + t κ′)X1,

2 r ∂rX3 = 2 t κ′X3 + α0 (1 + t κ′)X2 + α2 (1− t κ′)X4,

which on the initial hypersurface t = 0 reduces to

2 r ∂rX1 = α0X2 + α2X0,

2 r ∂rX2 = α0X3 + α0X1,

2 r ∂rX3 = α0X2 + α2X4.

(3.12)

Taking advantage of the symmetries of the above system, we will now construct a
particular family of solutions of (3.12) in terms of the field X2 alone. Obviously,
(3.12) is a system of three equations with five unknowns, thus one more field must be

82



explicitly specified in order X2 to be the only free function in (3.12). Here, inspired
by the symmetries of (3.12), it will be assumed that X1 = X3 and, consequently,
X0 = X4. These choices bring the above system into the form

X0 = X4 =
−α2

0X2 + 2 r ∂rX2 + 2 r2 ∂rrX2

α0 α2

, X1 = X3 =
r ∂rX2

α0

, (3.13)

where αx =
√
l(l + 1)− x. The fieldX2—and consequently φ2—in the above expres-

sions is completely arbitrary and to our disposal. Hence, after specifying explicitly
the field X2, the system (3.13) allows us to compute algebraically the rest of X’s
components. Then, by choosing the form of µ, i.e. the representation of the cylin-
der one would like to work with, the actual form of the components of the spin-2
zero-rest-mass field can be recovered through the transformation Xi = µ−3 φi.

(a) (b)

Figure 3.4: The numerical solutions of (a) φ0 and (b) φ4 for the evolution of
the initial data (3.14)-(3.13)—centered around r = 0.5—in the representation
of Fig. 2.2(b)

Let’s assume that the initial data for φ2 has the form of a bump function

φ2(r) =

{
(4 r b−2)16(r − b)16, 0 ≤ r ≤ b

0, b ≤ r ≤ 1
. (3.14)

centered at r = b/2. (Recall that the transformation X2 = µ−3 φ2 relates the fields
φ2 and X2.) So, through b, one controls the proximity of the initial data to the
cylinder I. The simplest non-trivial case l = 2 will be considered here; thus (3.14)
and (3.13), with l = 2, will be our initial data. (The numerical analysis of a higher
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mode, e.g. l = 10, in presented in Appendix B.) From their construction our initial
data is compactly supported. This choice together with the fact that the initial data
for φ0 travel towards the cylinder at r = 0, clearly suggest the kind of boundary
condition that must be imposed on the “right” boundary point at r = 1. Therefore,
using the SAT method, the boundary condition

φ0(t, 1) = 0

will be imposed on the “right” boundary.
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Figure 3.5: The convergence plots of (a) φ0 and (b) φ4 for the evolution of
the initial data (3.14)-(3.13)—centered around r = 0.5—at time t = 1. The
representation of Fig. 2.2(b) is used, i.e. we choose µ = (r + 1)−1. The
maximum of the absolute error of our simulations starts from an order of 10−1

and decreases with fourth order.

The convergence plots, e.g., of φ0 and φ4 for the evolution of the initial data
(3.14)-(3.13) in the representation of Fig. 2.2(b) at time t = 1 can be found in
Fig. 3.5. (Notice again the occurrence of the high frequency features.) The corre-
sponding numerical solutions are illustrated in Fig. 3.4. The rest of the components
have similar behaviour. The data are initially centered around the middle of the
grid, i.e. r = 0.5. It must be noted here that, because there is no exact solution
to compare with, the plots of Fig. 3.5 depict the absolute error with respect to the
numerical solution with the highest resolution, which in our case is 800 grid points.
Again, it is apparent that the code is converging and produces a maximum absolute
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Figure 3.6: The convergence rates of φ0 during the evolution of the system for
initial data placed in different distances from I.

error of roughly the order of 10−1 that decreases with fourth order. Changing the
place of the initial data on the computational grid leads to a, more or less, simi-
lar convergence behaviour. Placing the initial data closer to the cylinder actually
means that the data is squeezed in an increasingly smaller and smaller area of the
computational domain. Intuitively, one would expect that the closer one gets to the
cylinder the more computational resources will be needed to study the evolution of
the system. As higher and higher resolution will be required to evolve the more and
more compressed data. The results of Fig. 3.6 point to that direction. There, using
the same resolution, the initial data are moved consecutively closer to the cylinder
I. The results of this procedure for φ0 are presented in Fig. 3.6—the rest of spin-2
field’s components exhibit similar behaviour. Although the convergence rates during
the evolution for different placements of the initial data are well above four, the con-
vergence rates are slightly decreasing while approaching the cylinder. If one pushes
the initial data even closer to the cylinder, then the convergence rates vary widely.
Estimating their values from such kind of data is highly unreliable. Therefore, in
order to prescribe initial data so close to the cylinder, and subsequently study their
evolution, we have to increase substantially the resolution of our grid.

Fortunately, the behaviour of our system does not depend on the proximity of
the initial data to I. Thus, we do not have to place the initial data too close to
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the cylinder to read off its behaviour. The initial data moving towards the cylinder,
mainly the components φ0 and φ1, never reaches the cylinder independently of how
close we place it to I. The amplitude of this data decreases with time. In addition,
the data slows down while approaching the cylinder. On the other hand, data
that are moving away from the cylinder, mainly the components φ3 and φ4, exhibit
the exactly opposite behaviour. Namely, the data speeds up and its amplitude
increases. This behaviour is in agreement with Penrose’s conformally compactified
picture [62]. According to which, although infinity is brought (through a conformal
transformation) into a finite distance, data travelling towards it will never reach it.

Let’s see now if the vanishing of the constraint quantities (2.32) is preserved dur-
ing the evolution. Initially, the violation associated with each one of the constraint
quantities Ck is roughly of the order of 10−7 or less. Fig. 3.7 depicts the violation
of the constraints during the evolution of data that are initially centered around
r = 0.5. Clearly, the violation of the vanishing of the constraint quantities remains
at the initial levels, i.e. 10−7; hence, we can safely conclude that they are preserved
during the evolution.
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Figure 3.7: The behaviour of the constraint quantities (2.32) during the evo-
lution of the initial data (3.14) with the bump function centered at r = 0.5.

So far, we are working in the finite representation of space-like infinity where
I ± meet I at an 45o “angle”, see Fig. 2.2(b). All our results hold in this represen-
tation. What will happen if one changes representation and uses for example the
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representation of Fig. 2.2(a)? Are there any advantages or disadvantages concern-
ing our numerical studies? Analytically, it does not make any difference though as
always one can translate the results from one to another representation through an
appropriate transformation.1 For example, the two representations of Fig. 2.2 are
related by the simple transformation

φ
µ=(1+r)−1

i =
1

(1 + r)3
φµ=1
i .

Observing the form of the characteristic curves depicted in Figs. 2.3 and 2.4, one
would expect that the former representation is numerically more challenging as its
characteristics in their effort to change abruptly direction, while approaching I+,
and align with the horizontal I + get more and more squeezed. This observation
strongly indicates that numerical studies in the vicinity of I+, in the representation
of Fig. 2.2(a), demand more computational resources and/or more elaborated time
integration techniques—e.g. with adaptive time step. The results of Fig. 3.8 confirm
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Figure 3.8: The convergence rates of the evolution of the initial data (3.14)-
(3.13) centered around (a) r = 0.4 and (b) r = 0.5 for the two representation
of Fig. 2.2.

these expectations. There, while keeping the same resolution, i.e. 800 grid points,
the initial data (3.14)-(3.13) was evolved for the two representation of Fig. 2.2. The
same procedure was carried out twice for different positions of the initial data. The

1In analytical calculations, the representation µ = 1 is usually preferred because the system
(2.30)-(2.31) simplifies considerably.
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graphs of Fig. 3.8 depict the behaviour of the convergence rates during the evolution
for the two different representations. The relative behaviour of the convergence
rates seems not to depend on the position of the initial data. It is apparent that
the convergence rates for the different representations deviate from each other the
closer one gets to I+. As expected the convergence rates for µ = 1 decrease faster
than the corresponding ones for µ = (1 + r)−1. In addition, the code for the former
representation becomes unstable earlier than the one for the latter. Therefore, in
the representation of Fig. 2.2(b) one, for the same resources and techniques, cannot
only get closer to I+ but also can have more accurate results. Of course, at the
expense of higher resolution and more complicated time integration techniques, the
behaviour of our system can be studied solely in the representation of Fig. 2.2(a).

3.6 Transport equations

Now, one is in position to reproduce Friedrich’s analytical results [33] on the cylinder
(r = 0). Specifically, we will try to reproduce the singular behaviour of some
components of the spin-2 field at I+. Observing (2.30), the equation governing the
dynamics of φ4 is clearly degenerating at I+, i.e. t = 1; a fact that leads to the
appearance of logarithmic singularities in its solutions. In the following, we will
work in the representation of Fig. 2.2(a), i.e. we set µ(r) = 1—this choice is made
solely because it simplifies considerably the system (2.30)-(2.31).

It was proven in [33] that, under the assumption of analyticity of the rescaled
“unphysical” metric g, near space-like infinity the components of the spin-2 zero-
rest-mass field can be expanded in terms of the spatial component r as

φn(t, r, θ, ϕ) =
∞∑

p=|2−n|

Φp
n(t, θ, ϕ) rp, (3.15)

with

Φp
n(t, θ, ϕ) =

p∑
q=|2−n|

2q∑
k=0

a(t)n,p;q,k T2q
k
q−2+n, (3.16)

where Φp
n = ∂

(p)
r φn|r=0. Friedrich’s angular dependent functions T that appear in

the above expansion are related to the spin-weighted spherical harmonics sΥlm, used
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in (2.24) to perform a similar angular expansion, in the following way [89]

sΥlm = (−i)s+2 l+m

√
2 l + 1

4 π
T2 l

l−m
l−s.

2

Therefore, the expansion coefficients of the two approaches will differ by a factor
that depends on the specific value of the triple (s, l,m).

The expansion coefficients Φp
n, and subsequently the time dependent functions

a(t)n,p;q,k, can be derived by appropriately differentiating the system (2.30)-(2.31)
and evaluating the resulting equations on the cylinder, i.e. taking the limit r → 0.
Following the procedure described in [33], one can compute the exact form of the
first coefficients that exhibit a singular behaviour, namely the one with p = q = 2:

a0,2;2,k = h(t)(1− t)4 +
c2
48

(16− 19 t+ 12 t2 − 3 t3),

a1,2;2,k = 2
[
h(t)(1− t)3(1 + t) +

c2
48

(4 + t− 6t2 + 3t3)
]
,

a2,2;2,k =
√

6
[
h(t)(1− t2)2 +

c2
48

(5 t− 3 t3)
]
,

a3,2;2,k = 2
[
h(t)(1− t)(1 + t)3 +

c2
48

(−4 + t+ 6 t2 + 3 t3)
]
,

a4,2;2,k = h(t)(1 + t)4 − c2
48

(16 + 19 t+ 12 t2 + 3 t3),

(3.17)

where h(t) ≡ c1− iπ c2
32

+ c2
16
arctanh(t). Notice that at the C0 level only φ4 develops

logarithmic singularities at t = 1; in the rest of the components the singular terms
are always multiplied by a polynomial that is vanishing at t = 1. In some stage
though one of their derivatives will develop a logarithmic behaviour. Specifically, it
will appears at the level C4−n, where n = 0, . . . , 4 are the components of the spin-2
field.

To reproduce numerically (3.17), one has to prescribe initial data that behave
approximately as r2 near the cylinder, a possible choice is

φ0 = 100 r2(r − 1)36, φ4 = −100 r2(r − 1)36. (3.18)

These initial conditions violate in first order the regularity conditions introduced
in [33] to prevent the occurrence of logarithmic singularities. In order to relate the
solutions (3.17) with the initial conditions (3.18), one has to specify the constants

2Notice that l = q, k = l −m and, as one would expect, the spin-weight s = 2− n.
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c1, c2 by evaluating (3.17) at t = 0 and then equating it with (3.18); thus, we get
c1 = 75iπ

8
, c2 = 300 and the time dependent coefficients (3.17) take the form

a0,2;2,k =
25

4

[
16− 19 t+ 12 t2 − 3 t3 + 3 (1− t)4 arctanh(t)

]
,

a1,2;2,k =
25

2

[
4 + t− 6 t2 + 3 t3 + 3 (1− t)3(1 + t) arctanh(t)

]
,

a2,2;2,k =
25

2

√
3

2

[
5 t− 3 t3 + 3

(
1− t2

)2 arctanh(t)
]
,

a3,2;2,k =
25

2

(
−4 + t+ 6 t2 + 3 t3 + 3 (1− t)(1 + t)3 arctanh(t)

)
,

a4,2;2,k =
25

4

(
−16− 19 t− 12 t2 − 3 t3 + 3 (1 + t)4 arctanh(t)

)
.

(3.19)

The initial data for the fields φ0 and φ4 has been specified in (3.18); to prescribe
initial data, that is consistent with the above choice (3.18), for the rest of the
components of the spin-2 field, we will numerically integrate the constraints (2.31)
using an eighth order adaptive Dormand-Prince Runge-Kutta method, see [43]. In
accordance with the choice (3.18), the required initial conditions at r = 0 will be
chosen φ1(0, 0) = φ2(0, 0) = φ3(0, 0) = 0.

Choosing a boundary condition for the “right” boundary point of φ0 is here far
more complicated than in our previous simulations. For there is no way to predict
the form of φ0(t, 1). An exact solution is lacking and the initial data do not have
some specific feature that would allow us to guess the temporal evolution of the
boundary point at r = 1. Fortunately, there is a way to estimate the form of the
required boundary condition. One has first to express it, through a Taylor expansion,
as a polynomial in t:

φ0(t, r) = φ0(0, r) + φ̇0(0, r) t+ φ̈0(0, r)
t2

2!
+

...
φ 0(0, r)

t3

3!
+

....
φ 0(0, r)

t4

4!
+O(t5).

Then, using the system (2.30)-(2.31), one can express the expansion coefficients in
terms of the components φn of the spin-2 field and of spatial derivatives of φ0 only.
The numerically computed values of the field φ0 near the cylinder can be used to
approximate its spatial derivatives—we used fourth order accurate finite difference
operators taken from [21]. Finally, evaluating the resulting expressions at r = 1, one
can compute the numerical values of above expansion coefficients at (t, r) = (0, 1).
Hence, a boundary condition consistent with the choice (3.18) looks like

φ0(t, 1) = 0− 0.1422 t+ 0.2845 t2 − 0.2845 t3 + 0.2845 t4,
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which will be imposed through the SAT method.
The convergence rates for the evolution of the initial data (3.18) are presented

in Fig. 3.9. The results therein clearly indicate that our simulation is stable and
converges with roughly fourth order.
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Figure 3.9: The convergence rates for the evolution of the initial data (3.18).

Now, based on the results of the above simulation, we have somehow to repro-
duce numerically the analytic results (3.19). Observe that by their definition, see
(3.15) and (3.16), the coefficients an,2;2,k are nothing else than the second spatial
derivative of the spin-2 field’s components on the cylinder (r = 0). Thus, they can
be approximated by

(an,2;2,k)num =
1

2

∂2φn
∂r2
|r=0. (3.20)

The second derivative operator appearing in (3.20) will be approximated by one
sided fourth order accurate finite difference operators that can be found in [21]. As
it was mentioned in the preceding section, the study of the behaviour of (3.20) close
to I+ requires a more accurate time integration method. Thus, for the temporal
integration of the initial data (3.18) now a time step adaptive Runge-Kutta scheme
will be employed. The results of the above procedure, for a numerical grid that
consists of 400 points, and the comparison with the expected exact behaviour (3.19)
of the coefficient a4,2;2,k are illustrated in Fig. 3.10. The numerical reproduction of
the rest of the expansion coefficients (3.19) leads to results of similar accuracy. The
agreement between our numerical results and Friedrich’s analytic solutions is quite
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apparent. It is worth mentioning that the numerical data of Fig. 3.10 is a product
of two consecutive numerical approximations. A fact that makes the accuracy of the
results depicted in Fig. 3.10 even more impressive. Firstly, the initial data (3.18) was
evolved and the temporal behaviour of the fields φk was computed; afterwards, their
values on the cylinder (r = 0) were used to approximate the expansion coefficients
(3.20).
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Figure 3.10: (a) A direct comparison of the numerically computed expansion
coefficient a4,2;2,k, see (3.20), with its corresponding exact expression in (3.19).
(b) The absolute error between the exact and numerical data. (c) The absolute
error close to t = 1—a detail of (b). (d) The relative error near t = 1 is of the
order of 10−3.
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Chapter 4

The spin-2 wave system on
Minkowski space-time

4.1 Spin-2 wave equation

Our objectives in the present chapter are to derive a second order system from the
first order system described by the spin-2 equation (2.14) and establish a correspon-
dence between them. Our main motivation for this is the claim by several numerical
analysts, e.g. [49], that the numerical solutions of second order wave equations have
better properties than those for the corresponding first order systems. Specifically,
according to [49], numerical approximations based on second order equations lead
to better accuracy than the ones based on first order equations. In addition, in the
second order case, spurious high-frequency waves travelling against the characteris-
tics disappear. We investigate these claims in the following chapter. In the present
chapter, we provide a more detailed account of the presentation of the same topic
in [17].

4.1.1 Derivation

The setting described in sec. 2.1 and the results and notation of sec. 2.2 will be
repeatedly used throughout this section. We will be again working on the more gen-
eral spherically symmetric background described by (2.10) and then will specialise
our results to the F-gauge (2.7) in sec. 4.2.
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Our starting point will be the spin-2 equation (2.14) in the slightly different
notation

∇F
A′φFBCD = 0.

Acting on it with the spinorial covariant derivative, one constructs a second order
equation of the form

∇A′A∇F
A′φFBCD = 0.

Splitting the above differential operator into its symmetric and skew symmetric parts
in AF

∇A′A∇F
A′ = ∇A′(A∇F )

A′ − 1

2
εAF∇A′

X∇X
A′ ,

and introducing the abbreviations �AF ≡ ∇A′(A∇F )
A′ and � ≡ ∇A′

X∇X
A′ , the

above equation splits into

�AF φ
F
BCD −

1

2
�φABCD = 0.

Following [65], namely using the identities �ABκC = ΨABE
CκE and �ABκC =

−ΨABC
EκE derived therein for an arbitrary spinor κE,1 the action of �AF on the

spin-2 zero-rest-mass field simplifies considerably

6 ΨFQ(ABφCD)
FQ −�φABCD = 0.

Since here we are concerned only with the study of the linearised case, the first term
on the l.h.s drops out. Thus, the remaining term constitutes the so-called spin-2
wave equation

�φABCD = 0, (4.1)

which will be used to describe the second order system. Because of the symmetries
involved, in its component form (4.1) comprises a system of five equations. Following
the same line of thought with sec. 2.2.2, the spinor covariant derivative ∇FF ′ will be
expressed, as in (2.17), in terms of the weighted differential operators of the GHP
formalism, i.e.

∇FF ′ ≡ ιF ιF ′þ + oF oF ′þ′ − ιF oF ′ð− oF ιF ′ð′.

1The spinor ΨABCD is the Weyl spinor.
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Acting with the above operator on the spin-2 zero-rest-mass field one, in accordance
with (2.18), gets

∇FF ′φABCD = ιF ιF
′
þφABCD + oF oF

′
þ′ φABCD − ιF oF

′ð′ φABCD − oF ιF
′ðφABCD.

Using the normalization conditions oA′ ιA
′

= 1 = oA ι
A, the action of the weighted

derivatives on the spin dyad [65]

ð′ oA = −ρ ιA, ð ιA = −ρ′ oA, ð oA′ = −ρ ιA′ , ð′ ιA′ = −ρ′ oA′ ,

where the rest vanish for spherically symmetric space-times (2.10), and the specific
values of the spherically symmetric spin-coefficients (2.13), one can act another time
with (2.17) on the spin-2 zero-rest-mass field and bring (4.1) into the form

∇FF ′∇FF ′φABCD = �φABCD = 2 ρ (þφABCD + þ′φABCD)+

+ þþ′φABCD + þ′þφABCD − ðð′φABCD − ð′ðφABCD.
(4.2)

Observe that by employing the commutation relation for the weighted derivative
operators a further simplification of (4.2) can be achieved.

In order to derive these relations we have to express the spinorial covariant
derivative in term of its components, i.e. ∇AA′ = εA

AεA′
A′∇AA′ , while keeping the

abstract index notation for the spin-2 field:

εA
AεB′

B′εC
CεD′

D′∇AB′∇CD′φKLMN =

= εC
CεD′

D′∇AB′(εC
QεD′

Q′∇QQ′φKLMN) =

= ∇AB′∇CD′φKLMN − γ̄AB′D′
Q′∇CQ′φKLMN − γAB′C

Q∇QD′φKLMN .

Reversing the order in which the covariant derivatives act on the spin-2 field one
gets

εA
AεB′

B′εC
CεD′

D′∇CD′∇AB′φKLMN =

= ∇CD′∇AB′φKLMN − γ̄CD′B′
Q′∇AQ′φKLMN − γCD′A

Q∇QB′φKLMN .

The l.h.s of the last two expressions are symmetric in the indices A,C and B′, D′,
thus by subtracting them, their l.h.s cancel out, namely

[∇AB′ ,∇CD′ ]φKLMN = γ̄AB′D′
Q′∇CQ′φKLMN + γAB′C

Q∇QD′φKLMN−
− γ̄CD′B′

Q′∇AQ′φKLMN − γCD′A
Q∇QB′φKLMN .
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By taking the components of the above expression one can derive the commuta-
tion relations between the intrinsic derivative operators for the spherical symmetric
metric (2.10):

(D′D −DD′)φKLMN = (γ + γ̄)DφKLMN + (ε+ ε̄)D′φKLMN ,

(δD −Dδ)φKLMN = −ρ δφKLMN ,

(δD′ −D′δ)φKLMN = ρ δφKLMN ,

(δ′δ − δδ′)φKLMN = 2 β δ′φKLMN + 2α δφKLMN .

(4.3)

To extract the commutators between the weighted derivatives from (4.3), one has to
be a little bit careful when substituting the intrinsic derivatives with their weighted
counterparts through (2.16). Replacing the intrinsic derivatives that act directly
on the spin-2 field is trivial: D 7→ þ, D′ 7→ þ′, δ 7→ ð, δ′ 7→ ð′, as ΦABCD is a {0,
0}-quantity. The resulting quantities have non-zero weights though, namely

þφABCD : {1, 1}-quantity, þ′φABCD : {−1,−1}-quantity,
ðφABCD : {1,−1}-quantity, ð′φABCD : {−1, 1}-quantity.

Thus, in order to replace the intrinsic derivatives that act on the above quantities
with weighted derivatives, the full expressions (2.16) must be used, where p, q take
values according to the scheme above. The commutators (4.3) then become

(þ′þ− þþ′)φKLMN = 0,

(ðþ− þð)φKLMN = −ρðφKLMN ,

(ðþ′ − þ′ð)φKLMN = ρðφKLMN ,

(ð′ð− ðð′)φKLMN = 0.

(4.4)

Now, by inserting (4.4) into (4.2), we get the quite simple expression

�φABCD = 2 (þþ′ − ðð′ + ρ (þ− þ′))φABCD.

Finally, expanding the spin-2 field in terms of its components in the familiar way

φABCD ≡ ι(AιBιCιD)φ0 − 4 ι(AιBιCoD)φ1+

+ 6 ι(AιBoCoD)φ2 − 4 ι(AoBoCoD)φ3 + o(AoBoCoD)φ4,

and taking the components of the resulting expression, one obtains five equations of
the form

þþ′φλ + ρ þφλ− ρ þ′φλ + λ(5− λ) ρ2 φλ = ðð′φλ + (4− λ) ρ ðφλ+1− λ ρð′φλ−1 (4.5)
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with λ = 0, 1, 2, 3, 4. Notice that (2.20) and (2.21) allows us to obtain a coordinate
representation of (4.5). But we will leave that for later.

4.1.2 Expansion in spin-weighted spherical harmonics

In a similar fashion with sec. 2.2.3, the system (4.5) can be further simplified by
expanding spin-2 field’s components as a sum of spin-weighted spherical harmonics
on the unit sphere. Thus, by firstly expressing the ð and ð′ operators on the unit
sphere

ð 7→ 1√
2 g r

ð, ð′ 7→ 1√
2 g r

ð′,

and then expanding, as in (2.24), the {p, q}-scalars φλ as a sum of spin-weighted
spherical harmonics

φk(t, r, θ, φ) =
∑
lm

φlmk (t, r) 2−kΥlm(θ, φ),

the operators defined above can be removed from the system (4.5) as their action
on the spin-weighted spherical harmonics sΥlm yields

ð(sΥlm) = −
√
l(l + 1)− s(s+ 1) s+1Υlm,

ð′(sΥlm) =
√
l(l + 1)− s(s− 1) s−1Υlm,

ðð′(sΥlm) = −[l(l + 1)− s(s− 1)] sΥlm.

(4.6)

Therefore, the implementation of the aforementioned operations into (4.5) forces the
angular related weighted derivatives to drop out, i.e.

þþ′φlmλ + ρ þφlmλ − ρ þ′φlmλ + λ(5− λ) ρ2 φlmλ =

= −
α2
(2−λ)(1−λ)

2 g2r2
φlmλ −

(4− λ)α(2−λ)(1−λ) ρ√
2 g r

φlmλ+1 −
λα(2−λ)(3−λ) ρ√

2 g r
φlmλ−1,

(4.7)

where αx =
√
l(l + 1)− x and as before we will introduce the notation φlmλ = φλ.

4.2 Spin-2 wave equation in the F-gauge

Now, in order to obtain a coordinate representation of (4.7) in the F-gauge, we have
to replace the weighted derivative operators þ, þ′ with coordinate derivatives related
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to the metric (2.7). As before, using the coordinate expression of the weighted
derivatives2

þ η =
1√
2

(A∂t +B ∂r − 2
√

2w ε) η,

þ′η =
1√
2

(C ∂t −B ∂r − 2
√

2w γ) η,

the reduction formulae

A = 1− tκ′, B = κ, C = 1 + tκ′, g =
1

κ
,

and the related spin-coefficients

γ = ε = − κ′

2
√

2
, ρ =

r µ′√
2
,

a coordinate representation of (4.7) in the F-gauge (2.7) can be obtained

(1− t2κ′2)∂ttφλ − κ2∂rrφλ + 2 tκκ′∂trφλ + 2 [(2− λ)κ′ − t(κ′2 + r µ′κ′−

− 1

2
κκ′′)]∂tφλ + 2 rκµ′∂rφλ + [(2− λ)(κκ′′ + (1− λ)κ′2)+

+ λ(5− λ)r2µ′2]φλ = −µ2 α2
(2−λ)(1−λ)φλ − α(2−λ)(1−λ)(4− λ) r µ µ′ φλ+1−

− α(2−λ)(3−λ) λ r µµ
′ φλ−1.

(4.8)

The above system of five equations is the component decomposition of the spin-2
wave equation (4.1) on a spherically symmetric background (2.7). It can be readily
confirmed that the exact solution (A.12) derived in Appendix A is also satisfying
the system (4.8). Notice that, as in the case of the first order evolution system
(2.30), the radial derivatives drop out from the above system when the equations
are restricted to the cylinder I at r = 0. Therefore, on I, (4.8) reduces to the
following intrinsic system

(1− t2µ2)∂ttφλ + 2µ (2− λ− tµ)∂tφλ + (2− λ)(1− λ)µ2φλ = −µ2 α2
(2−λ)(1−λ)φλ.

The cylinder is again a total characteristic and as expected the intrinsic system
above generates logarithmic singularities at t = ± k′−1, i.e. at the interface I± of
the cylinder with null infinity, where the hyperbolicity of the equations break down.

2Recall that w = p+q
2 is the boost-weight of {p, q}-scalar quantities.
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To prove the latter, we have to look at the principal part of the symbol of (4.8).
Following [73] we can write down the associated symmetric matrix of (4.8):(

−(1− t2κ′2) −tκκ′

−tκκ′ κ2

)
.

The eigenvalues of the above matrix at t = ±κ′−1 read λ1,2 = 1
2
κ(κ±

√
4 + κ2).3 It

is apparent that for r > 0 the system (4.8) is hyperbolic as the eigenvalues λ1, λ2
are of opposite sign. At r = 0 though both eigenvalues vanish and the hyperbolicity
of (4.8) breaks down.

The system (4.8) of five wave-like equations is clearly coupled because of the last
two terms on the r.h.s. Interestingly, if one chooses µ = const., then these two terms
drop out and the system decouples

(1− t2µ2)∂ttφλ − r2µ2∂rrφλ + 2 t rµ2 ∂trφλ + 2µ (2− λ− t µ)∂tφλ =

= −(2− λ)(1− λ)µ2φλ − µ2 α2
(2−λ)(1−λ)φλ.

(4.9)

(Notice that also the first spatial derivative drops out.) Recall that this choice
for µ (specifically µ = 1) corresponds to the representation of space-like infinity
depicted in Fig. 2.2(a), where future and past null infinity I ± are horizontal, namely
they are perpendicular to the cylinder I representing space-like infinity. Although,
in this representation, the system is easier to handle analytically, as it simplifies
significantly, its numerical implementation is considerably harder—mainly because
of the form of its characteristic curves.

There is another possible way to decouple the system (4.8) without restricting
ourselves to a specific representation of space-like infinity. This can be done by
implementing the spin-2 equation (2.14) in the system (4.8). The spin-2 equation
in its component form (2.29) reads

λ = 0, . . . , 3 : (1 + tκ′)∂tφλ − κ ∂rφλ + κ′(2− λ)φλ + rµ′(λ+ 1)φλ =

= −µα(λ−1)(λ−2)φλ+1,

λ = 1, . . . , 4 : (1− tκ′)∂tφλ + κ ∂rφλ + κ′(2− λ)φλ + rµ′(λ− 5)φλ =

= µα(λ−2)(λ−3)φλ−1.

3Reminder: κ = r µ(r) with µ(0) = 1.
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Inserting the above expression into (4.8) one can eliminate the coupling terms
φλ+1, φλ−1 in the following way

(1− t2κ′2)∂ttΦλ − κ2∂rrΦλ + 2 tκκ′∂trΦλ + 2[(2− λ)µ− t(3 r µ′κ′ + κ′2−

− 1

2
tκ′′)]∂tΦλ + 6 rκµ′∂rΦλ + [(2− λ)(κκ′′ + (1− λ)κ′2)− 2(λ− 2)2rκ′µ′+

(λ+ 1)(λ− 4)r2µ′2]Φλ = −µ2 α2
(2−λ)(1−λ)Φλ.

4.3 Characteristic curves

The hyperbolic nature of the system (4.8) entails that it has two real characteristic
curves. As in the first order system, the study of their behaviour will be very useful
in the subsequent numerical studies of the spin-2 wave equation. Again, the form
of the characteristic curves of second order partial differential equations like (4.8)
depends only on their principal part. Following [45], the slope of the characteristic
curves of second order partial differential equations of the form

a(t, r) ∂ttu(t, r) + b(t, r) ∂tru(t, r) + c(t, r) ∂rru(t, r) + . . .

is given by
dt

dr
=
b±
√
b2 − 4 a c

2 a
. (4.10)

Thus, as expected, (4.8) has two real characteristic curves. Observing (4.8), in our
case we have a = 1− t2κ′2, b = 2 tκκ′ and c = −κ2. The quantity under the square
root is always positive, i.e. b2 − 4 a c = 2κ2 > 0, which guaranties the hyperbolic
nature of (4.8). Substituting a, b, and c in the above expression and evaluating, one
gets

dt

dr
= −1 + tκ′

κ
,

dt

dr
=

1− tκ′

κ
.

Interestingly, the characteristic curves of the spin-2 wave equation are identical to
those of the spin-2 equation. Fig. (4.1) depicts the characteristic curves of (4.8) near
a neighbourhood of I+. There is a slight difference with the first order case though.
Now, the behaviour of the characteristic curves is more universal, in the sense that
the characteristics of all the components of the spin-2 field, and not only of specific
components, behave in the way depicted in Fig. (4.1). This observation follows
naturally from (4.8), where the evolution equations for all the fields degenerate at I±.
In addition, the situation is now symmetric around the r-axis. (Remember that in
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Figure 4.1: Characteristic curves of all the fields φλ in a neighbourhood of
I+. The red line denotes the cylinder, future and past null infinity I ±. The
situation close to I− is obtained by a reflection in the r-axis. (a) Characteristic

curves of slope
dt

dr
=

1− t
r

in the case µ = 1. (b) Characteristic curves of slope
dt

dr
=

1− tκ′

κ
in the case µ = (1 + r)−1.

the first order case, the behaviour of the characteristic curves in the neighbourhoods
of I+ and I− where different.) Again, the cylinder is a total characteristic of our
system, thus we do not have to worry about prescribing boundary conditions on the
cylinder. In addition, the domain of hyperbolicity still coincides with the parts of
Friedrich’s representation that are conformally related to the physical space-time.

4.4 Relating the first and the second order systems

In this section, we will try to correlate the first (2.14) with the second (4.1) order
system. Establishing this correspondence will help us to compare the numerical
behaviour of the two systems and study their similarities and differences.

We will start with the definition of the spinor

ΣA′
BCD ≡ ∇F

A′φFBCD (4.11)
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and then differentiate it

∇A′AΣA′
BCD = ∇A′A∇F

A′φFBCD

Following the procedure described at the beginning of sec. 4.1.1, the r.h.s of the last
expression takes the form

∇A′AΣA′
BCD = −1

2
�φABCD.

Obviously, if the spin-2 field φABCD satisfies the spin-2 wave equation (4.1), then
the r.h.s of the last expression vanishes

∇A′AΣA′
BCD = 0. (4.12)

Notice that the vanishing of the spinor (4.11) is nothing else than the spin-2 equation
(2.14). Thus, if it holds initially, i.e. ΣA′

BCD|S = 0, and the above system is well-
posed, then it also holds throughout the evolution. In summary, if the spin-2 field is
a solution of the spin-2 wave equation (4.1) and, in addition, satisfies on the initial
hypersurface S the spin-2 equation (2.14), then it is also a solution of the latter
in a neighbourhood of S. We will take advantage of this result in the subsequent
chapter; there the initial data and the boundary conditions for the second order
system will be specified from the first order system in the aforementioned way and
subsequently evolved with the second order system.

In the following we will prove that (4.12) is a symmetric hyperbolic system in
the F-gauge. From its definition (4.11) the spinor ΣA′

BCD is a {0, 0}-quantity, thus,
according to (2.17), the action of the covariant derivative ∇A′

A on ΣA′BCD looks like

∇A′
AΣA′BCD = (ιA ι

A′þ + oA o
A′þ′ − ιA oA

′ð− oA ιA
′ð′)ΣA′BCD.

The eight independent components of the spinor ΣA′BCD can be defined in the
following way

Σ0′0 ≡ oA
′
oBoCoD ΣA′BCD, Σ0′1 ≡ oA

′
ιBoCoD ΣA′BCD,

Σ0′2 ≡ oA
′
ιBιCoD ΣA′BCD, Σ0′3 ≡ oA

′
ιBιCιD ΣA′BCD,

Σ1′0 ≡ ιA
′
oBoCoD ΣA′BCD, Σ1′1 ≡ ιA

′
ιBoCoD ΣA′BCD,

Σ1′2 ≡ ιA
′
ιBιCoD ΣA′BCD, Σ1′3 ≡ ιA

′
ιBιCιD ΣA′BCD.
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Now, expanding ΣA′BCD into the above expression in terms of its components, i.e.

ΣA′BCD ≡ ιA′ι(BιCιD)Σ0′0 − 3 ιA′ι(BιCoD)Σ0′1 + 3 ιA′ι(BoCoD)Σ0′2−
− ιA′o(BoCoD)Σ0′3 − oA′ι(BιCιD)Σ1′0 + 3 oA′o(BιCιD)Σ1′1−
− 3 oA′ι(BoCoD)Σ1′2 + oA′o(BoCoD)Σ1′3,

taking the components of the resulting expression, and observing (2.13), one ends
up with the following system of eight equations

þΣ1′0 − ðΣ0′0 = ρΣ1′0,

þΣ1′1 − ðΣ0′1 = ρ (Σ1′1 − Σ0′0),

þΣ1′2 − ðΣ0′2 = ρ (Σ1′2 − 2 Σ0′1),

þΣ1′3 − ðΣ0′3 = ρ (Σ1′3 − 3 Σ0′2),

þ′Σ0′0 − ð′Σ1′0 = ρ (3 Σ1′1 − Σ0′0),

þ′Σ0′1 − ð′Σ1′1 = ρ (2 Σ1′2 − Σ0′1),

þ′Σ0′2 − ð′Σ1′2 = ρ (Σ1′3 − Σ0′2),

þ′Σ0′3 − ð′Σ1′3 = −ρΣ0′3.

In the coordinate representation (2.20), the principal parts of the weighted deriva-
tives appearing above acquire the form

þ =
1√
2

(A∂t +B ∂r), þ′ =
1√
2

(C ∂t −B ∂r).

Therefore, introducing the column vector

Σ ≡ (Σ0′0,Σ0′1,Σ0′2,Σ0′3,Σ1′0,Σ1′1,Σ1′2,Σ1′3)
T

and defining the diagonal matrices

Σ0 =
1√
2
diag(C,C,C,C,A,A,A,A),

Σ1 =
B√

2
diag(−1,−1,−1,−1, 1, 1, 1, 1),

the above set of equations can be expressed into the form

Σ0 ∂tΣ + Σ1 ∂rΣ + lower order terms = 0.

The matrices Σ0,Σ1 are Hermitian. Keeping in mind that in the F-gauge (2.27) the
functions A,B,C have the form A = 1− tκ′, B = κ, and C = 1 + tκ′, then Σ0 is, in
addition, positive definite in the range |t| < κ′−1, i.e. in the domain of hyperbolicity
of our setting, see Fig. 4.1. Thus, the system (4.12) is symmetric hyperbolic in the
physically interesting parts of our construction and, consequently, defines there a
well-posed problem for (4.11).
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Chapter 5

Numerical analysis of the spin-2
wave system

5.1 Preliminaries

In this chapter, we will try to numerically simulate the initial value problem posed
by the spin-2 wave equation (4.8) and the findings of sec. 4.4. Specifically, we will
prescribe initial data that satisfy the constraints (2.31) of the first order system and
subsequently evolve it with (4.8). In addition, the boundary conditions will be also
specified from the first order system. The numerical setting described in sec. 3.1,
with slight modifications, will be also used here. Namely, an equidistant grid will be
introduced to discretise the computational domain; the continuous spatial deriva-
tives in (4.8) will be approximated by appropriate SBP operators; the boundary
conditions will be imposed through the SAT method; and the temporal integration
will be performed with explicit fourth order Runge-Kutta techniques.

Observing (4.8), one quickly realises that Definition 3 must be supplemented
with a similar definition for the second spatial derivative appearing therein. Of
course, one could avoid this by using the first derivative SBP operator twice. In this
way, the first derivative SBP operators would be also used to define their second
derivative counterparts. Thus, one has to construct a first derivative SBP oper-
ator that is stable and minimises the error for both first and second derivatives.
A procedure not as simple as it sounds. It turns out, see [10], [56], that this ap-
proach restricts the freedom of choosing the second derivative SBP operator and,
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consequently, would lead to lower accuracy.

Ideally, one would like to minimize as much as possible the dependence of the
definition of the second derivative SBP operators on Definition 3. In this way
there would be more freedom at hand to construct more accurate second derivative
operators. It turns out that such an objective is feasible [10], [56], [57], [58]. Therein,
for stability reasons, the construction of the second derivative operators is based on
the same norm matrix H as in the case of the SBP operators approximating the
first derivative. This is the only restriction that the first derivative SBP operators
impose upon their second derivative counterparts.

Now, one has to decide how to solve the system (4.8) numerically: in a first or
second order form? Here, we will choose the former representation for a number of
reasons. Firstly, the numerical implementation of the system (4.8) in a first order
formulation is quite simple and very well studied. The imposition of the boundary
conditions with the SAT method is also simpler in the first order case. In addition,
when (4.8) is considered in its second order form, the construction of SBP operators
introduces an extra stability requirement that limits the operators available to those
with diagonal norm, see [56] for the details.

5.2 Second derivative SBP operators

Here, we will show how to construct SBP finite difference operators that approximate
the second spatial derivative in (4.8). To begin with, introducing the column vector
φ ≡ (φ0, φ1, φ2, φ3, φ4)

T the principal part of (4.8) can be expressed in the form

∂ttφ = C ∂rrφ+ lower order terms,

where

C = c I with c ≡ κ2

1− t2κ′2
,

φ ≡ (φ0, φ1, φ2, φ3, φ4)
T , and I is the 5× 5 identity matrix. For our purposes in the

present section, it suffices to keep the first two terms of the principal part of (4.8);
the inclusion of lower order terms would not affect the results of the subsequent
derivation. Defining the ten dimensional column vector v ≡ (∂tφ, φ)T , the above
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system can be written in the first order form

∂tv =

(
0 C

0 0

)
∂rrv + lower order terms,

where the entries of the above matrix are 5× 5 matrices. Here, we will not work in
the above generalised setting. Observing (4.8), one can write a first order system of
the above form for each component of the spin-2 field

∂tvλ = C̄ ∂rrvλ + lower order terms

with

C̄ ≡

(
0 c

0 0

)
,

where c is now just a 1× 1 element, vλ is a two dimensional column vector, and as
usual λ = 0, . . . , 4.

In order to unveil the constitutive properties of the second derivative SBP op-
erators and exemplify the requirements that lead to their definition, the above first
order system will be approximated with its closest scalar counterpart, namely the
1-D heat equation

ut = Λurr, 0 ≤ r ≤ 1, t ≥ 0, (5.1)

where Λ is an arbitrary positive constant. Initial and boundary conditions will be
prescribed to (5.1) in the next section, where the SAT method will be discussed. The
subsequent results derived for (5.1) can be generalised to systems with non-constant
coefficient matrices, see sec. 9.2 of [42]. As in sec. 3.2, using the notation (u,w) ≡∫ 1

0
uw dr, the expression (5.1), and integration by parts, the energy estimate for

(5.1) reads
d

dt
||u||2 = Λ(u, urr) + (urr, u) = 2Λ(uur|10 − ||ur||2), (5.2)

where again ||u||2 ≡ (u, u).
Let’s denote the discrete version of the continuous second derivative operator in

(5.1) as
d2u

dr2
≡ D2,

then the semi-discrete 1-D heat equation looks like

vt = D2v, (5.3)
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where again v = (v0, v1, . . . , vN−1, vN)T and D2 is a N ×N matrix. If D2 is going to
be an SBP operator, then it must satisfy a discrete version of the energy estimate
(5.2). Using the discrete notation ||v||2 = (v, v)H ≡ vTHv and the semi-discrete
heat equation (5.3), one can write the discrete version of (5.2) in the form

d

dt
||v||2 =

d

dt

(
vTHv

)
= Λ vT

(
DT

2H +HD2

)
v.

Choosing
D2 = H−1(−A+ C),

this choice will be justified in the following, the above energy estimate becomes

d

dt
||v||2 = Λ vT

(
(−A+ C)T (H−1)TH − A+ C

)
v.

To continue, we have to use a norm matrix H that is symmetric, i.e. H = HT .
Under this assumption, the expression of the energy estimate simplifies to

d

dt
||v||2 = −Λ vT

(
AT + A

)
v + Λ vT

(
CT + C

)
v.

The first term in the above expression replicates the last term in (5.2) whenever
AT + A ≥ 0. Hence, in order to fully mimic the continuous estimate, C must be a
boundary matrix involving only points at the boundaries. By choosing

C = BS,

where B = diag(−1, 0, . . . , 0, 1) and S is an appropriate approximation of the first
derivative operator at the boundary, the discrete energy estimate finally reads

d

dt
||v||2 = −Λ vT

(
AT + A

)
v + 2 Λ (vN(Sv)N − v0(Sv)0) , (5.4)

which obviously mimics the continuous result (5.2) when AT + A ≥ 0 holds. Thus,
we are led to the definition of a second derivative SBP operator.

Definition 4 The second order finite difference operator D2 = H−1(−A + BS) is
an SBP operator iff

i) H is symmetric, i.e. H = HT > 0,

ii) AT + A ≥ 0,
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iii) B = diag(−1, 0, . . . , 0, 1),

iv) S is an approximation of the first derivative operator at the boundary.

Any operator of the form D2 = H−1(−A + BS) that approximates ∂2/∂r2 and
satisfies the criteria of Definition 4 is a second derivative SBP operator that leads
to an energy estimate (5.4) and, consequently, guarantees the numerical stability of
our code. Such kind of operators were firstly introduced in [10] but did not satisfy
the ii) requirement of Definition 4; later in [56] a wide variety of second derivative
SBP operators that satisfy all the requirements of Definition 4 were constructed.

It can be readily checked that the inclusion of lower order terms like λur in the
above derivation would lead again to an energy estimate. Their presence would just
add terms of the form (3.3) and (3.6) to the continuous (5.2) and discrete (5.4)
energy estimates, respectively. Notice that now in the evaluation of the discrete
energy estimate (5.4) the same norm matrix H must be used in the derivation of
the energy terms related to the first and the second derivative. This essentially is
the only additional requirement that is introduced when dealing with systems that
involve approximations of both first and second derivatives.

In the following, a variety of different combinations of the first and second deriva-
tive SBP operators will be used in our numerical experiments. Specifically, we will
combine SBP operators based on a diagonal or full norm that respect the above re-
quirement of approximating both the first and second derivative with SBP operators
of the same norm. However, we will also use a combination of SBP operators that
violate this requirement. From now on, for the sake of clarity, an SBP operator that
is nth-order accurate in the interior and kth-order at the boundary will be denoted
by (n, k) and called an (n, k)-operator.

5.3 SAT method

In order to implement boundary conditions to (5.1) with the SAT method, we have
to be a little bit more careful and include in our study the lower order terms of
(4.8) that involve first spatial derivatives, i.e. terms of the form ∂trφλ and ∂rφλ. In
contrast to the additive contribution of the first and second derivative terms in the
energy estimates derived in the previous section, the penalty terms due to the SAT
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method are not contributing additively as a single penalty term accommodates both
spatial derivatives.

In the first order formulation vλ = (∂tφλ, φλ)
T introduced in the preceding section

we can write (4.8) in the form

∂tvλ =

(
0 a

0 0

)
∂rrvλ −

(
b c

0 0

)
∂rvλ + lower order terms,

where a =
κ2

1− t2κ′2
, b =

2tκκ′

1− t2κ′2
, and c =

2rκµ′

1− t2κ′2
. Again, in order to exemplify

the use of the SAT method in the simplest possible way, we will approximate the
above system with its closest scalar counterpart. The scalar advection-diffusion
equation will serve this purpose

ut = Λurr − λur, 0 ≤ r ≤ 1, t ≥ 0, (5.5)

where Λ, λ are positive constants, supplemented with Robin boundary conditions

αu(t, 0) + ur(t, 0) = g0(t), β u(t, 1) + ur(t, 1) = gN(t) (5.6)

and initial conditions u(0, x) = f(x), ut(0, x) = h(x). (Where α and β are arbitrary
constants.)

It must be mentioned here that the choice (5.6) is not unique, there are numerous
other possible choices depending on the problem under consideration. To implement
boundary conditions for the system (4.8), we can also use other formulations of
boundary conditions which are known to lead to well-posed problems for the wave
equation like Neumann or Sommerfeld type boundary conditions. Since we need to
use informations from the 1st order formulation of the spin-2 equation (as discussed
in sec. 4.4), which provides relations for the values of the first derivatives of the
components but not for the values of the functions themselves, we cannot impose
Dirichlet conditions.

Combining (3.3) and (5.2), one gets the continuous energy estimate for the equa-
tion (5.5)

d

dt
||u||2 = 2Λ(uur|10 − ||ur||2)− λu2|10,

which when the boundary conditions (5.6) are taken into account takes the quite
complicated form

d

dt
||u||2 = −(λ+ 2 Λ β)u(t, 1)2 + (λ+ 2 Λα)u(t, 0)2+

+ 2 Λ gN(t)u(t, 1)− 2 Λ g0(t)u(t, 0)− 2 Λ ||ur||2,
(5.7)
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where for the choice λ + 2 Λ β > 0 and λ + 2 Λα < 0 an energy estimate always
exists [56]. Fortunately, the situation simplifies considerably in our case because
of the form of the characteristics curves of (4.8), see Fig. 4.1. The cylinder is a
total characteristic of our system, thus we do not have to worry about the boundary
treatment of the point at the origin r = 0 of the computational domain.

We will try now to mimic (5.7) in the semi-discrete case. According to [10], [55],
[56] boundary terms can be added to (5.5) by the SAT method in the following way

vt = ΛD2 v − λD1 v − τ0H−1[E0(αI + S)v − e0 g0(t)]−
− τNH−1[EN(βI + S)v − eN gN(t)],

(5.8)

where E0 = diag(−1, 0 . . . , 0), EN = diag(0, . . . , 0, 1) are N × N matrices, e0 =

(1, 0, . . . , 0), eN = (0, . . . , 0, 1), I is the N × N identity matrix, D1, D2, S are as in
Definition 3 and Definition 4, and τ0, τN are the so-called penalty parameters. A
convenient choice of the penalty parameters is τN = −τ0 = Λ. With this choice the
semi-discrete energy estimate (5.4) takes the form

d

dt
||v||2 = −(λ+ 2 Λ β) v2N + (λ+ 2 Λα) v20+

+ 2 Λ gN(t) vN − 2 Λ g0(t) v0 − Λ vT
(
AT + A

)
v,

(5.9)

which for AT + A ≥ 0 completely mimics (5.7). Notice that for compact supported
data gN(t) = 0, the choice λ+2 Λ β > 0 and λ+2 Λα < 0 leads always to an energy
estimate. The choice τN = −τ0 = Λ simplifies also considerably (5.8), i.e.

vt = −ΛH−1Av − λH−1Qv + ΛH−1[αE0v − e0 g0(t)]−
− ΛH−1[βENv − eN gN(t)],

(5.10)

where the expanded expressions of the first and second derivative SBP operators
were taken also into account.

5.4 The exact solution

Again before we start using our code in a general setting, we have to test it against
the exact solution derived in Appendix A. Therefore, we will try to reproduce
numerically the exact solution (A.12) in the context of the spin-2 wave system
described by (4.8). According to the discussion in sec. 4.4, the initial data must
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satisfy the constraints (2.31) of the first order system and be subsequently evolved
with the second order system (4.8). In a similar way with sec. 3.4.1, the initial data
will be derived from the exact solution (A.12).

As before, we set t = 0 in (A.12) and get initial data that satisfy initially the
constraints:

φ0 = φ4 =
r2

(1 + r)3
, φ1 = φ3 =

2 r2

(1 + r)3
, φ2 =

√
6 r2

(1 + r)3
. (5.11)

In addition, because of the second order nature of (4.8), the values of the first
temporal derivative of the spin-2 field’s components must be also specified on the
initial hypersurface. Differentiating (A.12) with respect to t and evaluating at t = 0

one gets

∂tφ0 = ∂tφ1 = −∂tφ3 = −∂tφ4 = − 4 r2

(1 + r)4
, ∂tφ2 = 0. (5.12)

The cylinder is a total characteristic of (4.8), see Fig. 4.1, thus only boundary
conditions at r = 1 must be imposed. In contrast to the first order case, here we
have to implicitly prescribe boundary conditions to all of the components of the
spin-2 zero-rest-mass field. Therefore, again, by differentiating (A.12) with respect
to the spatial coordinate r and subsequently evaluating at r = 1, Robin boundary
condition of the form (5.6) can be obtained for each component of the spin-2 field:

g0,N(t) = − 1

256
(−2 + t)3(6 + t), g1,N(t) =

1

128
(48− 32t+ t4),

g2,N(t) = − 1

128

√
3

2
(t2 − 4)(12 + t2),

g3,N(t) =
1

128
(48 + 32t+ t4), g4,N(t) = − 1

256
(−6 + t)(2 + t)3,

(5.13)

where we chose β = 1. The above boundary conditions will be imposed with the
SAT techniques described in the preceding section.

Now, the initial data (5.11), (5.12) will be evolved with the second order system
(4.8) for three different choices of finite difference SBP operators.

5.4.1 Diagonal norms

Firstly, a minimal width,1 diagonal norm, second derivative (4, 2)-operator, i.e.
1A second derivative SBP operator of the same width and internal order of accuracy as the

corresponding first derivative approximation [56].
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Figure 5.1: The convergence plots of (a) φ0 and (b) φ4 for the evolution of the
initial data (5.11), (5.12) at time t = 1 when finite difference SBP operators
based on a diagonal norm with boundary closure two orders less accurate than
the interior are used. The absolute error is computed against the exact solution
(A.12).

fourth order accurate in the interior and second order at the boundary, accom-
panied by a first derivative SBP operator of the same accuracy and norm will be
used—both given in [56]. The resulting convergence plots for the components φ0, φ4

at time t = 1 are depicted in Fig. 5.1. It is obvious that the numerical results repro-
duce quite accurately the exact ones as the maximum of the absolute error between
them starts at roughly an order of 10−2 and decreases with third order. The be-
haviour of the convergence rates with time for each component of the spin-2 field is
illustrated in Fig. 5.2. During the evolution the convergence rates are well above 3.
Fourth order convergence could not be achieved with this combination of operators
mainly because of the complexity of the boundary conditions (5.13). (We have to
keep also in mind that the expected accuracy of the first derivative operator,2 when
used alone in first order hyperbolic problems of the form (3.2), is roughly of 3rd
order [56].) In the following section, we will see that for less demanding boundary
conditions fourth order accuracy can be achieved even with the above choice of SBP
operators. At the last stages of the evolution the convergence rates, as expected,
slightly decrease. The reason for this behaviour can be traced back to the fact that

2Notice that its accuracy at the boundary is two orders less than in the interior.

113



 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 5

 0.2  0.4  0.6  0.8  1

C
o
n
v
er

g
en

ce
 r

at
e

Time

φ
0

φ
1

φ
2

φ
3

φ
4

Figure 5.2: The convergence rates for the components of the spin-2 zero-rest-
mass field. SBP operators with a diagonal norm and a boundary closure two
orders less accurate than the interior are used.

the characteristic speed increases rapidly while approaching the ill-behaved region
I+ where null and space-like infinity meet, see Fig. 4.1. Our results are in complete
agreement with the corresponding results in [56].

5.4.2 Full norms

In order to produce even better results, one naturally would try to use more accu-
rate SBP operators near the boundary. For this, we approximate the second order
derivatives with the minimal width, full norm (4, 2)-operator given in [56]. The first
order derivatives are approximated by the corresponding first order (4, 3)-operator
of the same norm matrix originally constructed in [10]. The time dependence of the
convergence rates for the components of the spin-2 field and the convergence plot of
the component φ4

3 at t = 1 are presented in Fig. 5.3. Qualitatively, the numerical
behaviour of our system is roughly similar with the case above where SBP operators
based on a diagonal were used. Notice though that the maximum of the absolute
error between the numerical and the exact data starts now roughly at an order of
10−3 and decreases with fourth order. Thus, by using SBP operators based on a

3We chose φ4 mainly because we want to get an estimation of the maximum error; notice that
φ4 exhibits the lowest accuracy among the components of the spin-2 field.
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Figure 5.3: (a) The convergence plot of the component φ4 at t = 1. (b)
The convergence rates for the components of the spin-2 zero-rest-mass field.
SBP operators with a full norm and a boundary closure of two and one order
less accurate than the interior are used to approximate the second and first
derivative, respectively.

full norm the accuracy of our results increased by at least one order of magnitude
and the convergence of our code by one order. The fact that the convergence rates
and the accuracy are better now is not surprising as the first derivative operator
we are using now is one order more accurate at the boundary. Lastly, as expected,
due to the increase of the characteristic speed, there is again a small decrease in the
convergence rates of the components of the spin-2 field near t = 1.

5.4.3 Different norms

Here, we will experiment with the possibility of combining first and second deriva-
tive SBP operators based on different norm matrices. Specifically, we combine the
second derivative (4, 2)-operator used in the previous section with the minimum
bandwidth, restricted full norm first derivative (4, 3)-operator constructed in [83],
the use of which proved quite successful in the numerical implementation of the first
order system. Of course, with this choice, we consciously violate the requirement
of approximating both first and second derivatives with SBP operators of the same
norm [56]. Theoretically though, under certain conditions on the norm matrices of
the two operators, energy estimates of the form (5.9) might be still possible to be
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obtained. With the above choice of SBP operators, the convergence plots for the
components φ0, φ4 at t = 1 and the time evolution of the convergence rates are
depicted in Fig. 5.4. Interestingly, comparing these results with the corresponding
ones in sec. 5.4.2, where SBP operators based on the same norm were used, we notice
that the accuracy of our results and the behaviour of the convergence rates are very
similar—almost identical!
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Figure 5.4: The convergence plots of (a) φ0 and (b) φ4 for the evolution of
the initial data (5.11), (5.12) at time t = 1. First and second finite difference
SBP operators based on different norms are used. (c) The time evolution of
the corresponding convergence rates.

The results displayed in Fig. 5.4 indicate that the requirement of using (first
and second derivative) SBP operators that are based on the same norm does not
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seem very restrictive in our case. Results of similar accuracy and convergence were
obtained with another restricted full norm first derivative (4, 3)-operator taken from
[16]. It seems that the second derivative full norm operator we are using is perform-
ing quite well when combined with first derivative SBP operators based on restricted
full norms. From our numerical findings, it appears that requiring the same norm for
first and second derivative SBP operators is sufficient but not necessary for stability.

5.4.4 Conservation of the constraints

Finally, we will check the behaviour of the constraint quantities (2.32) during the
evolution of our system. The data evaluated for the choice of SBP operators in
sec. 5.4.2 will be also used here to obtain the constraint quantities (2.32). Our
computational domain consists of 400 grid points. The constraints are initially
violated at an order of 10−10. The behaviour with time of the normalised l2 norm
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Figure 5.5: Violation of the vanishing of the constraint quantities (2.32) for
various time instances. The normalised l2 norm for each one of the quantities
Ck is shown.

for each one of the constraint quantities is illustrated in Fig. 5.5. The magnitude
of the constraint violation during the evolution remains roughly the same. A slight
increase is observed again as we approach I+. This increase is mainly picked up by
the quantity C3. Something that can be easily explained by observing the definition
(2.32) of C3 and the results of Fig. 5.3. Namely, the observed increase in the violation
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of the quantity C3 is actually reflecting the loss of convergence of the components
φ3, φ4 while approaching I+, see Fig. 5.3.

5.5 General initial data

In this section, we will attempt to evolve more general data, i.e. data that does
not comprise an exact solution of (4.8). First, we have to specify initial condi-
tions. Again, in accordance with sec. 4.4, the initial data must satisfy the conformal
constraints (2.31). Here, we will use the constraints in the form (3.13)

X0 = X4 =
−α2

0X2 + 2 r ∂rX2 + 2 r2 ∂rrX2

α0 α2

, X1 = X3 =
r ∂rX2

α0

,

a choice that leaves the component φ2—recall that Xi = µ−3 φi—completely to our
disposal and allows us to compute the rest of the components in a simple algebraic
way.

Let’s assume that the initial data for φ2 has the form of a bump function

φ2(r) =

{
(4 r b−2)16(r − b)16, 0 ≤ r ≤ b

0, b ≤ r ≤ 1
. (5.14)

centered at r = b/2, then the initial data for the rest of the components can be easily
computed from the aforedisplayed formulas. We also have to specify initially the
first temporal derivative of the spin-2 field’s components. The evolution equations
(2.30) of the first order system will be used for this purpose, i.e.

φ̇0(r) = κφ′0(r)− (3κ′ − µ)φ0(r)− α2 µφ1(r),

φ̇1(r) =
1

2
α2 µφ0(r)−

1

2
α0 µφ2(r)− µφ1,

φ̇2(r) =
1

2
α0 µφ1(r)−

1

2
α0 µφ3(r),

φ̇3(r) =
1

2
α0 µφ2(r)−

1

2
α2 µφ4(r) + µφ3(r),

φ̇4(r) = −κφ′4(r) + (3κ′ − µ)φ4(r) + α2 µφ3(r),

(5.15)

where the values of the fields on the r.h.s can be evaluated from (5.14) and the
spatial derivatives will be approximated by first derivative SBP operators. (The
˙ and ′ denote differentiation with respect to the temporal and spatial coordinate,
respectively.)
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Now, we explain how to specify the boundary conditions. As discussed in sec. 4.4
we need to use the available information from the first order system (2.30)-(2.31). In
this system there is only one component, namely φ0, which propagates inward from
the boundary at r = 1. Thus, there is only one free function to be specified on that
boundary, which characterizes the solution inside for given initial data. This must
be also the case for the second order system after imposing the boundary conditions.
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Figure 5.6: The convergence plots of (a) φ0 and (b) φ4 for the evolution of
the initial data (5.14), (5.15), centered around r = 0.5, at time t = 1 in the
“diagonal” representation of Fig. 2.2(b).

The second order wave equations (4.8) require for each component of the spin-2
field a boundary condition at r = 1. (Recall that r = 0 is a total characteristic so
we cannot prescribe any conditions there.) We impose these conditions in the form
of a Robin condition (5.6), i.e.

gi,N(t) = φi(t, 1) + φ′i(t, 1), i = 0, 1, 2, 3, 4, (5.16)

where we set β = 1. The boundary functions gi,N(t) are computed from the first
order system in terms of the fields and their time derivatives on each computational
time slice from the already available data. Specifically, the values of the spatial
derivatives of the fields φ1-φ3 and φ0, φ4 appearing in (5.16) will be approximated by
the constraints (2.31) and the evolution equations (2.30) of φ0 and φ4, respectively.
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Namely, the φ′i(t, 1) are given by

φ′0(t, 1) =
1

κ
((1 + tκ′) ∂tφ0 + (3κ′ − µ)φ0 + α2 µφ1)|r=1,

φ′1(t, 1) =
1

2κ
(6 rµ′φ1 − 2 t κ′µφ1 + α0 µ (1− tκ′)φ2 + α2 µ (1 + tκ′)φ0)|r=1,

φ′2(t, 1) =
1

2κ
(6 rµ′φ2 + α0 µ (1− tκ′)φ3 + α0 µ (1 + tκ′)φ1)|r=1,

φ′3(t, 1) =
1

2κ
(6 rµ′φ3 + 2 t κ′µφ3 + α0 µ (1 + tκ′)φ2 + α2 µ (1− tκ′)φ4)|r=1,

φ′4(t, 1) =
1

κ
(−(1− tκ′) ∂tφ4 + (3κ′ − µ)φ4 + α2 µφ3)|r=1.

Since φ0 is freely specifiable on the boundary we choose it simply as zero,4 so that
φ0 and its time derivative vanish on the boundary. Wherever φ0 appears in the
equations used, we simply drop it. This means that the first two expression displayed
above simplify to

φ′0(t, 1) =
α2

r
φ1|r=1,

φ′1(t, 1) =
1

2κ
(6 rµ′φ1 − 2 t κ′µφ1 + α0 µ (1− tκ′)φ2)|r=1.

The boundary conditions (5.16) will be imposed with the SAT techniques discussed
in sec. 5.3.

Here, again, the simplest non-trivial case l = 2 in the “diagonal” representation
of Fig. 2.2(b) will be considered. (The numerical analysis of a higher mode, e.g.
l = 10, can be found in Appendix B.) The spatial derivatives will be approximated
with the combination of the first and second derivative (4, 2)-operators of the same
norm constructed in [10] and [56], respectively, that proved quite successful in the
case of the exact solution, see sec. 5.4.2. The parameter b in (5.14) will be chosen
b = 1, which suggests that initially our data is centered around r = 0.5. The
numerical solutions and the convergence plots of φ0, φ4 for the evolution of this data
are presented in Figs. 3.4 and 5.6, respectively. The absolute error is computed with
respect to the numerical simulation with the highest resolution, which here is 800
grid points. The code is converging with fourth order, see Tab. 5.1, and produces
an absolute error, compared to the numerical solution with the highest resolution
(800 grid points), that starts at an order of 10−1 and decreases with fourth order.

4That is a very reasonable choice as φ0 is purely “ingoing”, i.e. moves towards the cylinder I at
r = 0.
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φ0 φ4

Grid log2(||E||2) Rate log2(||E||2) Rate
50 -2.5929 -1.2413
100 -6.4725 3.8796 -5.1716 3.9303
200 -10.4455 3.9730 -9.1489 3.9772
400 -14.5248 4.0793 -13.2228 4.0739

Table 5.1: The normalised l2 norm of the absolute error E, compared to the
numerical simulation with the higher resolution (800 grid points), and the
corresponding convergence rates at time t = 1 for the evolution of the initial
data (5.14), (5.15).

The behaviour of the constraint quantities (2.32) during the evolution of the
initial data (5.14), (5.15) is depicted in Fig. 5.7. The results therein are obtained
from the numerical data with the highest resolution, i.e. 800 grid points. The initial
violation of the constraints is roughly of the order of 10−7, and remains at these
levels during the evolution.
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Figure 5.7: Violation of the vanishing of the constraint quantities (2.32) for
various time instances. The normalised l2 norm for each one of the quantities
Ck is shown.

Performing the above numerical experiments with the diagonal norm SBP oper-
ators given in [56], which were also used in sec. 5.4.1, similar results with the ones
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in Fig. 5.6 and Tab. 5.1 could be obtained, i.e. fourth order convergence. But, at
the last stages of the evolution, the observed violation of the constraints was one
to three orders of magnitude, depending on the component of Ck, higher than the
one depicted in Fig. 5.7. This behaviour is most probably due to the lower (by one
order) accuracy of the first derivative SBP operator at the boundary.

We also evolved the initial conditions (5.14), (5.15) in the above setting using
a combination of operators based on different norms. Specifically, the initial data
was evolved with the second derivative (4, 2)-operator and the two different first
derivative (4, 3)-operators, all used in sec. 5.4.3. Results almost identical with the
ones depicted in Figs 5.6, 5.7 and Tab. 5.1 were obtained, confirming our previous
statement made in sec. 5.4.3 that the specific combination of SBP operators with
different norms we are using perform as well as the one based on the same norm.

The dependence of the convergence rates to the proximity of the initial data to
the cylinder I was also studied. The same behaviour as in the first order case, see
Fig. 3.6, was observed. Namely, for the same resolution, the convergence rates are
getting smaller and smaller the closer we place the initial data to the cylinder. In
addition, the performance of the code for the two representations of Fig. 2.2 mimics
the results obtained in the first order system, see Fig. 3.8. While approaching the
region I+, the convergence rates in the “horizontal” case of Fig 2.2(a) decrease faster
than the corresponding ones in the “diagonal” representation of Fig 2.2(b). Moreover,
the code becomes again unstable earlier in the “horizontal” representation.

φ0 φ4

Grid log2(||E||2) Rate log2(||E||2) Rate
50 0.4593 0.5439
100 -3.4714 3.9307 -3.5608 4.1047
200 -7.4508 3.9794 -7.4986 3.9378
400 -11.4352 3.9844 -11.4859 3.9873

Table 5.2: Convergence of the solutions to the wave equations towards a solu-
tion at high resolution (800 grid points) of the first order equations. The table
shows the (logarithms of) the normalized l2 norm of the absolute differences
and the corresponding convergence rates at time t = 1.

Finally, we reproduce numerically the analytic result of sec. 4.4: we show that if
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the initial data satisfy the constraints (3.13) of the first order system and are evolved
with the second order system (4.8), then the resulting numerical solutions converge
(with increasing resolution) to the one obtained by evolving the same initial data
with the evolution equations (2.30) of the first order system. We consider again
initial data centered around r = 0.5 of the form (5.14), (5.15) and impose boundary
conditions as described above. We evolve this data with both evolution systems
and compute the absolute error between the numerical solutions of the second order
approach and the numerical solution of the highest resolution (800 grid points) in
the first order approach. The normalized l2 norm of the computed absolute error
and the corresponding convergence rates at time t = 1 for the components φ0, φ4

are listed in Tab. 5.2. We find that the solutions agree within numerical accuracy.
This confirms the statement made in sec. 4.4 that the two systems have identical
solutions given the same initial data.

5.6 Comparison of the two approaches

In the present section a comparison of the two numerical approaches presented in
chapters 3 and 5 will be attempted. They both serve the same purpose of studying
numerically the behaviour of gravitational fields near space-like infinity in Friedrich’s
conformal representation, briefly presented in chapter 1. We will try to investigate
any possible advantages and/or disadvantages related to them, and then see if there
are any good reasons to prefer the one over the other [49].

The first approach relies on the system of first order partial differential equations
(2.30), (2.31), while the second on the system of second order partial differential
equations (4.8). They both admit (A.12) as an exact solution. Thus, the first thing
one could check is how well the two approaches reproduce (A.12). In Tab. 5.3 the
logarithm of the normalised l2 norm of the absolute error E, i.e. log2(||E||2), of the
components φ0, φ4 for the two numerical approaches at time t = 1 in the “diagonal”
representation is presented. Here, the same first derivative (4, 3)-operator developed
in [10] is used in both approaches; the second derivatives are approximated by the
(4, 2)-operator introduced in [56]. A slightly, but noticeable, better accuracy is
achieved in the 2nd order approach; a result that confirms the first of the claims
made in [49]. However, in the “horizontal” case the accuracy is slightly better in the
1st order approach, most probably because in the second order case the characteristic
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φ0 φ4

Grid 1st order 2nd order 1st order 2nd order
50 -25.2218 -27.6006 -11.1643 -12.3418
100 -29.3956 -31.5941 -13.9924 -15.1743
200 -33.7109 -35.6075 -16.9978 -18.1782
400 -38.1000 -39.6068 -20.1075 -21.2850

Table 5.3: The logarithm of the normalised l2 norm of the absolute error E,
compared to the exact solution (A.12), at time t = 1 for the two numerical
approaches in the “diagonal” representation.

curves of all the components, and not only of φ0, of the spin-2 field tend to become
horizontal in the limit t = 1. In addition, for the same resolution, the violation of
the constraint is of the same order in both approaches. The only exception is the
violation of the C3 quantity, which at the last stages of the evolution is slightly more
violated in the 2nd order case. The rapid increase of the characteristic speed, and
the subsequent loss of accuracy, while approaching I+ in combination with the fact
that we have to impose a boundary condition at r = 1 for the purely “outgoing”
field φ4—in terms of which C3 is defined—can be blamed for this behaviour.

Most of the difficulties we face in both numerical approaches are related to the
shape of the characteristic curves near the regions I± and the imposition of the
boundary conditions. In the 1st order approach the characteristic speed of only one
component of the spin-2 field increases rapidly at each region, i.e. φ0 at I− and φ4

at I+, while in the 2nd order case the behaviour is more universal, see Fig. 4.1. In
addition, only φ0 demands boundary treatment in the 1st order approach, while the
second order nature of the system (4.8) entails that all spin-2 field’s components
must be supplemented with boundary conditions at r = 1. As a result working in
the 2nd order approach is more challenging.

There is one additional advantage when working in the 2nd order approach.
There are no high frequency features in the simulations done with the second order
system, compare Fig. 3.1 with Fig. 5.3 and Fig. 3.5 with Fig. 5.6. For a quick
reference we included in Fig. 5.8 the results of Figs. 3.5 and 5.6 for the φ4 component.
Notice that in the second order case the plots look much cleaner. This behaviour
possibly reflects the different nature of the boundary conditions used in each case, i.e.
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Dirichlet conditions (3.7) in the 1st order approach and Robin boundary conditions
(5.6) in the 2nd order approach. It seems that the Robin boundary conditions are
more transparent to the outgoing modes that are hitting the boundaries. This result
confirms the prediction of [49] that the spurious waves will disappear in the second
order formulation.
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Figure 5.8: The convergence plots of φ4 for the evolution of the initial data
(5.14), (5.15) in the ‘diagonal’ representation at time t = 1 in (a) the first
order approach and (b) the second order approach.

A more technical remark now regarding the time and computational resources
needed to produce our numerical data. For the evolution of the same initial data,
the CPU time in the second order approach is, as expected, slightly bigger than
that in the first order approach. In addition, the system time is roughly the same in
both approaches. It is worth mentioning that the RAM memory usage during our
numerical simulations appears also roughly the same in both approaches.
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Conclusions

In this work, the linearised general conformal field equations were extensively used
to evolve several classes of asymptotically Euclidean initial data close to space-like
infinity of Minkowski space-time in the settings of Fig. 2.2. The behaviour of the
resulting numerical solutions near the cylinder I, which represents space-like infinity
i0 in the F-gauge, in the “horizontal” and “diagonal” conformal representations of
Fig. 2.2(a) and 2.2(b), respectively, was studied. In addition, the performance of
our code near the ill-behaved region I+ was tested in various settings of the initial
data.

Two distinct approaches to the linearised general conformal field equations were
developed and subsequently implemented numerically. The first approach is based
on a first order system of five evolution (2.30) and three constraint (2.31) equa-
tions, while the second one is described by the second order system of the five wave
equations (4.8). Although, from an analytical perspective, they are equivalent, their
numerical implementation could very well differ. In sec. 4.4 it was shown how to
relate these two approaches in a way that helps us to compare their numerical be-
haviour and study any potential similarities or differences.

A brief comparison of the two approaches was carried out in sec. 5.6. Quan-
titatively, both codes exhibit similar behaviour close to the region I+ where the
cylinder I meets null infinity. The performance of the second order system is better
regarding issues related to the accuracy of the numerical simulations. Specifically,
better accuracy roughly by a factor of 4 was obtained in the second order approach.
In addition, the high frequency features clearly visible in the convergence plots of
the first order system disappear in the second order one. Both these results confirm
the claims made in [49]. On the other hand, the numerical implementation of the
second order system is more challenging mainly because of complications related to
the imposition of the boundary conditions at r = 1.
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But, this unpleasant complication can be bypassed by an appropriate coordinate
transformation that will lead to a compact conformal representation of Friedrich’s
construction. Namely, firstly Minkowski space-time will be embedded into Einstein’s
static universe and then space-like infinity i0 will be “blown up” to I. In this way,
both boundaries of our computational domain will be on the cylinder I. Recall that
the cylinder is a total characteristic in both approaches; thus, this setting will allow
us to get rid of the artificial boundary at r = 1. This possibility is currently under
investigation.

Our code and our numerical setting was extensively tested against already known
analytical results, namely a specific family of exact solutions that respect a sepa-
ration by parts ansatz (A.12) and the analytically computed expansion coefficients
(3.19). Our numerical results, see secs. 3.4.1, 5.4, and 3.6 reproduce quite well the
corresponding analytical results. Specifically, the accuracy involved in the reproduc-
tion of the singular logarithmic behaviour of the a4,2;2,k expansion coefficient is quite
remarkable considering that the numerically computed data used to approximate it
undergo the additional approximation (3.20).

In the “diagonal” representation, both approaches successfully evolve without loss
of convergence several different classes of initial data until the region I+ at t = 1.
This behaviour is due to the explicit Runge-Kutta method we are using; specifically,
we never evaluate the singular equations at t = 1 and thus we never see the singular
behaviour of their coefficients 1 − κ′(0) in the first order case and 1 − κ(0)′2 in
the second order case. At (t, r) = (1, 0) the evolution equations degenerate and, as
expected, running our code beyond that point leads quickly to numerical instabilities
and code crashing.

In the “horizontal” representation though we cannot reach t = 1 without loss of
convergence because at t = 1 the evolution equations become singular not only on the
cylinder but on the whole computational domain (1, r), see Fig. 2.2(a). The rapidly
increasing characteristic speed near the region I+ suggests the use of a Runge-Kutta
method with adaptive time step, which can cope better with the behaviour of the
characteristic curves near the region I+. But, this just gets us a little bit closer to
t = 1, again we cannot reach in finite time I+ without loss of convergence.

However, recently [6] it was shown that in the first order formulation of the spin-2
zero-rest-mass equation it is possible to evolve asymptotically Euclidean initial data
beyond I+ and extract the physically important radiation fields on I +.
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In sec. 5.4 we experimented with the use of the SBP operators. Specifically, we
carried out numerical simulations using (first and second derivative) SBP operators
of the same (full or diagonal) norm. Our results agree with their designed accu-
racy as described in [56]. In addition, in order to explore the potentialities of the
available SBP operators, we went one step further and combined first and second
derivative SBP operators with respect to different inner products. Our numerical
results indicate that the requirement of using SBP operators with the same norm
does not seem to be necessary: the second derivative full norm operator we are using
seems to perform quite well even when combined with first derivative SBP operators
based on a a different restricted full norm.

Having successfully reached t = 1 in the “diagonal” representation, the next
objective is to try to go beyond it. The reason for that is the desire to use the
resulting numerical solution as initial data on a hyperboloidal hypersurface and
evolve it with already existing codes, e.g. [22]-[24], that have managed to evolve
successfully such kind of initial data along null infinity. Thus, our code will serve
as a “bridging point” between ingoing and outgoing radiation, which is exactly the
reason why the cylinder was originally introduced by Friedrich.

In addition, less restrictive symmetry requirements have been considered in the
construction of the background space-time on which our conformal equations will
be operating. Quite substantial work has already been done in that direction and
as was reported in [5] it will be soon published.

129



130



Appendix A

An exact solution of the spin-2
equation

In order to find a family of exact solutions for the system (2.30)-(2.31), one has to
take a step back and start from a somehow simpler version of it. The ideal starting
point for this strenuous effort is in terms of the original Minkowski metric (2.1) in
Cartesian coordinates yµ. In this setting space-like infinity is represented as a point,
see Fig. 2.1(a). Our goal is to obtain, in this context, an analytic solution of the
considerably simplified spin-2 system and then by transforming it according to the
transformations described in sec. 2.1 to arrive at an exact solution for the complete
system (2.30)-(2.31).

To acquire the form of (2.30)-(2.31) in terms of the metric g̃, we have first to
substitute µ(r) = 1/r (and consequently κ(r) = 1) into them and then replace
t 7→ T, r 7→ R, where T = y0, R2 = (y1)2 + (y2)2 + (y3)2. Thus, we end up with the
system of evolution

R∂T φ̃0 −R∂Rφ̃0 − φ̃0 + α2 φ̃1 = 0,

2R∂T φ̃1 + 2 φ̃1 − α2 φ̃0 + α0 φ̃2 = 0,

2R∂T φ̃2 − α0 (φ̃1 − φ̃3) = 0,

2R∂T φ̃3 − 2φ̃3 − α0 φ̃2 + α2 φ̃4 = 0,

R ∂T φ̃4 +R∂Rφ̃4 + φ̃4 − α2 φ̃3 = 0,

(A.1)
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and constraint
2R∂Rφ̃1 + 6 φ̃1 − α0 φ̃2 − α2 φ̃0 = 0,

2R∂Rφ̃2 + 6 φ̃2 − α0 φ̃3 − α0 φ̃1 = 0,

2R∂Rφ̃3 + 6 φ̃3 − α0 φ̃2 − α2 φ̃4 = 0

(A.2)

equations. The first two evolution equations and the first constraint equation of
(A.1)-(A.2) can be combined to produce a partial differential equation for the φ̃0

component:

R2 ∂2T φ̃0 −R2 ∂2Rφ̃0 + 4R∂T φ̃0 − 6R∂Rφ̃0 + (α2
2 − 4)φ̃0 = 0. (A.3)

Through the ansatz
φ̃0(T,R) ≡ R(R) T (T )

equation (A.3) takes the “almost" separable form

R
T̈
T

+ 4
Ṫ
T
−R R

′′

R
− 6
R′

R
+
α2
2 − 4

R
= 0,

where ˙ and ′ denote differentiation with respect to the time and spatial coordinate,
respectively. Although the first term in the above expression is multiplied by R, the
method of separation of variables can be still applied. One has to make the ansatz

R
R′′

R
+ 6
R′

R
− α2

2 − 4

R
= k R +m, (A.4)

where the quantities appearing on the r.h.s must be constants—real, imaginary or
complex. Alternatively, the above ansatz can be interpreted as

R
T̈
T

+ 4
Ṫ
T

= k R +m. (A.5)

Obviously, one can set
T̈
T

= k, 4
Ṫ
T

= m,

which entails that k ≡ m2

16
. Thus, the most general solution of (A.5) is of the form

T (T ) = c3 e
m
4
T , (A.6)

where c3 is a constant of integration. The equation for the spatial part admits also
an analytic solution. In order to keep things as simply as possible, we will consider
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here only the first non-trivial case l = 2. For this choice of l (A.4) admits a solution
of the form1

R(R) =
c1e

mR
4 (384 +mR(−192 +mR(48 +mR(−8 +mR))))

R5
− 2c2e

−mR
4

m5R5
. (A.7)

Using (A.6), (A.7), the first four evolution equations and making the convenient
choice c2 7→ 384c2m5

2
, c3 = 1 for the constants appearing in the solutions (A.6), (A.7),

it is straightforward to show that

φ̃0 =
e−

1
4
m(R−T )

(
e

mR
2 (384− 192mR + 48m2R2 − 8m3R3 +m4R4) c1 − 384c2

)
R5

,

φ̃1 =
4e−

1
4
m(R−T )

(
e

mR
2 (−192 + 72mR− 12m2R2 +m3R3) c1 + 24(8 +mR)c2

)
R5

,

φ̃2 =
8
√

6e−
1
4
m(R−T )

(
e

mR
2 (48− 12mR +m2R2) c1 − (48 + 12mR +m2R2) c2

)
R5

,

φ̃3 =
4e−

1
4
m(R−T )

(
24e

mR
2 (−8 +mR)c1 + (192 + 72mR + 12m2R2 +m3R3) c2

)
R5

,

φ̃4 =
e−

1
4
m(R−T )

(
384e

mR
2 c1 − (384 + 192mR + 48m2R2 + 8m3R3 +m4R4) c2

)
R5

.

The above relations provide a family of solutions for the system (A.1)-(A.2) that
satisfy a separation by parts ansatz. Before we continue to the derivation of the
solutions for the complete system (2.30)-(2.31), we will make a specific choice for
the constants c1, c2,m, namely c1 = 1

384
, c2 = 0,m = 0. With this choice the above

expressions reduce to the static solution

φ̃0 =
1

R5
, φ̃1 = − 2

R5
, φ̃2 =

√
6

R5
, φ̃3 = − 2

R5
, φ̃4 =

1

R5
. (A.8)

Let’s concentrate now on the transformations that take us from the metric g̃ to
the one providing a cylindrical representation of space-like infinity, i.e. g. First,
we have to take care of the transformations of the coordinates T,R. Following
sec. 2.1, where a reflection at the origin, a rescaling, and a new time coordinate

1This solution corresponds to a special case of Teukolsky’s family of quadrupole solutions [84]
with F (x) = eωx. In [74], the quadrupole solution of [84] has been generalised for higher multipoles,
i.e. l > 2.
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were introduced, we can establish a correspondence between the original T,R and
the final t, r coordinates:

T =
t k(r)

r2 − t2k(r)2
, R =

r

r2 − t2k(r)2
. (A.9)

Relations (A.9) take care of the transformation behaviour of the r.h.s of the solutions
(A.8), but do not provide any information about the behaviour of the l.h.s. That
the l.h.s also transforms under (A.9) is apparent if one considers that it serves as
an abbreviation for expressions of the form φ̃0 = õAõB õC õDφ̃ABCD. According to
[65] the spin-2 zero-rest-mass field transforms, under rescalings of the form (2.6), as
φABCD = Θ−1 φ̃ABCD, where Θ is given by (2.8). The spin dyad o, ι also transforms
under (A.9). To find out how they transform we have to start from the definition of
the null-tetrad (2.11). For the metric g̃ one has A = B = C = 1; thus, the intrinsic
derivatives (2.12) reduce to

l̃a∂a =
1√
2

(∂T + ∂R) , ña∂a =
1√
2

(∂T − ∂R) . (A.10)

The transformation rules for the partial derivatives in (A.10) follow easily from (A.9)

dT =
r2κ+ t2κ3

(r2 − t2κ2)2
dt+

−2rtκ+ r2tκ′ + t3κ2κ′

(r2 − t2κ2)2
dr,

dR =
2rtκ2

(r2 − t2κ2)2
dt+

−r2 − t2κ2 + 2rt2κκ′

(r2 − t2κ2)2
dr.

Plugging them into (A.10) we get the null-tetrad in terms of the t, r coordinates

l̃a∂a =
(r − tκ)2 (1 + tκ′)√

2κ
∂t −

(r − tκ)2√
2

∂r

ña∂a =
(r + tκ)2 (1− tκ′)√

2κ
∂t +

(r + tκ)2√
2

∂r.

Finally, observing (2.11) and (2.27), one ends up with

l̃a =
(r − tκ)2

κ
na, ña =

(r + tκ)2

κ
la.

Employing the relations l̃a = õAõA
′
, ña = ι̃Aι̃A

′
, la = oAoA

′
, na = ιAιA

′ , one can
establish a relation between the spin dyads o, ι and õ, ι̃:

õA = −r − tκ√
κ

ιA, ι̃A =
r + tκ√

κ
oA.
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Now we are in position to derive the transformation laws for the components of the
spin-2 zero-rest-mass field. For the 0-component we have

φ̃0 = õAõB õC õDφ̃ABCD =
(r − tκ)4

κ2
ιAιBιCιDΘφABCD =

(r − tκ)5(r + tκ)

k3
φ4.

In a similar fashion we can obtain the transformation laws for the rest components,
i.e.

φ0 =
κ3

(r − tκ)(r + tκ)5
φ̃4, φ1 = − κ3

(r − tκ)2(r + tκ)4
φ̃3,

φ2 =
κ3

(r2 − t2κ2)3
φ̃2, φ3 = − κ3

(r − tκ)4(r + tκ)2
φ̃1,

φ4 =
κ3

(r − tκ)5(r + tκ)
φ̃0.

(A.11)

Finally, by choosing κ = r/(1 + r), i.e. the representation of Fig 2.2(b), and sub-
stituting the expressions (A.8) and (A.9) into (A.11), one ends up with an exact
solution of the complete system (2.30)-(2.31):

φ0 =
r2(1 + r − t)4

(1 + r)7
,

φ1 =
2r2(1 + r − t)3(1 + r + t)

(1 + r)7
,

φ2 =

√
6r2(1 + r − t)2(1 + r + t)2

(1 + r)7
,

φ3 =
2r2(1 + r − t)(1 + r + t)3

(1 + r)7
,

φ4 =
r2(1 + r + t)4

(1 + r)7
.

(A.12)
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Appendix B

Numerical analysis of higher modes

For completeness, we will present here some numerical results concerning the evolu-
tion of initial data for higher order modes, i.e. l > 2, in the two numerical approaches
considered in this work. Only the case l = 10 will be studied here.

Spin-2 system

The same initial bump-like data (3.14)

φ2(r) =

{
(4 r b−2)16(r − b)16, 0 ≤ r ≤ b

0, b ≤ r ≤ 1

will be also considered here. Notice that although the initial data for φ2, and conse-
quently for X2, coincide with the one in the l = 2 case, the initial data for the rest
of the components are different because of (3.13). (Recall that αx =

√
l(l + 1)− x.)

Hence, our initial data are still compact supported. Which means that the same
boundary condition

φ0(t, 1) = 0

can be still imposed on the “right” boundary with the SAT method.
Evolving the above initial data for b = 1, i.e. centered around r = 0.5, with

the evolution equations (2.30) in the “diagonal” representation µ = (1 + r)−1, one
gets the convergence rates for φ0, φ4 at time t = 1 depicted in Tab. B.1. (The
corresponding numerical solutions can be found in Fig. B.1.) The results therein
are computed with respect to the numerical simulation with the higher resolution,

137



(a) (b)

Figure B.1: The numerical solutions of (a) φ0 and (b) φ4 for the evolution
of the initial data (3.14)—centered around r = 0.5—in the representation of
Fig. 2.2(b)

i.e. 800 grid points. As expected, we obtain fourth order convergence for both
components—similar results hold for the rest of the components. Comparing these
results with the corresponding ones in the l = 2 case, one observes that although
fourth order convergence has been obtain in both cases, the accuracy is slightly
better in the l = 10 case. This happens because of the form of the prescribed initial
data. Specifically, the amplitude of the initial data in the l = 10 case is smaller,
see (3.13), and therefore the data are more smooth. Thus, the code is performing
a little bit worse in the l = 2 case, as it always happens when dealing with more
complicated and less smooth data.

φ0 φ4

Grid log2(||E||2) Rate log2(||E||2) Rate
50 -4.8375 -3.1898
100 -8.7699 3.9325 -7.0604 3.8706
200 -12.7578 3.9879 -11.1014 4.0410
400 -16.8407 4.0829 -15.2079 4.1065

Table B.1: The normalised l2 norm of the absolute error E and the corre-
sponding convergence rates at time t = 1 for the evolution of the initial data
(3.14) in the “diagonal” representation with l = 10.
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Let’s see now how well the constraints are preserved during the evolution of
the initial data. The behaviour of the quantities (2.32) with time is illustrated in
Fig. B.2. The simulation with 800 grid points was used in the derivation of the data
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Figure B.2: The behaviour of the constraint quantities (2.32) during the evo-
lution of the initial data (3.14) with the bump function centered at r = 0.5

and l = 10.

presented therein. Clearly, the violation of the vanishing of the constraint quantities
remains at the initial labels of the order of 10−8. The violation is one order smaller
than the l = 2 case, but this again follows from the fact that in the l = 10 the initial
data are more smooth.

Spin-2 wave system

As above, we will assume that our initial data satisfy the constraints (2.31) in the
form (3.13). Therefore, we will choose again

φ2(r) =

{
(4 r b−2)16(r − b)16, 0 ≤ r ≤ b

0, b ≤ r ≤ 1
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with the first time derivatives given by (5.15), i.e.

φ̇0(r) = κφ′0(r)− (3κ′ − µ)φ0(r)− α2 µφ1(r),

φ̇1(r) =
1

2
α2 µφ0(r)−

1

2
α0 µφ2(r)− µφ1,

φ̇2(r) =
1

2
α0 µφ1(r)−

1

2
α0 µφ3(r),

φ̇3(r) =
1

2
α0 µφ2(r)−

1

2
α2 µφ4(r) + µφ3(r),

φ̇4(r) = −κφ′4(r) + (3κ′ − µ)φ4(r) + α2 µφ3(r).

The Robin boundary conditions (5.6) in the from

gi,N(t) = φi(t, 1) + φ′i(t, 1), i = 0, 1, 2, 3, 4

will be imposed with the SAT method, where the spatial derivatives φ′i(t, 1) will be
computed from (2.30) and (2.31) in the way described in sec. 5.5.

φ0 φ4

Grid log2(||E||2) Rate log2(||E||2) Rate
50 -7.4454 -4.5253
100 -11.3557 3.9104 -8.6100 4.0847
200 -15.3389 3.9831 -12.6113 4.0013
400 -19.4204 4.0815 -16.7020 4.0907

Table B.2: The convergence rates at time t = 1 for the evolution of initial data
centered around r = 0.5 in the “diagonal” representation with l = 10.

The numerical solutions and the convergence rates for the evolution of the above
initial data with the spin-2 wave system (4.8) in the “diagonal” representation are
given in Fig. B.1 and Tab. B.2, respectively. Fourth order convergence has been
achieved. In addition, the violation of the constraints during the evolution is main-
tained at the levels of 10−7, see Fig. B.3. Again, our results are slightly better than
the l = 2 case because of the smoother initial data we are dealing with.
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Figure B.3: The behaviour of the constraint quantities (2.32) during the evo-
lution of initial data (5.14), (5.15) centered at r = 0.5 in the “diagonal” repre-
sentation.
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