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Spin-dependent features in the conductivity of graphene, chemically modified by a random distribution
of hydrogen adatoms, are explored theoretically. The spin effects are taken into account using a mean-field
self-consistent Hubbard model derived from first-principles calculations. A Kubo transport methodology
is used to compute the spin-dependent transport fingerprints of weakly hydrogenated graphene-based

systems with realistic sizes. Conductivity responses are obtained for paramagnetic, antiferromagnetic, or

ferromagnetic macroscopic states, constructed from the mean-field solutions obtained for small graphene
supercells. Magnetoresistance signals up to ~7% are calculated for hydrogen densities around 0.25%.
These theoretical results could serve as guidance for experimental observation of induced magnetism in

graphene.
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Introduction.—Close to the charge neutrality point, two-
dimensional graphene exhibits fascinating transport prop-
erties deriving from the massless Dirac fermions physics
[1,2]. These electronic properties can be further tuned and
diversified through chemical functionalization [3] or irra-
diation (defects formation) [4]. Indeed, strong modifica-
tions of the sp’-bonded carbon network by grafting
sp3-type defects is, for instance, an interesting strategy to
induce an insulating behavior in graphene. Following this
idea, recent attempts based on hydrogenation and fluori-
nation were able to turn graphene into a wide band-gap
insulator [5,6].

While ideal bidimensional graphene is nonmagnetic, its
unidimensional derivatives (graphene nanoribbons) could
exhibit magnetic ordered states due to the presence of
edges [7]. Additionally, monovacancies or sp3-type de-
fects (such as those created by adsorbed atomic H) can
introduce local sublattice imbalances in graphene, thus
inducing magnetic moments [8,9] according to Lieb’s
theorem [10]. Experimentally, the existence of intrinsic
magnetism in graphene and graphite-based materials is
strongly debated [11,12]. Some experimental works as-
sume that the observed magnetic ordering is coming
from graphene edges or grain boundaries [12], a scenario
that has been recently questioned by Sepioni and co-
workers who found no magnetism even for a high concen-
tration of edge defects [13]. In several recent experiments
[14], signatures of room temperature ferromagnetism in
graphene were tentatively related to the presence of hydro-
gen impurities. We note that in all those experiments, the
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nature and quantity of defects remain poorly characterized
and mostly uncontrolled. It would be consequently highly
desirable to clarify the conditions for observing spin-
dependent transport fingerprints in hydrogenated graphene.

In this Letter, spin-dependent transport properties of
hydrogenated graphene-based systems with realistic sizes
are explored theoretically. Firstly, a spin-dependent one-
orbital Hubbard Hamiltonian, describing adsorbed hydro-
gen impurities on a graphene sheet, is derived using
first-principles calculations and solved at a mean-field
level. The local spin texture around hydrogen adatoms is
found to be strongly dependent on both the concentration
and the specific adsorption sublattice of neighboring ada-
toms as previously reported [9,15]. The self-consistent
Hubbard Hamiltonian is then implemented into a real
space (Kubo)-transport method. Our theoretical results
reveal the suitable hydrogenation coverage of graphene
to maximize spin-dependent conductivities, which trans-
late into measurable magnetoresistance signals in the
diffusive regime.

Single-orbital mean-field Hubbard approximation.—
The single-orbital tight-binding description of graphene
restricts to p, orbitals centered on each carbon atom. The
spin-related physics induced by Coulomb interaction is
introduced by means of the Hubbard model in its mean-
field approximation

H =1 Z CIUCj’a. + UZn,-J(n,-J) + n;(nip), (1)
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where 7 is the first-neighbor hopping term, cZ - (Cj o) is the
creation (annihilation) operator in the lattice site i (j) with
spin o, U is the on-site Coulomb repulsion, and n; |, n;; are
the self-consistent occupation numbers for spin-down and
spin-up electrons, respectively. When a hydrogen (H) atom
is adsorbed on top of a carbon (C) atom, the sp? symmetry
is locally broken, and the electron from the C p, orbital is
removed from the 77 bands to form a o bond with the H
atom. Consequently, within the tight-binding approxima-
tion, such an adsorption is modeled by removing the
corresponding electron and lattice site [as illustrated in
Fig. 1(a)]. Figure 1(b) presents one of the supercells
(N =791 atomic sites) used in periodic boundary condi-
tions calculations. This hydrogen defect induces zero-
energy electronic states which are mainly localized around
the impurity [11,16]. When the Coulomb repulsion is
switched on in the calculation, these zero-energy states
spin-polarize, leading to semilocal S = 1/2 magnetic mo-
ments with a staggered spin density mostly located on one
sublattice [8,9,15] [see Figs. 2(a) and 2(d)]. When a finite
concentration of defects is present, the magnetic ordering
between these magnetic moments is dictated by the sub-
lattices where they are located, being copolarized or
ferromagnetic (FM) for the same sublattice and counter-
polarized or antiferromagnetic (AF) otherwise [Fig. 2(b)
and 2(e)].

Magnetic states.—The total spin S of the macroscopic
ground state is given by the excess of magnetic moments
on one specific sublattice, although S = 0 is the most
likely value on simple statistical grounds (equal H occu-
pation of both sublattices). In the following, two assump-
tions related to the macroscopic magnetic states are
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FIG. 1 (color online). (a) Schematic representation of the sp>
hybridization breakdown upon hydrogen adsorption. In our tight-
binding model, such a defect is mimicked by a monovacancy.
(b) Single-vacancy supercell used in the mean-field Hubbard
model calculations with periodic boundary conditions.
(c) Supercell with two vacancies. The distance between two
hydrogen defects is labeled by (d). The green shaded regions
give the space location for the defects, to minimize the correla-
tions between vacancies in neighboring cells.

considered. The first one is the simplest: a paramagnetic
(PM) state, which is a good approximation for sufficiently
low H concentrations, or at sufficiently high temperatures,
in which there is no correlation between the semilocal
moments. This state is thus constructed from independent
large supercells containing a single vacancy as shown in
Fig. 1(b). The corresponding spin densities on each cell site
are represented in Figs. 2(a) and 2(d) as a function of the
distance to the center of the supercell for two different
concentrations of defects. The result favorably compares
with first-principles calculations when U/r = 1 [17].

The second assumption is more complex since pairwise
magnetic ordered states are investigated. The latter are
constructed using supercells containing two vacancies on
different sublattices [see Fig. 1(c)] far from the edges [18].
When selecting one site on each sublattice [see Fig. 1(b)
and I(e)], the magnetic moments couple antiferromagneti-
cally and the macroscopic state generated by merging
several supercells is an antiferromagnet with zero total
spin (S = 0). We explore the effect of the distance (d)
between vacancies while varying accordingly the supercell
size. By changing simultaneously the distance and size,
we always allow for a meaningful definition for the con-
centration n, based on only two vacancies per cell. One
notes that for n, = 0.6% (d = 8.5 A) the vacancies be-
come very close to each other, thus allowing overlapping
between magnetic moments and suppression of the local
antiferromagnetic state [9]. We note that, when the vacan-
cies are in the same sublattice, the ground state is ferro-
magnetic (FM), but we will not consider this case in this
work (see [19]).

The AF ordering can be further tuned by applying a
sufficiently large external magnetic field, parallel to the
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FIG. 2 (color online). Local (site) spin (s) versus r (the dis-
tance to the center of the supercell) for various vacancy concen-
trations: (a),(d) n, = 0.1% and 0.3% in the paramagnetic case,
(b),(e) n, = 0.2% (d = 27.7 A) and 0.4% (d = 18.1 A) in an
antiferromagnetic state, and (c),(f) in a ferromagnetic excited
state within the mean-field Hubbard approximation [T (red
[medium gray]) and | (blue [dark gray]) electrons]. In all cases,
the center of mass of the vacancies is at » = 0.
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graphene sample. First-principles calculations performed
with the SIESTA code [20], for the unit cell shown in
Fig. 2(b), reveal that the energy difference between the
antiferromagnetic and ferromagnetic configurations is
about 1 meV, yielding a rough value of ten Tesla for the
corresponding switching magnetic field (smaller values are
expected for smaller H concentrations). Similar values
were predicted for hydrogenated graphene nanoribbons
although with larger interdistance between H adatoms
[15] and also for monovacancies in carbon nanotubes
[21]. When applying the magnetic field, the local magnetic
moments become copolarized giving rise to a FM state.
The difference in the magnetic ordering can affect the
conductivity and induce a magnetoresistive (MR) response
as discussed for graphene nanoribbons in Ref. [15]. To
study the possible magnetoresistance signals in hydrogen-
ated graphene samples, the spin density and related spin-
dependent on-site energies have been computed for this
specific case [Figs. 2(c) and 2(f)].

Kubo conductivity methodology.—Using the self-
consistent Hubbard Hamiltonian calculations,
spin-dependent on-site energies are estimated for each
supercell. These tight-binding parameters are then used
for computing the conductivity in realistic-sized samples
applying the Kubo formalism. These graphene samples are
constructed by attaching a large number of these supercells
following different random arrangements. An efficient real
space order N method is then used to simultaneously
follow the wave packet dynamics and to compute the
Kubo conductivity (see Refs. [22] for details). The analysis
of the wave packet dynamics allows us to extract the
conduction mechanisms and transport length scales
(mean free path). As long as n, = 0.5% the diffusion
coefficients are found to reach a saturation regime after a
few thousands of femtoseconds, and then remain roughly
constant up to very long times, indicating a diffusive
regime and a negligible contribution of quantum interfer-
ences within the computational reach. The maximum
value allows the evaluation of €, = D,,./vp, with
vy = 10° ms~!. Note that the transport properties are
calculated in the zero temperature limit, which should,
however, be robust to higher temperatures given the weak
electron-phonon coupling in graphene.

Spin-dependent transport features.—The scaling analy-
sis of the conductivity is carried out using the Kubo
formula oy |(E, 1) = (¢2/2)Tr[8;(E — H)IDy,(E, t) where
Tt[8;,(E — H)/S] are the spin-dependent density of states
per unit of surface at the energy E. At a fixed energy,
o1,(E, 1) reach their maximal values at the same time as
Dy (E, 1) (D) which gives the spin-dependent Drude
conductivities oP"*(E) = (e?/2)Tr[ 6y (E — I:I)]D}‘,’f"(E),
that account for the disorder effects on the density
of states.

Figure 3 presents the Drude conductivities for the AF
case (left panel), FM case (right panel) and the approxi-
mated PM case (inset in right panel) for H concentrations
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FIG. 3 (color online). Left panel : Conductivities of hydro-
genated graphene samples with various concentrations for the
antiferromagnetic case (left panel), paramagnetic case (right
panel inset) and ferromagnetic case (right panel main frame).
Dashed lines give 2¢2/h.

varying from 0.1% up to 0.5%. As expected, both in the AF
and the PM case, no spin-dependent transport features are
observed in the results, with the conductivities for up and
down spins being equal within the statistical error. We
note, however, some differences in the shape of the con-
ductivity curves versus energy close to the Dirac point
between the PM and AF cases. In sharp contrast, in the
FM case, the spin-dependent conductivities significantly
differ away from the charge neutrality point, with
loP4e(E)/ o™ (E)| typically increasing with energy.
o["(E) decays roughly linearly with n, for the lowest
H density (which is a trend in general for resonant scatter-
ing [23]), but one clearly observes a tendency towards
saturation at higher concentration. It is worth mentioning
that, in all cases, the total Drude conductivities
(a'TDr“de(E) + O'?Nde(E)) remain larger than 2G,/7 =
4¢? /arh, which is the theoretical minimum value estimated
within the self-consistent Born approximation [24].

From the computed conductivities in the AF and
FM cases, one extracts (for AB-sublattice preserved
symmetry), the magnetoresistance MR = (o — oF)/
(oF + oAF), with oF = o-f + o'f and oAF = o‘?F + a’fF.
Figure 4 shows the magnetoresistance for three different H
concentrations. The maximum signal is observed for the
lowest density n, = 0.25% and reaches about 7% for a
switch from the antiferromagnetic to the excited ferromag-
netic case. The signal is reduced with increasing n, and
tends to disappear at higher concentrations, along with the
spin density. One also notes that, since the macroscopic
states are built out of supercells carrying only two vacan-
cies, the number of magnetic correlations is likely under-
estimated. Hence, experimental observations of larger MR
values would not be a surprise. We observe some asym-
metry in the MR profiles (Fig. 4) which stems from small
numerical inaccuracies due to both, the approximated
Hubbard Hamiltonian and the use of a random phase
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FIG. 4 (color online). Magnetoresistance of hydrogenated gra-
phene samples with concentrations of n, = 0.25, 0.35, 0.5% as a
function of Fermi level position. Inset : Conductivities for the
ferromagnetic and antiferromagnetic graphene samples at den-
sities of n, = 0.25, 0.35%.

approximation for the Kubo methodology. Figure 4 (inset)
also emphasizes the energy-dependent conductivities for
n, = 0.25% and n, = 0.35% close to the Fermi level,
which result in the qualitatively different profiles observed
in the energy-dependent MR signals.

Conclusion.—We have reported the first numerical evi-
dence of how the existence and relative orientation of the
magnetic moments can be manifest in a standard magneto-
conductivity measurement of large hydrogenated graphene
flakes. Given the current difficulty to probe intrinsic mag-
netism in graphene with other experimental techniques,
our results definitely point towards magnetoresistance as
the smoking gun of such an elusive and controversial
phenomenon.
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