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Kramers polarization in strongly correlated carbon nanotube quantum dots
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Ferromagnetic contacts put in proximity with carbon nanotubes induce spin and orbital polarizations.
These polarizations affect dramatically the Kondo correlations occurring in quantum dots formed in a carbon
nanotube, inducing effective fields in both spin and orbital sectors. As a consequence, the carbon nanotube
quantum dot spectral density shows a fourfold split SU(4) Kondo resonance. Furthermore, the presence of
spin-orbit interactions leads to the occurrence of an additional polarization among time-reversal electronic
states (polarization in the time-reversal symmetry or Kramers sector). Here, we estimate the magnitude for
the Kramer polarization in realistic carbon nanotube samples and find that its contribution is comparable
to the spin and orbital polarizations. The Kramers polarization generates a new type of effective field that
affects only the time-reversal electronic states. We report new splittings of the Kondo resonance in the dot
spectral density which can be understood only if Kramers polarization is taken into account. Importantly, we
predict that the existence of Kramers polarization can be experimentally detected by performing nonlinear
differential conductance measurements. We also find that, due to the high symmetry required to build SU(4)
Kondo correlations, its restoration by applying an external field is not possible in contrast to the compensated
SU(2) Kondo state observed in conventional quantum dots.
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I. INTRODUCTION

Low-dimensional carbon allotropes show extraordinary
electrical and magnetic properties1,2 with potential applica-
tions in the construction of nanoelectromechanical devices,3

quantum computation,4 and spintronics.5 They are viewed
as prime candidates to replace traditional silicon-based elec-
tronics in a new era of field-effect transistors.6,7 For most
of semiconductor spintronic devices their functionality is
limited by short spin relaxation lifetimes due to the hyperfine
interaction.8 Carbon-based materials overcome this obstacle
and offer a nearly nuclear spin-free environment presenting
very long spin relaxation lifetimes.9 As a consequence, spin
injection and detection in carbon nanotubes is carried out
very efficiently.10 Another remarkable characteristic of carbon
nanotubes is that they can be contacted to different types
of reservoirs such as ferromagnetic5,10 or superconducting
materials.11

A metallic or semiconductor nanotube is created by rolling
up a layer of graphene along a given direction into a
hollow cylinder.2 Then, the carbon nanotube description is
based on graphene’s band structure. Graphene consists of
a monoatomic monolayer of carbon atoms assorted on a
honeycomb lattice and its peculiarity arises from its energy
dispersion relation consisting of two independent cone-shaped
valleys that touch at the K and K ′ points. The low-energy
excitations are chiral fermions that obey a massless Dirac
equation with a velocity vF ≈ 8 × 105 m/s. Therefore, many
relativistic physical phenomena, such as the Klein paradox or
the Zitterbewegung effect, can be observed in graphene but at
much lower energies.2,12 In a carbon nanotube the wave vector
perpendicular to the tube becomes quantized, then k⊥ = τk0

[k0 = 1/(3R), R being the tube radius] corresponds to the
K and K ′ Dirac points with τ = ±,1,13 where τ is usually
termed isospin or valley index. Semiclassically, the two values

of kξ are seen as clockwise � and counterclockwise � orbits
around the tubular axis that define an orbital magnetic moment
(μorb = evF R/2) 10–20 times larger than the electronic spin
magnetic moment.14 As a result, the electronic states in a
carbon nanotube are the fourfold degenerate eigenkets |τ,σ 〉,
i.e., {| + , ↑〉, | + , ↓〉, | − , ↑〉, | − , ↓〉}.

Carbon nanotubes exhibit Coulomb blockade effects that
imply the formation of a quantum dot inside the tube.15

The dot can be created between Schottky barriers formed
at the interface between the nanotube and the metallic
electrode and a transition between ballistic (Fabry-Perot) and
low transparency (Coulomb blockade) regimes is observed.16

Conductance measurements in carbon nanotube quantum
dots reveal a fourfold degeneracy which follows from the
four-electron periodicity of the electron addition pattern.
Increasing the transparency of the tunnel barriers between the
carbon nanotube and the contacts favors the observation of
cotunneling and Kondo effects.17 In highly symmetric carbon
nanotube quantum dots, electronic spin and orbital degrees of
freedom are conserved when they tunnel from the contacts to
the fourfold degenerate single-particle dot states. This situation
takes place when the metallic contacts are deposited on top of
the nanotube and the dot is formed between the barriers but
the probability still exists for nanotube-nanotube tunneling
events between adjacent sections of the tube.18 At very low
temperatures (T � TK , with TK the Kondo temperature) and
when the dot contains an odd number of electrons, the SU(4)
Kondo effect19 can take place in which high-order tunneling
events with simultaneous flips in the spin and orbital sectors
entangle both degrees of freedom.18,20

Clearly, the presence of magnetic interactions, such as
external magnetic fields or spin-orbit interactions, affect dra-
matically the formation of highly symmetric Kondo states.21,22

In fact, the importance of the spin-orbit interaction has been
recently proved in ultraclean carbon nanotubes by Kuemmeth
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et al.23 There, the spin-orbit interaction due to the nanotube
curvature24 appears as a splitting of magnitude �so between
time-reversal pair states termed Kramers degenerate states,
i.e., {| + , ↑〉,| − , ↓〉} and {| + , ↓〉,| − , ↑〉}. On the other
hand, ferromagnetic electrodes are shown to destroy the Kondo
resonance when the magnetic moments are aligned in a parallel
configuration.25 Hence, it is natural to ask to what extent
the transport properties of an ultraclear carbon nanotube are
altered in the presence of both ferromagnetism and spin-orbit
interaction.

A fundamental effect of ferromagnetic contacts consists of
inducing stray fields in attached nanostructures. Magnetic stray
fields from patterned ferromagnetic structures are considered
useful for spin manipulation due to their advantage of having
rather high magnetic fields confined into small length scales.
Different approaches have been taken to characterize and
detect magnetic stray fields.26 The influence of the magnetic
stray fields on the spin-states in semiconductor materials
has been investigated by photoluminescence,27 spin-flip light
scattering,28 and cathodoluminiscense in semiconductor quan-
tum wells.29 Our results show that due to the combined action
of spin-orbit interaction and stray fields a new type of polar-
ization between time-reversal electronic states is generated.
Our goal in this work is to investigate the influence of all three
polarizations (spin, orbital, and Kramers) in the formation of
the SU(4) Kondo state in a carbon nanotube quantum dot.

This article is organized as follows: In Sec. II, we revise
the theoretical model for an infinite nanotube. Section III
contains the calculation for the spin, orbital, and Kramers
polarizations in the presence of ferromagnet stray-fields and
spin-orbit interaction. In Sec. IV, we discuss our system’s
model Hamiltonian, whereas in Sec. V we calculate the
effective fields using the scaling procedure and the projection
method from an effective Hamiltonian. Section VI A presents
the numerical results for the calculated effective fields in the
absence and in the presence of spin-orbit interactions. In
Sec. VI B, we show the calculation of the spectral density
of states of a carbon nanotube quantum dot in the presence
of ferromagnetism and spin-orbit interactions. Finally, we
conclude in Sec. VII, summarizing our main findings.

II. MODEL OF AN INFINITE CARBON NANOTUBE

Carbon nanotubes are formed by wrapping a one-atom-
thick layer of graphene into a cylinder. Carbon atoms in
graphene are arranged in a two-dimensional hexagonal lattice
with two carbons in the unit cell. This honeycomb lattice
can be considered a combination of two overlaying triangular
sublattices, A and B. The primitive lattice vectors are a1 =
a0(1,0) and a2 = a0(1/2,

√
3/2) with a lattice space a0 =

2.46 Å. The manner in which the graphene sheet is rolled
up to create a nanotube is represented by the chiral vector,
C = m1a1 + m2a2, (m1,m2) being integer numbers. From
the polar representation of C = 2πReiϕ one determines the
nanotube radius R = |C|/2π and its chirality ϕ. Neglecting
curvature effects and the spin-orbit interaction, the Hamil-
tonian for the nonequivalent valleys of the Brillouin zone
K = (2π/a0)(1/3,1/

√
3) and K′ = (2π/a0)(−1/3,1/

√
3) is

HCNT = h̄vF (τkξ s1 + kθ s2) , (1)

where vF is the Fermi velocity, τ takes the value τ = +1 for the
K valley and τ = −1 for the K′ valley, and si (i = 1,2,3) are
the Pauli matrices corresponding to the sublattice space. kξ is
the wave-vector component along the nanotube circumference
and kθ corresponds to component of the wave vector along the
tubular axis. The eigenvalues of HCNT are

Ekξ ,kθ
= ±h̄vF

√
k2
ξ + k2

θ , (2)

and its eigenstates read

	
K(K)′
kξ ,kθ

(ρ) = 1√
4π

eiK(K)′ ·ρei(kξ Rφ+kθ η)

[
b

K(K)′
kξ ,kθ

1

]
, (3)

where

bK
kξ ,kθ

= ± kξ − ikθ√
k2
ξ + k2

θ

,

(4)

bK′
kξ ,kθ

= ∓ kξ + ikθ√
k2
ξ + k2

θ

,

where Rφ denotes the azimuthal direction of the nanotube
and η corresponds to the tube direction with a position
vector ρ = (Rφ cos ϕ − η sin ϕ,Rφ sin ϕ + η cos ϕ). Now we
roll up the sheet of graphene to create an infinite carbon
nanotube, which is equivalent to imposing periodic boundary
conditions along the nanotube circumference: 	(ρ + C) =
	(ρ) → kξ + K(K

′
) = 2πp, with p as an integer. The wave

vector along the nanotube circumference becomes quantized
as kξ = (p − τν/3)/R. ν can take the values 0, ± 1 depending
on the chirality of the nanotube. The chirality affects the
conductance of the nanotube. Thus, a nanotube is considered
metallic if the value m1 − m2 is divisible by three (and
then ν = 0). Otherwise, the nanotube is semiconducting (for
ν = ±1). Hereafter, we treat the case of a semiconductor
nanotube.

III. SPIN, ORBITAL, AND KRAMERS POLARIZATIONS

As mentioned, ferromagnetic electrodes attached to carbon
nanotubes induce magnetic stray fields that produce spin and
orbital polarizations. For simplicity, we consider collinear
ferromagnets with an easy-axis parallel to the nanotube axis.
The influence of the stray field (hereafter, denoted by BS)
on the nanotube Hamiltonian is twofold: (i) it generates a
Zeeman term �Zσ (σ = ±1/2 is the spin projection along the
chiral vector) with an associated energy splitting �Z = h̄ωZ =
|e|gBS/2m0c (e electron charge, Landé factor g = 2 for carbon
atoms, m0 effective electron mass, and c speed of light);
and (ii) it produces an Aharanov-Bohm flux �AB = πR2BS

that threads the carbon nanotube and modifies the boundary
condition (p → p + �AB/�0) for the wave vector along the
tube circumference:

kξ → p − τν

3R
+ �AB

�0R
, (5)

with �0 = h/e as the flux quantum. For the lowest sub-band,
we have p = 0 and the energy gap in a semiconductor nanotube
(ν = ±1) is Eg = h̄vF /3R.

With all these ingredients, the energy dispersion relation
for the lowest sub-band (p = 0) of an infinite semiconductor
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carbon nanotube (hereafter, we take ν = 1) in the presence of
a magnetic stray-field BS reads (to shorten the notation we set
kθ → k),

E(k) = ±h̄vF

√(
τ

3R
+ �AB

�0R

)2

+ k2 + h̄ωZσ. (6)

The density of states per unit length is calculated from
Eq. (6)

�τσ (E) =
⎧⎨⎩ 1

h̄vF

|Eσ |√
(Eσ )2−(τEg+μorbBS )2

if Eσ > |ετ |,
0 if Eσ < |ετ |,

(7)

where Eσ = E − σh̄ωZ and ετ = τEg + μorbBS with
μorbBS = h̄vF �AB/�0R. Note that the density of states
depends on the orbital τ and spin σ quantum numbers.

From the density of states, �τσ (E), the spin (ps) and orbital
polarizations (porb) can be obtained.21 First, we calculate the
spin and orbital populations by integrating on energy the
density of states [Eq. (7)],

nτσ =
∫ μ

ετ +h̄ωZ

�τσ (E) dE. (8)

with μ as the electrochemical potential which can be tuned
with a nearby gate voltage.30 Then, the total population of
carriers per spin σ becomes

nσ =
∑

τ

nτσ , (9)

and the total population of carriers per orbital τ is given by

nτ =
∑

σ

nτσ . (10)

These populations [Eqs. (9) and (10)] define the spin polariza-
tion,

ps =
∑

τ

nτ↓ − nτ↑
n+↑ + n+↓ + n−↑ + n−↓

, (11)

and the orbital polarization,

porb =
∑

σ

n+σ − n−σ

n+↑ + n+↓ + n−↑ + n−↓
. (12)

We now include the effect of spin-orbit interactions due to
the nanotube curvature.22–24 The spin-orbit interaction enters
as a spin-dependent topological flux σ�so that additionally
shifts kξ ,24

kξ → kξ − σ
�so

�0R
,

(13)

with
�so

�0
= �at

12επσ

(
5 + 3

V σ
pp

V π
pp

)
,

where �at is the energy splitting due to the atomic spin-orbit
coupling in the p bands, επσ is the energy splitting of the p

and s bands in graphene, and V π
pp and V σ

pp are the hopping
elements within these bands. The energy splitting associated
with the spin-orbit interaction is h̄vF �so/(�0R) = �so and

the energy dispersion relation including spin-orbit interaction
becomes31

E(k) = ±h̄vF

√(
τ

3R
+ �AB

�0R
− �soσ

�0R

)2

+ k2 + h̄ωZσ.

(14)

Notably, the spin-orbit interaction modifies the nanotube
density of states and induces a polarization in the presence of
a magnetic field between electronic time-reversal pair states
defined as

pk = n+↑ + n−↓ − n+↓ − n−↑
n+↑ + n−↓ + n+↓ + n−↑

, (15)

with a modified density of states by the presence of �so

�τσ (E) =
⎧⎨⎩ 1

h̄vF

|Eσ |√
(Eσ )2−(τEg+μorbBS+�soσ )2

if Eσ > |ετσ |,
0 if Eσ < |ετσ |,

(16)

where

ετσ = τEg + μorbBS + �soσ, (17)

Note that if �so = 0, then pk vanishes. However, even if the
density of states shows the coupling between the spin and
orbit quantum numbers, it might occur that the generated
polarization in the Kramers sector is very small. Our results
demonstrate that this, in fact, is not the case for realistic carbon
nanotubes. We calculate the three types of polarization present
in a nanotube attached to ferromagnetic electrodes. For the
numerical simulation we have utilized the parameters reported
in Ref. 23: R = 2.5 nm, �so = 0.35 meV, and μorb ≈ 10 μB .
Figure 1(b) shows the three polarizations. It is worth noting
that detectable orbital and Kramers polarizations, of the order
of 10%–20%, can be achieved at moderate stray fields around
BS = 1 T.

IV. HAMILTONIAN

In the previous section, we discussed the existence of a new
type of polarization among the time-reversal electronic states
of a very long carbon nanotube attached to ferromagnets in
the presence of spin-orbit interaction. Moreover, we proved
that this polarization is not negligible and it can reach finite
values at moderate stray fields. In this section, we address a
different problem, namely the detection of such a polarization
in the transport properties of a carbon nanotube quantum dot.
A quantum dot can be created in a nanotube by applying a
backgate potential onto a short segment of the nanotube in
order to produce a depleted region of electrons. Additionally,
other mechanisms such as lattice-mismatch or the presence of
defects can create quantum dots but in a very uncontrollable
manner.

As we discussed in Sec. III, due to the presence of spin-
orbit interaction, in addition to spin and orbital polarizations a
new polarization between time-reversal electronic states arises.
Therefore, in our model for the leads we fully take into account
the three types of polarizations. For the quantum dot, we use a
fourfold degenerate Anderson model that includes spin-orbit
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(a)

(b)

FIG. 1. (Color online) (a) Schematics of the carbon nanotube
quantum dot system coupled to ferromagnetic contacts in the
presence of spin-orbit interaction. Ferromagnetic electrodes, with a
polarization parallel along the tube axis, are attached to the carbon
nanotube. Majority (minority) spins are depicted in yellow (blue). The
ferromagnets induce a stray field (BS) parallel to the tube axis, which
polarizes the carriers in the nanotube regions closest to the electrodes.
The polarization is induced not only in the spin (denoted with an
arrow) and orbital (denoted with clockwise or counterclockwise
orbits) sectors but also between time-reversal electronic states (the
Kramers polarization) due to the presence of spin-orbit interactions
inside the tube. Next, a quantum dot is created in a central segment
of the nanotube using a back gate. As a result, in our model the
leads coupled to the dot contain electrons which, quite generally,
are polarized carriers in the spin, orbital, and Kramers sectors. Note
that in the figure we depict the four allowed energy states in the
dot. (b) Spin, orbital, and Kramers polarization versus the stray field
are shown for R = 2.5 nm, �so = 0.005Eg , μ = 10Eg (gap energy
Eg = h̄vF /3R = 70 meV), and μorb ≈ 10μB (values taken from the
experiment reported in Ref. 23).

effects. See Fig. 1(a) for a sketch of the system. Then, the
Hamiltonian reads,

H =
∑

α=L/R,k,τσ

Eα
kτσ c

†
αkτσ cαkτσ +

∑
τ,σ

εdτσ d†
τσ dτσ

+U
∑

τσ �=τ ′σ ′
ndτσ ndτ ′σ ′ +

∑
α=L/R,k,τσ

(Vαc
†
αkτσ dτσ + H.c.).

(18)

The first term describes the leads where cαkτσ destroys an
electron in the reservoir α = L/R with quantum numbers k ≡
kθ ,τ,σ . The dot operator dτσ annihilates an electron of orbital
mode τ = ±1 and spin σ = ±1 on the dot. U denotes the
charging energy, ndτσ = d†

τσ dτσ the dot occupation, and Vα

the tunneling amplitude for the α barrier. For the quantum dot
region, the condition for the quantization of k [see Eq. (14)]
leads to the following expression for the single-particle levels:

εdτσ = εd + στ
�so

2
+ τμorbB + σgμB

B

2
, (19)

where B denotes any external magnetic field applied to the
quantum dot.

In the absence of magnetic interactions and at very low
temperatures, this Hamiltonian exhibits the celebrated SU(4)

Kondo effect where simultaneous fluctuations in the orbital
and spin sectors build a highly symmetric correlated state.20

V. EFFECTIVE FIELDS

When the orbital degree of freedom is absent, as it occurs,
for example, in semiconductor quantum dots created by gating
two-dimensional electron gases, the observed Kondo effect
has SU(2) symmetry. The problem of ferromagnetic contacts
attached to such quantum dots has been extensively studied
in Refs. 32 and 33. There it was demonstrated that charge
fluctuations lead to a different renormalization of the dot
energy levels depending on the spin direction. In this fashion,
the effect of ferromagnetic contacts is seen as an effective
field Beff that breaks the spin degeneracy on the dot. Recently,
similar effective fields have been analyzed in spin-orbit
quantum dots inserted in Aharanov-Bohm interferometers.34,35

In these cases, the Kondo resonance can be restored by
applying an appropriate external magnetic field B which
fullfils the condition Beff + B = 0. In our nanotube system
attached to ferromagnetic contacts, spin, orbital and Kramers
polarizations are present. As a consequence, we expect three
effective fields in the spin, orbital, and Kramers sectors.

To gain some physical intuition we consider a simplified
model for the leads. We consider their density of states to be
energy independent, which we parametrize using ps , porb, and
pk:

�τσ (E) = ν0(1 + σps + τporb + τσpk), (20)

where ν0 = 1/2D0 with 2D0 the lead bandwidth. In what
follows, we use Eq. (20) for the leads’ density of states and
take the values of ps , porb, and pk from Fig. 1.

In order to see the effect of ps , porb, and pk on the dot
spectrum we apply the scaling technique to the dot level when
the energy cutoff D̃ is reduced from D0:36

dετσ

d ln D̃
= −1

π

∑
α,τ ′σ ′ �= (τσ )

�ατ ′σ ′, (21)

where �ατσ = π |Vα|2�τσ is the tunneling rate for electrons
in lead α with spin σ and orbital mode τ . Solving the
scaling [Eq. (21)], we find that the dot level is renormalized
as (hereafter, we consider symmetric tunneling amplitudes
VL = VR = V0 with �0 = πV 2

0 ν0),

ε̃dτσ = εdτσ + �0

2π

×
∑
σ,τ

[4 − (1 + σps + τporb + τσpk)] ln
D0

D̃
. (22)

This result clearly indicates a different renormalization of the
quantum dot energy level depending on τ and σ , which leads
to the generation of effective fields in the spin, orbital, and
Kramers sectors.

To calculate explicitly the effective fields originated by the
three polarizations, we use the projection method,37 where the
charge fluctuations are integrated out, and find an effective
Hamiltonian,

Heff = H11 + H10
1

E1 − E0
H01 + H12

1

E1 − E2
H21, (23)
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where E0, E1, and E2 correspond to the energies for empty,
singly, and doubly occupied quantum dot state and the
projectors are

H01 =
∑

α,k,τσ

V0c
†
αkτσ

∏
τ ′σ ′

′
(1 − ndτ ′σ ′)dτσ ,

(24)
H21 =

∑
α,k,τσ

∑
τ ′σ ′

′
V ∗

0 d†
τσ ndτ ′σ ′

∏
τ ′′σ ′′

′′
(1 − ndτ ′′σ ′′)cαkτσ ,

where the prime in the product appearing in H01 means τ ′σ ′ �=
τσ and the double prime in H21 signifies τ ′′σ ′′ �= (τσ,τ ′σ ′).
Defining the four-component spinor

	
†
d = (d†

+↑,d
†
+↓,d

†
−↑,d

†
−↓), (25)

the effective Hamiltonian reads

Heff = −
∑

α,q,σ,τ

	
†
d

1 + τ τ̂z

2
⊗ 1 + σ σ̂z

2
	dFατσ , (26)

where

Fαqτσ = |V0|2
[
1 − fα

(
Eα

qτσ

)]
Eα

qτσ − εdτσ

+ |V0|2fα

(
Eα

qτσ

)
Eα

qτσ − εdτσ − U
. (27)

In Eq. (26), σ̂z and τ̂z are the diagonal Pauli matrices for the
spin and orbital sectors, respectively. It is convenient to define

Sij = 1
4	

†
d (τi ⊗ σj )	d (28)

where i,j = {0,z} (τ0 and σ0 are unit matrices in the corre-
sponding sector), in order to give a more transparent expression
for the effective Hamiltonian

Heff = �0

2π

∑
ατσ

[1 + σps + τporb + τσpk] × Bα(εdτσ )

× (σS0z + τSz0 + τσSzz)

= BsS0z + BorbSz0 + BkSzz, (29)

where (Re[. . .] denotes the real part)

Bα(x) = Re

{
	

[
1

2
− i(x − μα)

2πkBT

]
−	

[
1

2
− i(x + U − μα)

2πkBT

]}
, (30)

where μα denotes the chemical potential for contact α and 	

the digamma function. Importantly, and in contrast to the spin
SU(2) Kondo case where one effective field exists only,32,33

Eq. (29) defines three effective fields, namely, Bs , Borb, and
Bk , that act on the spin (S0z), orbital (Sz0), and Kramers
sectors (Szz), respectively. Clearly, the effect of these fields
is to remove the spin, orbital, and Kramers degeneracies. We
also note that the effective fields develop in our system only to
the extent that interactions are present. For U = 0 the effective
fields vanish altogether.

VI. RESULTS

A. Effective fields

Figure 2 illustrates the dependence of the effective fields
as a function of the dot level position εd/U in the absence
(�so = 0) [Fig. 2(a)] and in the presence (�so = 4kBTK )
[Fig. 2(b)] of spin-orbit interactions. We observe in Fig. 2(b)
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FIG. 2. (Color online) Effective fields (units of �0): Bs , Borb, Bk .
(a) Vanishing spin-orbit interaction with ps = 0.25, porb = 0.59. (b)
Nonzero spin-orbit interaction (�so/kBTK = 4) with polarizations
ps = 0.25, porb = 0.59, and pk = 0.16. Rest of parameters: T =
TK [εd = −0.1�0] ≈ 3 × 10−5D0 (with a Kondo temperature22 given
by TK = De−π |εd |/3�0 ), �0 = 0.01D0 and D0 = 1.

that in the presence of spin-orbit interactions, the shape of Bs

and Borb [cf. Fig. 2(a)] remains essentially unaltered. However,
the spin-orbit interaction induces a strong Kramers field
component Bk . Therefore, when ultraclean highly symmetric
carbon nanotube quantum dots exhibit SU(4) Kondo physics,
spin, orbital, and Kramers polarizations (ps , porb, and pk)
induce effective fields in the spin, orbital, and Kramers sectors
(Bs , Borb, and Bk) and, consequently, the SU(4) Kondo effect
is destroyed. These fields induce six different splittings that
correspond to the nonequivalent transitions for which τ,σ

change to different τ ′σ ′:
(i) two spin-flip intraorbital transitions corresponding to

|τσ 〉 ⇔ |τ σ̄ 〉, induced by Bs ,
(ii) two spin-conserved interorbital transitions correspond-

ing to |τ,σ 〉 ⇔ |τ̄ ,σ 〉, generated by Borb, and
(iii) two spin-flip interorbital transitions corresponding to

|τ,σ 〉 ⇔ |τ̄ ,σ̄ 〉 due to Bk .
Remarkably, the higher symmetric SU(4) Kondo state

lacks the compensation effect observed in the SU(2) Kondo
effect.32,34,35 Below, we discuss this fact analyzing the spectral
function.

B. Spectral density of states

The dot local density of states (DOS) per spin σ and orbital
mode τ is calculated from the retarded Green function as
(Im[. . .] denotes the imaginary part),

Aτσ (ω) = −�0Im
[
Gr

dτσ (ω)
]
. (31)

Our description for the approximated dot Green function em-
ploys the slave-boson theory with noncanonical commutation
relations38 generalized to account for the orbital quantum
number present in carbon nanotube quantum dots. This scheme
has some advantages over the standard equation of motion.39

In particular, it reproduces in dots similar values for the
spin polarization than more sophisticated methods such as
numerical renormalization group.32,33 Additionally, it leads to
zero spin polarization at the compensation field, whereas the
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FIG. 3. (Color online) Density of states Aτσ (ω) for a ultraclean
highly symmetric carbon nanotube quantum dot for U = ∞. Black
solid line shows the total density of states A(ω) = ∑

τσ Aτσ (ω).
(a) �so = 0 with ps = 0.25, porb = 0.59. Spin-flip intraorbital
transitions (transition energy δs) are associated to the peaks labeled
“1,” spin-conserved interorbital transitions (transition energy δorb)
correspond to peaks labeled “2,” and spin-flip interorbital transitions
(transition energies δ+ and δ−) are indicated with peaks labeled “3.”
Here, δs ≈ 0.004, δorb = 0.009, δ+ = 0.013, and δ− = 0.005. Each
transition energy δi generates two peaks at ω/�0 = ±δi . (b) �so =
4TK with ps = 0.25, porb = 0.59, pk = 0.16. Spin-flip intraorbital
transition energies |εd+↑ − εd+↓| = −0.006 and |εd+↑ − εd+↓| =
−0.0013, spin-conserved interorbital transition energies |εd+↑ −
εd−↑| = −0.0117�0 and |εd+↓ − εd−↓| = −0.007, and spin-flip in-
terorbital transition energies δ+ = −0.013 and δ− = −0.005. Re-
maining parameters: εd = −0.1�0, �0 = 0.01D0, D0 = 1, T = TK .

standard equation of motion produces an incorrect nonzero
polarization.38

Let us consider first the case of normal contacts. When the
spin-orbit interaction is absent, the low-energy DOS shows the
SU(4) Kondo resonance pinned at ω ≈ TK . In the presence of
spin-orbit interaction, the fourfold energy dot state splits in
two pairs of Kramer degenerate states with energy difference
�so.22 The density of states consists of three peaks where
the central peak corresponds to the SU(2) Kramers Kondo
resonance built from high-order correlated tunneling events
that involve spin-flip interorbital processes. The other two
peaks are related to the spin Kondo effect (spin-conserved
tunneling) and the orbital Kondo effect (orbital-conserving
tunneling) in an effective magnetic field �so and therefore
with identical transition energies.

We next consider the effect of ferromagnetic contacts in
the nanotube when spin-orbit effects are negligible, i.e., when
�so = 0, as shown in Fig. 3 where the dot spectral function
exhibits a fourfold split Kondo state. This is a consequence
of broken spin and orbital degeneracy by the action of
the effective fields Bs and Borb. Here, Bs induces spin-flip
intraorbital transitions:

|τ,σ 〉 ⇔ |τ,σ̄ 〉 , (32)

with a unique associated transition energy for both orbital
modes:

δs = |ε+↑ − ε+↓| = |ε−↑ − ε−↓| . (33)

The DOS peaks originated by these type of transitions are
labeled as “1” in Fig. 3(a) (note that each transition δi

develops a pair of peaks in the spectral density at ω/�0 = ±δi

with an associated splitting �i = 2δi). Similarly, the two
spin-conserved interorbital transitions,

|τ,σ 〉 ⇔ |τ̄ ,σ 〉, (34)

have the same transition energy for each spin orientation:

δorb = |ε+↑ − ε−↑| = |ε+↓ − ε−↓| . (35)

Figure 3(a) shows the peaks corresponding to spin-conserved
interorbital transitions labeled as “2.” Finally, the two spin-flip
interorbital transitions

|τ,σ 〉 ⇔ |τ̄ ,σ̄ 〉, (36)

with associated peaks in the DOS are labeled as “3,” see
Fig. 3(a), are those where both spin and orbital are simul-
taneously changed. Here, the transition energies are

δ+ = |ε+↑ − ε−↓| and δ− = |ε+↓ − ε−↑| . (37)

Moreover, the magnitude of the splittings obtained from the
density of states [see Fig. 3(a)] are in good agreement with
those obtained using Eq. (29). From Fig. 3(a) we observe
that �orb = 2δorb ≈ 0.02�0 and �s = 2δs ≈ 0.008�0. These
values are to be compared with the splittings �s = Bs and
�orb = Borb showed in Fig. 2(a) which are of the same order
(0.005–0.01�0). Finally, the restoration of the SU(2) spin and
the orbital Kondo effects is possible by applying an external
magnetic field that cancels the splitting generated by Bs and
Borb. Figure 4 displays the values for which δs (solid line),
δorb (dotted line), and δ± (dashed and dot-dashed line) vanish
when B and εd/U are tuned. Notice that the spin(orbital)
Kondo effect is restored whenever δs = 0 (δorb = 0).

As we discussed above, when spin-orbit interactions are
present a Kramers effective field Bk is generated. Bk leads

1 0.5 0
0.01

0.005

0

0.005

0.01

d U

B

FIG. 4. (Color online) Zero splitting values for the spin-flip
intraorbital transitions (δs = 0 black solid line), spin-conserved
interorbital transitions (δorb = 0 red dotted line), and spin-conserved
interorbital transitions (δ+ = 0 blue dashed line, and δ− = 0 green
dot-dashed line) versus external field B (units of �0) and dot
level position εd/U . Remaining parameters: ps = 0.25, porb = 0.59,
pk = 0.16, T = TK , �0 = 0.01, D0 = 1.
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to different spin-flip intraorbital transition energies for each
orbital mode

|εd+↑ − εd+↓| �= |εd−↑ − εd−↓|, (38)

and different spin-conserved interorbital transition energies
depending on the spin orientation

|εd+↑ − εd−↑| �= |εd−↓ − εd+↓|. (39)

Since each new transition energy develops a pair of peaks
in the dot spectral function, the DOS shows 12 peaks
(corresponding to the 6 different transition energies: 2 spin-flip
intraorbital, 2 spin-conserved interorbital, and 2 spin-flip
interorbital transitions). The new peaks in Fig. 3(b) arising
from the presence of Kramers polarization and therefore
induced by the effective field Bk are “the smoking gun” of
the presence of spin-orbit interactions in carbon nanotubes
exhibiting SU(4) Kondo correlations. Its detection would be
possible by measuring the nonlinear differential conductance
of an ultraclean highly symmetric carbon nanotube quantum
dot attached to ferromagnetic contacts. To some extent, for
relatively weak dc source-drain bias voltages (denoted by Vsd),
the density of states of the nanotube can be considered as Vsd

independent. In this case, the differential conductance for the
nanotube quantum dot can be approximated in the symmetric
capacitive case by

dI

dVsd
≈ [A(Vsd) + A(−Vsd] . (40)

The required energy resolution for the observation of 12
asymmetrically located peaks (with respect to EF = 0)
in the density of states and therefore a multipeak structure
in the differential conductance has been already achieved in

experiments with carbon nanotube quantum dots20 showing
SU(4) Kondo physics in the presence of magnetic fields.
Finally, we remark that all calculations presented in this work
were done using parameters extracted from experimentally
available data in carbon nanotube quantum dots.20,23

VII. CONCLUSIONS

In closing, we have shown that in carbon nanotube
quantum dots attached to ferromagnetic electrodes both a spin
polarization and an orbital polarization emerge. The main
effect of these polarizations in a highly correlated SU(4)
Kondo state is to remove the spin and orbital degeneracies
and to split the Kondo resonance in eight peaks via the
generation of effective fields acting on the dot. In ultraclean
carbon nanotubes quantum dots, spin-orbit coupling due to
the nanotube curvature is a relevant interaction. In this case,
ferromagnetic contacts induce a polarization between time-
reversal electronic states. This is reflected as an emerging
effective field in the Kramers sector. As a result, the Kondo
peak splits into 12 peaks due to the presence of spin-orbit
interactions. We hope that our predictions will encourage
the experimental realization of suspended carbon nanotubes
contacted to ferromagnetic materials to detect the spin, orbital,
and Kramers polarization and their effect in the SU(4) Kondo
effect.
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