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We present a unified ab initio study of electronic and optical properties of TiO, rutile and anatase phases
with a combination of density-functional theory and many-body perturbation-theory techniques. The consistent
treatment of exchange and correlation, with the inclusion of many-body one-particle and two-particles effects
in self-energy and electron-hole interaction, produces a high-quality description of electronic and optical
properties, giving, for some quantities, the first available estimation for this compound. In particular, we give
a quantitative estimate of the electronic and direct optical gaps, clarifying their role with respect to previous
measurements obtained by various experimental techniques. We obtain a description for both electronic gap
and optical spectra that is consistent with experiments by analyzing the role of different contributions to the
experimental optical gap and relating them to the level of theory used in our calculations. We also show the
spatial properties of excitons in the two crystalline phases, highlighting the localization character of different
optical transitions. This paper aims at understanding and firmly establishing electro-optical bulk properties, yet

to be clarified, of this material of fundamental and technological interest for green energy applications.
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I. INTRODUCTION

TiO, is the paradigm for the electronic, optical, and
chemical properties of reducible metal oxides. The response
of TiO, single-crystal polymorphs, surfaces, and nanostruc-
tures to optical excitation is of particular topical interest in
solar-energy harvesting through photocatalytic splitting of
water into hydrogen and oxygen, in photovoltaic generation
of electricity, and reduction in CO, into hydrocarbon
fuels.! The photoactive response of TiO, nanostructures
gained prominence when stable photocatalytic production of
H, upon band-gap excitation of TiO, anatase nanoparticles
was demonstrated.>* The interest in solar-energy conversion
applications of TiO, acquired further impetus through the
invention of dye-sensitized solar cells.!”® Reasons for the
continued interest in TiO, for solar-energy conversion in-
clude the position of its conduction band near the threshold
of the energy for hydrogen formation, the relatively long
lifetime of conduction-band electrons, the high resistance
against corrosion, the high earth abundance, and the low
cost.>78

In the various technological fields, a fundamental quantity
determining the overall behavior of a device is the gap be-
tween valence and conduction bands. Depending on the phe-
nomenon, the relevant gap will be the electronic or the opti-
cal one. The former one is described by photoemission
experiments and connected to a one-particle description. It is
related, for instance, to the potentials for the production of
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H, or to the electronic charge injection in solar cells. The
optical gap is instead given by light absorption experiments
and intrinsically characterized by the copresence of the ex-
cited electron and its hole. The fraction of the solar spectrum
absorbed is connected to the optical gap, which can be tuned
by the combination of TiO, with other solid-state materials
or organic components.>?~1> Whereas the experimental value
for the electronic band gap still has a large degree of uncer-
tainty, a general agreement seems to exist in literature con-
cerning the indirect optical-absorption edge of these materi-
als.

As the two types of experiments (photoemission and op-
tical absorption) provide information on two different physi-
cal quantities (the former involves a change in the total num-
ber of electrons in the material whereas the latter causes the
creation of an electron-hole pair with the hole stabilizing the
excited electron) the theoretical electronic band gaps ob-
tained by means of density-functional theory (DFT) with
local-density approximation/generalized gradient approxima-
tion (LDA/GGA),'®!” hybrid functionals,'®! or by many-
body calculations!®!172%:2! should be compared with photo-
emission data.’’ By contrast, the experimental direct optical
band gap should be compared with simulations of the spectra
that include excitonic effects [i.e., by using the Bethe-
Salpeter equation (BSE) (Refs. 21 and 22)] whereas the in-
direct optical gap should be compared with models that can
take into account higher-order indirect processes involving
absorption or emission of phonons. However, incongruous
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TABLE I. Calculated electronic gaps from literature obtained with different methods and functionals.

Method Egy! (V) Egy Ref.
Rutile
LMTO-ASA+GyW, 2.5 48,43 20
LCAO-PBE 1.88 23
LCAO-PBEO 4.05 23
PAW-PBE 3.03 23
PW-PPS-LDA 1.88 26
QS-GW 3.78 16 and 17
OLCAO-LDA-AE 1.78 27
Anatase
PW-PPs-PBE+GyW, 2.05 3.79 28(d)
LCAO-PBE 2.36 () 23
LCAO-PBEO 4.50 (1) 23
PAW-PBE 2.08 23
Gaussian basis, B3LYP 3.7 (4.0 D) 29
FLAPPW-AE-LDA 2.0 (D) 30
OLCAO-LDA-AE 2.04 (1)/2.22(D) 27

and confusing comparisons are often made between the the-
oretical electronic band gap and the experimental indirect
optical gap values.'6-19:23-2

In this introduction we aim to briefly review the results
previously obtained using a variety of experimental tech-
niques and ab initio calculations in order to elucidate the
known properties of bulk TiO,. Existing computational data
(see Table I) will be compared, in the body of the paper, with
a complete, consistent ab initio description, which includes
many-body effects in the calculation of the electronic and
optical properties. Most experimental and theoretical data re-
ported from literature refers to the rutile phase (see Fig. 1,
top) while anatase (Fig. 1, bottom) in general has been less
studied. The anatase polymorph, however, attracts keen in-
terest due in part to its higher photocatalytic activity and
greater thermodynamic stability at the nanoscale compared
to rutile.*

First measurements on the bulk electronic and optical
properties of TiO, were performed starting from the 1950s

(Refs. 32-45) and have been reinvestigated more
recently.*-%  From the photoemission data on
rutile#?44:47,50.33.63 the electronic band gap, corresponding to

the difference between the valence-band maximum (VBM)
and the conduction-band minimum (CBM), has reported val-
ues of 3.3%+0.5 eV (Ref. 53) [ultraviolet photoemission
spectroscopy (UPS) and inverse photoemission spectroscopy
(IPES)], 3.6+0.2 eV (Ref. 63) [UPS and IPES for rutile
(110) surface] and ~4.0 eV.33Y Assuming that the bulk
electronic gap determination is not strongly affected by the
surface states, we can adopt a value in the range of
3.3-3.6 eV as a reference for rutile in the following discus-
sion. Keeping also in mind an older measurement of 4.0
eV,Y quite large degree of uncertainty exists in the experi-
mental electronic gap of the rutile phase. To our knowledge,
there are no reported measurements of the electronic band
gap for anatase from combined UPS and IPES measure-

ments. An indirect estimation can be obtained from the fact
that the electronic direct gap cannot be lower than the direct
optical gap, whose value is 3.7-3.9 eV.64-%

The experimental results for optical properties of TiO, are
also of great importance for the photocatalytic and photovol-
taic applications of this material. The indirect absorption

Ro= 1.98
Re,= 1.93

FIG. 1. (Color online) Simple tetragonal unit cell (6 atoms, left),
crystallographic structure (center), and TiOg octahedrons (right) of
rutile (top); and tetragonal conventional cell (12 atoms, left; the unit
cell of anatase is a body centered tetragonal with 6 atoms), crystal-
lographic structure (center), and TiOg octahedrons (right) of anatase
(bottom). Experimental lattice constants and Ti-O distances are in-
dicated in A. Ti-O distances are larger along the axial direction than
in the planar direction of the octahedron. The two phases for rutile
and anatase belong to the P4mmm and I4amd spatial groups, re-
spectively (Ref. 31). The calculated lattice constants in this work
are a=4.65 A, ¢=2.97 A for rutile and a=3.81 A, c=9.64 A for
anatase, very close to the experimental values (less than 3% error).
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edge, affected by phonon coupling, has been measured to be
3.0 eV (Refs. 34 and 54) for rutile and 3.2 eV (Refs. 25, 52,
55, 67, and 68) for anatase. In rutile the optical edge at 3.03
eV is due to indirect transitions induced by phonon-exciton
interactions. The first dipole allowed gap is at 4.2 eV (Ref.
40) and, according to the combined results of absorption,
photoluminescence, and Raman-scattering techniques*’ a di-
rect exciton is reported at 3.57 eV.4043.69

The absorption edge of 3.2 eV (Refs. 56 and 57) in ana-
tase is also due to indirect transitions.’ The first dipole al-
lowed transition energy in anatase can be inferred from op-
tical absorption [3.68 eV (Ref. 66) and 3.80 eV (Ref. 64)]
and photoluminescence [below 3.87 eV (Ref. 65)] experi-
ments. Excitons in anatase are found to be self-trapped in the
octahedron coordinating the titanium atom, leading to an Ur-
bach tail.>> This behavior is in contrast to the rutile phase,
where the presence of free excitons is ascribed to the packing
of octahedra,” which is different from the anatase one (see
Fig. 1). The influence of the long-range crystalline structure
on optical properties will be evident when discussing the
spatial distribution of optical excitations in the two phases.
Actually the spatial behavior of excitons in TiO, has never
been investigated but it can be crucial in determining the
optical properties of both bulk and nanostructures. Descrip-
tion of excitons, and more in general of optical properties in
TiO,, is complex, because different aspects have to be taken
into account. First of all, the ionic character of the compound
imparts an important ionic contribution to the screening,”
which is an order-of-magnitude larger than the pure elec-
tronic screening [in rutile, ionic screening values are 111 in
the xy plane, 257 along z (Ref. 70)]. Moreover, a strong
exciton-phonon interaction has been observed®?>>70-73 in
this compound. The lowest-energy excitonic transitions re-
ported for both phases are indeed due to indirect processes,
involving phonon contributions. A further complication
arises from the presence of self-trapping
phenomena.’>37%-73 The exciton creation induces a local
ionic relaxation which traps the exciton, localizing it. The
copresence of these various effects: polaronic screening,””
electron-phonon coupling, defects and oxygen vacancies,
produces an absorption edge lower in energy than for the
direct excitons. Given all these aspects, the nature of exci-
tons, the carrier transport, and the electro-optical role of bulk
and surface structure in nanomaterials are still poorly under-
stood.

On the theoretical side (see Table I), due to the intrinsic
propensity of DFT to underestimate the electronic band
gaps,’*7> the values obtained at DFT level'®!7-?6 are 1.88 eV
for rutile (direct at I') and 2.05 eV (Ref. 26) (indirect from
~X to I') and 2.36 eV (Ref. 23) (direct at I') for anatase.
When many-body corrections are applied, the resulting elec-
tronic gap is around 3.8 eV for both phases.!®!7-28@ Either
approach, when compared to the optical-absorption edge
measured from absorption experiments, clearly gives im-
proper results. The optical gaps (3.0-3.2 eV) are larger than
the DFT ones and always smaller than the electronic ones
calculated with many-body corrections, due to excitonic ef-
fects, phonon-assisted indirect transitions, and temperature
effects. When the calculated electronic gap at many-body
level is properly compared?’ to photoemission results,>%-33-63
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as it is done in the present paper, a quite good agreement can
be found.

Some calculations of the optical spectra of these
polymorphs?230:34:36:59 have been performed at the random-
phase approximation (RPA) level, but this description is in-
appropriate to correctly take into account the optical re-
sponse of the material, as we show in the results section. By
contrast, the many-body description of optics?!??> gives a
substantially improved agreement between the computational
spectra and experiments. As discussed in the following, only
direct optical transitions contribute to the theoretical descrip-
tion, whereas the phonon-assisted ones are not taken into
account. Therefore, a comparison between the direct theoret-
ical and indirect experimental optical edges is inappropriate.

To proceed, the theoretical investigations presented in the
literature on the structural, electronic, and optical properties
of TiO, have been performed sparsely, focusing just on one
of the phases, or on some specific property of interest. The
use of different methods and levels of theory also makes the
results difficult to compare on equal basis. A comprehensive
description of properties of both phases in the same theoret-
ical and computational framework is still missing.

We report in this paper a unified ab initio description of
the optical and the electronic properties treating all the in-
vestigated properties at the same level of theoretical frame-
work and complexity. We provide estimation of electronic
and direct optical gaps and show the effect of the many-body
corrections to the quasiparticle energies on the final absorp-
tion spectra and the role of screening anisotropies on the
optical response. An important feature is to calculate the op-
tical spectra at a fully ab initio level since we used first-
principles gap corrections for optics calculations. The very
anisotropic spatial distribution of the first allowed optical
transitions is related to the crystal structure of the two
phases. A comprehensive description of excitons in the two
phases is provided through their spectral analysis, their spa-
tial distribution, and the characterization of the electronic
states and k points involved in the transitions. These results
will be useful when studying the excitonic properties for
TiO, surfaces,?70-%0 interfaces and nanostructures,®° and
when analyzing the effect of defects and local structural de-
formations on exciton behavior. This work is organized as
follow: we present a short section on the theoretical back-
ground, the results for electronic and optical properties, a
detailed description of excitons, and finally the conclusions.

II. THEORETICAL METHODS

In this work, state-of-the-art DFT calculations are com-
bined with many-body techniques.?®! The structural and en-
ergetic description of the rutile and anatase TiO, bulk phases
have been obtained by DFT,’>% a well established tool for
the description of ground-state properties. Within DFT we
calculate the equilibrium structure, the density of states, and
the electronic band structure. Ab initio DFT calculations
were carried out using the plane-wave code
QUANTUM-ESPRESS0.?* In order to be consistent with the full
ab initio philosophy of this work, all the results shown here
have been obtained using thus calculated geometries. Our
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FIG. 2. (Color online) Electronic band structure of rutile bulk
along the high symmetry directions of the first Brillouin zone.
Black lines indicate the GGA calculation, yellow points indicate the
values obtained with the GyW, corrections. The electronic proper-
ties have been characterized experimentally by angle-resolved pho-
toemission spectroscopy (Ref. 50) (PES and inverse PES), electrical
resistivity (Ref. 33), electroabsorption (Refs. 35 and 36), photocon-
ductivity and photoluminescence (Refs. 37 and 54), x-ray absorp-
tion spectroscopy (XAS) (Refs. 38, 39, 41, 43, 46, and 49), resonant
Raman spectroscopy (Refs. 48 and 54), photoelectrochemical
analysis (Refs. 32 and 67), and electron-energy loss spectroscopy
(Refs. 58, 59, and 61). The valence band consists mainly of O 2p
states partially hybridized with Ti 3d states. The metal 3d states
constitute the conduction band with a small amount of mixing with
O 2p states. From the symmetry of the TiOg octahedra (see Fig. 1),
3d states are split by the crystal field into low-energy f,, and high-
energy e, subbands.

structural and electronic results at DFT level are comparable
to data that can be found in literature (see following section).

We apply the standard GyW,, calculations to obtain the
quasiparticle corrections to the energy levels, starting from
the DFT eigenvalues and eigenfunctions,’* as the elec-
tronic gap is underestimated in DFT,”*7> and also the relative
positions of s-p-d levels can be affected by this description.

Quasiparticle energies are calculated as corrections to
Kohn-Sham eigenvalues, and the proper inclusion of ex-
change and correlation produces, as shown in the following,
an electronic gap in good agreement with experiments. The
screening in the GyW, calculation is treated within the plas-
mon pole approximation. The effect of the so-called local
field effects in the screening calculation has been taken into
account and carefully converged.

When going from one-electron excited properties, such as
the ones described by the electronic levels, to two-particles
properties, such as the absorption of light, a further step in
the many-body description is necessary, namely, to include
the description of the interaction between the excited elec-
tron in the conduction band and the hole created in the va-
lence band. As shown in the following, the calculation of the
optical absorption spectrum as a sum over transitions of in-
dependent particles (RPA),°' gives in general an incorrect
shape and intensity of the peaks, while the inclusion of
many-body effects gives the proper optical gap, and a good
description of the absorption spectrum and excitons. The in-
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FIG. 3. (Color online) Electronic band structure of anatase bulk
along the high symmetry directions of the first Brillouin zone.
Black lines indicate the GGA calculation, yellow points indicate the
values obtained with the GyW|, corrections. Several XAS (Refs. 49,
51, and 52) and photoemission (Refs. 60 and 62) measurements
describe electronic structure of anatase, characterizing the p-d hy-
bridization of Ti-O bonds. The valence band of TiO, consists
mainly of O 2p states partially hybridized with Ti 3d states. The
metal 3d states constitute the conduction band with a small amount
of mixing with O 2p states.

clusion of the excitonic Hamiltonian®! in the calculation of
the optical response provides excitonic eigenvalues and ex-
citonic eigenstates produced by the diagonalization of the
excitonic Hamiltonian. The electronic levels are mixed to
produce optical transitions, which are not anymore between
pairs of independent particles. The resulting eigenvalues de-
scribe the excitonic energies, reported in the following. The
optical spectra have been obtained at three different theoret-
ical levels: (i) RPA calculations based on the Perdew-Burke-
Ernzerhof [(PBE) Ref. 28(a)] energies (RPA@PBE); (ii)
RPA calculations based on the GyW, corrected energies
(RPA@GW); and (iii) BSE calculations based on the GyW,
corrected energies (BSE@QGW) and again on the screening
obtained at the level (i) driven by the case of the optical
spectrum of rutile for the light polarization perpendicular to ¢
direction, screening anisotropy and GoW, effects on the
screening were also taken into account at the level (iii)
(BSE,). The reason for this is detailed in the next section.
The GyW,, optical RPA, and BSE calculations have been
performed with the code YAMBO.%

III. RESULTS AND DISCUSSION
A. Electronic properties

We calculated for both rutile and anatase, at the DFT
level, the band structure (Figs. 2 and 3) along the high sym-
metry directions, the density of states, and analyzed the spa-
tial behavior of wave functions involved in relevant bonds of
the system. We do not report here these results because they
are in line with data already published.?*23:30:30-97 We can say
that the comparison with experimental photoemission
spectra,*?44:4750.33.63 jnteorated or angular resolved, is quite
good, in spite of the well-known difficulties of DFT in de-
scribing the d-electron properties.'®17%8
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FIG. 4. (Color online) PBE and PBEO wave functions (and the
difference between them) for the valence and conduction bands at I"
point for the anatase phase. Contour plots (absolute values of the
wave functions) of the plane z=0 are also shown below their cor-
responding three-dimensional plots. Notice that the scale for the
differences is ten times smaller that the one for PBE and PBEO
results. In the case of the valence band the difference in the cova-
lence (labeled CD) is indicated with red arrows.

To take into account the importance of a different wave
function starting point for the GyW,, calculations onto the
electronic description of bulk TiO,, we compare the spatial
localization of Kohn-Sham wave functions obtained from
DFT-PBE [Ref. 28(a)] and DFT-PBE0.23("-28() In PBEQ, the
parametrized exchange and correlation contributions are ex-
pected to improve the description of electron-localized sys-
tems. The results in Fig. 4 indicate that the spatial differences
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between PBE and PBEO wave functions are negligible. As it
is expected, PBE wave functions show slightly more cova-
lence in the bond between the 2p orbitals of the O>~ ions and
the 3d orbitals of the Ti** ion. This effect is more noticeable
in the valence band but in any case the difference in the
covalence is below 1% (the valence band has a 14% weight
on 2p functions of O>~ in PBE results and 13% in PBEO
ones). It can be inferred therefore that the election of the
functional is not crucial to carry out the GoW, calculations
for the defect-free TiO, bulk since both wave functions are
very similar. Henceforth all the GyW, results shown in this
work will have as starting point the PBE wave functions. Our
many-body description provides results in quite good agree-
ment with experimental data. As, however, the problem of
initial wave functions, and d-electrons localization descrip-
tion, arises for defective systems with oxygen
vacancies,’***12 we cannot exclude a major role of
exchange-correlation on starting wave functions, and there-
fore on electronic-optical properties, when defective systems
are considered.”

The electronic gap, corresponding to the difference be-
tween the VBM and the CBM, is calculated (PBE) to be 1.93
eV for rutile (direct gap) and 2.15 eV for anatase (indirect
gap), respectively (Table II). The direct gap of anatase is 2.43
eV. The electronic gaps for the two phases are underesti-
mated by almost 1.5-2.0 eV with respect to the (few) experi-
mental data available. Indeed the smallest measured elec-
tronic gap for rutile is 3.3+0.5 eV.>* The application of
GoW,, to the two systems gives a correction of 1.66 eV and
1.68 eV for rutile and anatase, respectively, calculated at the
respective k points of interest. The resulting electronic gaps
(direct gap of 3.59 eV for rutile, indirect gap of 3.83 eV, and
direct one 4.29 for anatase) are therefore in the range of GW
theoretical ~ values  (3.7-4.2  eV)  reported in
literature.'®17:20.28(0) The electronic gap for rutile is in good
agreement with the experimental estimation given by various
techniques, in particular, with the direct estimation (3.3
—3.6 eV) given by the combined photoemission and inverse
photoemission experiments.>>%3 The agreement is worse with
respect to the value of 4 eV obtained by another photoemis-
sion experiment.’® For anatase, the direct electronic gap is
larger than the optical direct edge of 3.7-3.9 eV.%-% For
both phases, as expected, the electronic gap is definitely
larger than the experimental indirect optical gap of 3.0-3.2
eV obtained by, e.g., absorption experiments.>*>>

In Figs. 2 and 3 the GyW, corrections for high symmetry
points of the BZ for rutile and anatase are also reported,
plotted as dots on top of the DFT band structure. While the
corrections to the valence levels show a linear dependence
with the distance from the gap, the corrections to the con-

TABLE II. Calculated electronic band gaps, in electron volt, for rutile and anatase at different levels of theory. Rutile direct gap is at I'
but quite close levels can be found at M and along I'-M. For anatase indirect and direct electronic gaps are reported. The indirect gap is

between a point close to X and I, the direct at I'.

PBEpreVious works PBEthis work Gwprevious works GOWO this work PES +IPES
Rutile 1.88 (Refs. 23 and 26) 1.93 3.78 (Refs. 16 and 17) 3.59 3.3,3.6 (Refs. 53 and 63)
Anatase 2.05/2.36 (Refs. 23 and 26) 2.15/2.43 3.79 [Ref. 28(d)] 3.83/4.29
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FIG. 5. (Color online) Imaginary part of the dielectric constant
for rutile, in-plane polarization xy (left) and out-of-plane polariza-
tion z (right), calculated by GGA random-phase approximation
(RPA@PBE, dashed blue line) using GyW, on top of GGA
(RPA@GW, dotted light green), and via Bethe-Salpeter equation
(BSE@GW, black solid line). The experimental spectrum (solid
dotted black, Ref. 34) is also shown for comparison purposes. It is
worth to note that experimental absorption spectra with lower in-
tensities of the main peaks (around 13 for xy polarization, around
15 for z polarization) have been also reported (Ref. 45). Insets: BSE
spectrum (BSE,, red solid line) calculated by including in the
screening calculation the proper GoW,, electronic gap.

duction levels have a more complex behavior, due to the d
nature of those states. The effect of the nonlinear dependence
of the quasiparticle corrections had to be evaluated in the
optical spectrum, as discussed in the following paragraph.
From Figs. 2 and 3, it is in any case clear that the proper
inclusion of correlation through many-body treatment does
not change in a dramatic way the relative positions of d
bands. Even if the use of a rigid scissor operator has to be
carefully evaluated for this material, we will show that its
use is reasonable in the optical calculations, instead of the
full quasiparticle calculation over the first Brillouin zone
(IBZ).

B. Optical-absorption properties

It is important to emphasize here that the experimentally
determined indirect optical edge does not correspond to the
optical band gap given by the first allowed optical transition
(with a certain degree of excitonic character). The optical
direct transitions are evaluated within the ab initio methods
used here. In the experimental optical edge, higher-order pro-
cesses, such as the simultaneous absorption of a photon and
scattering with a phonon, can be involved. The ionic screen-
ing is also present in experimental data. Moreover, the pres-
ence of defects, such as oxygen vacancies, can significantly
affect optical properties. Both defects and phonons will be
present in any experimental sample of the material at finite
temperatures. These observations have to be kept in mind
when directly comparing experimental measurements with
the theoretical results presented in the following.

PHYSICAL REVIEW B 82, 045207 (2010)
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FIG. 6. (Color online) Imaginary part of the dielectric constant
for anatase, in-plane polarization xy (left) and out-of-plane polar-
ization z (right), calculated by GGA random-phase approximation
(RPA@PBE, dashed blue line) using GyW, on top of GGA
(RPA@GW, dotted light green), and via Bethe-Salpeter equation
(BSE@GW, black solid line). The experimental spectrum (solid
dotted black, Ref. 34) is also shown for comparison purposes. In-
sets: BSE spectrum (BSE,, red solid line) calculated by including in
the screening calculation the proper GoW,, electronic gap.

The optical-absorption spectra calculated for the two
phases, with polarization along the directions x (or the
equivalent one y, in the following also called in plane) and z
(out of plane, along the ¢ axis of the cells) of the unitary
cells, are reported in Figs. 5 and 6. The spectra given by
independent-particle transitions (RPA@PBE level) present
two characteristic features: the band edge is underestimated
due to the electronic gap underestimation in DFT, and the
overall shape of the spectrum is, for both phases, and both
orientations, different from the experiment, in the sense that
the oscillator strengths are not correct. The inclusion of the
quasiparticle description (RPA@GW), which improves the
electronic gap description, does not affect the overall shape
of the spectrum, and acts effectively as a scissor operator. We
checked that the spectrum shape is almost unchanged, at
RPA@GW level, if the two methods (full ab initio calcula-
tion of GoW,, corrections for all the eigenvalues involved in
the transitions or ab initio calculation of GyW,, correction
just for the electronic gap) are used (spectra not shown). The
absorption edge of RPA@GW is shifted to higher energies,
with respect to RPA@PBE, even higher than expected from
absorption experiments. The description of optical properties
within the two interacting quasiparticles scheme by solving
the BSE (BSE@GW) gives indeed a definite improvement of
the result over RPA@GW. There is a significant agreement in
the spectrum shape with respect to experiments, indicating
that both electronic band gap and direct transitions are prop-
erly described by many-body methods. The shape of the
spectrum is now well described, with a redistribution of tran-
sitions at lower energies, with respect to the RPA results.
This weight redistribution of oscillator strengths is due to the
inclusion of electron-hole interaction in the optical proper-
ties. The calculated optical onset is discussed in Sec. III C
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TABLE III. Description of optical transitions including excitonic effects. In parenthesis the values with
the screening corrected by the GyW,, gap. The VBM used in the text corresponds to band no. 24, the CBM
to no. 25. The optical indirect gaps are also shown for comparison purposes.

Energy (eV) Experimental energy (eV) k points Bands
Rutile xy 3.59 (3.55) 3.57 (Refs. 45 and 69) (exciton) I'-X, I'M 24—25

4.24 (4.03) 4.2 (Refs. 54 and 105) (direct optical gap) R-Z 24—25,29
Rutile z 3.93. 4.03. 4.06 >3.6 eV (Ref. 69) all BZ 24 —25-27

(3.89, 3.99,4.02)

4.27 (4.23) R-X; ' 21—25;24—-25
Anatase xy 3.90, 4.00 3.7-3.9 eV (Refs. 64—66) (direct optical gap) r-z 23,24—25,26

(3.80, 3.96)

4.02, 4.10 -z, T 23,24—25,26

(3.99, 4.03)

4.24 (4.17) -z 23,24 —125,26
Anatase z 4.35 (4.21) | V4 23,24 —125,26

4.40 (4.32) | V4 23,24 —125,26
Rutile 3.0 (Refs. 34 and 54) indirect gap
Anatase 3.2 (Refs. 25, 52, 55, 67, and 68) indirect gap

based on optical transitions evaluated from BSE eigenvalue
calculations.

Going into a more detailed discussion, the agreement for
spectral shape is in general very good for both polarizations
in the case of anatase, as shown in Fig. 6. The optical-
absorption edge is well reproduced along both xy and z. In
the in-plane xy direction, we obtain the initial sharp peaks
whose shape, with respect to the RPA calculation, clearly
indicates an excitonic contribution. In the z direction, the
initial peak is however too intense with respect to the experi-
mental data. A possible overestimation of excitonic effect for
this peak is discussed at the end of this section (see also
insets of Fig. 6).

The correspondence between experiment and our calcu-
lated spectrum is also quite good in the case of the z polar-
ization for rutile. The absorption shape is quite well repro-
duced, the sharp edge of the onset of direct transitions is
correct, and also the relative intensities are in good agree-
ment with the optical data (but the intensity of the first peak
around 4 eV is underestimated and this is not corrected by
changing the screening description: see insets of Fig. 5 and
the end of the section). The xy polarization in rutile seems to
present some more difficulties in the absorption edge deter-
mination. Indeed, the overall spectrum shape is quite good
due to the exact description of excitonic effects and electron-
hole exchange through BSE solution. The whole spectrum
seems however to be shifted by about 0.1-0.2 eV to higher
energy with respect to experiments.

Much better agreement can be obtained for rutile in-plane
polarization if, when calculating the screening used in the
BSE, the opening in the gap produced by GyW,, corrections
is taken into account (see inset of Fig. 3, left, BSE,). A larger
electronic gap makes the screening less efficient. Therefore
the electron-hole interaction is less screened and the interact-
ing levels become more bound. The inclusion of the same
effect in the absorption along z does not affect the spectrum
(see inset of Fig. 5, right) because the description of the

screening along the c¢ axis of rutile is already adequate at
RPA @PBE level. These differences in the results are related
to the large anisotropy in the electronic dielectric constant of
rutile (it is 8.427 parallel to ¢ axis and smaller, 6.843, per-
pendicular to ¢ axis'®). For anatase, the electronic dielectric
constants (5.41 and 5.82 parallel and perpendicular to ¢ axis,
respectively) are much more similar,'% and this results in a
comparable description of the BSE optical properties based
on the RPA screening. For anatase, the use of the GyW, gap
in the BSE screening does not improve the spectra. It moves
slightly the edge of the absorption to too low energies and
the overall intensities are in worse agreement with experi-
ments (insets of Fig. 6). Both the first excitonic peak in xy
and the first very intense peak in z are too much intense in
this case.

C. Analysis of excitonic transitions

As the calculated absorption spectra by many-body meth-
ods give in general a good agreement with experimental
data, one should expect a reasonably good description of
excitonic transitions energies. The analysis of energy, k
points and wave functions characterizing optical transitions,
as obtained by diagonalizing the Bethe-Salpeter Hamil-
tonian, are described in the following and reported in Table
III. We explain the properties of excitons in the rutile and
anatase phases, in both real and reciprocal space, and how
their localization affects the optical-absorption spectrum. The
analysis of the spatial distribution of some excitons in the
two phases is reported in Fig. 7, and provides very interest-
ing information, when combined with the exciton binding
energy data.

A direct comparison with data extrapolated from experi-
ments, however, cannot be performed, because of the copres-
ence of several physical effects which are visible in experi-
ments and not taken into account in our description. It is
interesting to clarify the various contributions present in the
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FIG. 7. (Color online) (a) Spatial distribution (yellow isosur-
faces in arbitrary units) of the first partial dark exciton at 3.41 eV in
rutile for in-plane polarization. The second exciton, at 3.55 eV, is
also dark, and shows a spatial wave function similar to the one of
the first exciton. (b) Spatial distribution (yellow isosurfaces in arbi-
trary units) of the third, optically active exciton in rutile, at 3.59 eV,
for in-plane polarization. (c) Spatial distribution (yellow isosurfaces
in arbitrary units) of the first direct exciton in anatase, at 4.03 eV,
in-plane polarization. The hole position in (a)-(c) is denoted by the
light green dot, located on an O atom.

experimental absorption spectra of this material, particularly
when comparing with theoretical results.

The characteristics of excitons have been debated in this
material. The experimental binding energy of the first, indi-
rect exciton in rutile, at 3.03 eV, is reported to be 4 meV.#0>4
Some uncertainty exists in the exact determination of the
optical edge. Moreover, excitons are localized in anatase, and
delocalized in rutile,” at least based on experimental result,
but an explanation of this behavior is missing so far.

In TiO, polymorphs, direct optical transitions should ap-
pear at I' for rutile and anatase (whose electronic gap is
indirect, between I" and a point close to X). Due to symmetry
of p-d wave functions, however, these transitions are sym-
metry forbidden,”® and the first optical dipole transitions may
occur involving other bands than the highest occupied and
the lowest empty ones, or different k points of the BZ, as
shown in the following.

At energies below the direct transition edge, other indirect
transitions that occur through mediation by LO and TA
phonons have been observed. The electron-phonon interac-
tion is not included in the ab initio calculation of the direct
transitions. Also the ionic screening, quite large in TiO,,”" is
not included. The polaron presence can further change the
absorption properties because of the local relaxation induced
by the exciton creation. The reorganization energy associated
with polarons in rutile and anatase is indeed larger than 1 eV,
even if structural deformations are small.”! The excitons de-
scribed here are not interacting with the system polarized as
a whole, but are screened just by the electronic component,
and are not interacting with the phonons and the ionic relax-
ation induced by the exciton creation itself. This explains the
differences between our results for optical transition energies
and the values reported in literature. Moreover, defects such
as oxygen vacancies, very frequent in this oxide, can easily
affect the optical spectrum,'% and defects are not taken into
account in our results.

PHYSICAL REVIEW B 82, 045207 (2010)

The attribution of the first absorption peak at 3.03 eV for
rutile in threshold absorption measurements**>* was not
clear. It was first supposed to be due to a 1s exciton, allowed
by a quadrupolar transition, and its binding energy was given
as 4 meV. A phonon contribution in this transition was sug-
gested by hyper-Raman-scattering results.*® Finally the peak
was interpreted, in photoluminescence measurements, as a
2p,, dipole-allowed phonon-mediated transition,*!% for
light polarization parallel to xy. The experimental direct al-
lowed gap (that is, the first intense structure in the absorption
spectrum) is at 4.2 eV.3%19 In our ab initio treatment, pro-
cesses involving electron-phonon coupling, or quadripolar
transitions, are not taken into account. We obtain a good
estimation of the intense optical edge in rutile, however. We
calculate, for xy polarization, the most intense optically al-
lowed transition at 4.24 eV (4.27 eV for z polarization), for k
points belonging to the R-Z direction (R-X for z polarization)
(see also Fig. 2). The states contributing to these transitions
are the VBM and the CBM, and also transitions from VBM
to CBM+4 are present. The transition at 4.24 eV corre-
sponds to the first intense peak observed in the absorption
spectra. However, we obtain other optical transitions, due to
excitons, with oscillator strengths not negligible at energies
below 4.24 eV.

The first three excitonic excitations analyzed here are
given by transitions from the highest occupied p band to the
lowest empty d band. The first two excitonic transitions [Fig.
7(a)] are optically symmetry forbidden, for in-plane (xy) po-
larization, while the third transitions [Fig. 7(b)] is optically
active. It means that, for the first and second transitions, at
3.41 and 3.55 eV, the oscillator strengths have a quite low
intensity, as they can be called dark excitons. The BZ point
contributing to those transitions is mainly I" with other points
outside of the xy plane. The third transition, at 3.59 eV, with
larger oscillator strength, is the first bright exciton, and it has
contributions from k points along I'-X and I'-M lines, but it
is forbidden at I' for symmetry reasons. The energetic posi-
tions of these first transitions are 3.32, 3.51, and 3.55 eV,
when calculated with the screening modified by the GyW,,
correction of energy levels (see insets of Fig. 5).

As already explained, these excitons are calculated with-
out taking into account the effects of phonons, and therefore,
appear at almost 0.4 eV higher energies than the observed
forbidden optical gap. Transverse and optical phonons deter-
mine the lower optical edge  observed in
experiments.*034336%  Direct  transitions have been
observed®*® at 3.57 eV for the in-plane directions, in quite
good agreement with our estimation for the first bright exci-
ton (3.59 eV).

With out-of-plane polarization, the first optically allowed
transition is at 3.93 eV [the only experimental data to com-
pare with indicates that direct transitions are above 3.6 eV
(Ref. 69) for polarization along the z direction], followed by
other transitions at 4.03 and 4.06 eV. Transitions from the
VBM to the CBM, CBM+ 1, +2 from various high symmetry
k points distributed in all the BZ contribute to these excitons.
The most intense transition is found at 4.27 eV with contrib-
uting transitions from k points on the R-X direction for the
transition VBM-3 to CBM and at I" from VBM to CBM.

The same transitions, which are symmetry allowed along
z, are optically forbidden with the in-plane polarization. Cor-
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respondingly, all other transitions, apart the ones here listed,
are optically dark along the z axis.

The transitions plotted in Figs. 7(a) and 7(b) are from
O 2p states to Ti 3d states of the triply degenerate 1,,. While
the first two dark exciton transitions involve Ti atoms farther
away from the excited O atom, the optically active transition
involves states of the nearest-neighbor Ti atoms. The exci-
tons are delocalized in a planar region oriented as the (110)
surface. The bright optical exciton is more localized
(extending over three lattice constants) in the (110) direction
[Fig. 7(b)] with respect to dark excitons. This anisotropic
distribution is also related to the anisotropic screening in
rutile.

Concerning anatase, the fine structure of the absorption
edge has been studied® at low temperature. The absorption
edge, estimated at 3.2 eV,>* has a strong phonon contribution,
as evident from the existence of an Urbach tail.'”-!%® The
phenomenon of Urbach tail has received different theoretical
explanations,” including exciton ionization or exciton self-
trapping, both of which require the participation of phonons.
In the case of TiO,, it has been attributed to exciton
self-trapping,>>731% i.e., the localization of exciton through
phonon coupling. It is favored to occur in anatase with re-
spect to rutile because of the lower coordination between
octahedra. The Urbach tail extends to energies below 3.4 eV.
Direct optical transitions have been observed, for bulk and
thin films, at 3.7-3.9 eV.64-6

Our results for anatase show that, with in-plane polariza-
tion (xy), the first calculated transition is a direct and the
most intense one. It appears at 3.90 eV (3.80 with corrected
screening, see insets of Fig. 6) and is given by transitions at
the k points along the I'-Z direction of BZ. The I' point,
however, does not contribute to this exciton, for symmetry
reasons. The following allowed transitions at 4.00, 4.02,
4.10, and 4.24 eV (3.96, 3.99, 4.06, and 4.17 eV with cor-
rected screening) are along the I'-Z direction, and have con-
tributions from the two highest occupied and the two lowest
empty bands. The transitions at 4.02 and 4.10 eV also in-
volve contributions from the I" point. The transitions at 3.90
and 4.24 eV correspond to the first and second sharp peaks
observed in the experimental absorption spectra. Along z (out
of plane) all the initial transitions allowed in the in-plane
directions, are instead dark for symmetry reasons, and the
first optically allowed one is at 4.35 eV (4.21 with corrected
screening), followed by one at 4.40 eV (4.32 eV). These
optical transitions produce the intense peak reported in the
spectrum around 4.5 eV. The contributing k points lie along
the I'-Z direction involving the two highest levels of the
valence band and the two lowest levels of the conduction
band.

The spatial distribution [Fig. 7(c)] shows how the optical
excitations, in anatase, have a strong localized character,
when compared with rutile. The first exciton is extended for
several (at least eight) lattice constants in the xy plane, and,
following the chainlike structure of the crystal, is confined in
the z direction (it extends along z about for one lattice con-
stant, so it is almost confined to a single atomic plane).

To resume, the direct optical gaps, as estimated from BSE
calculations, are in reasonable agreement with experimental
data for direct transitions. In rutile we obtain indeed some
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excitons at energies lower than the direct transition at
4.24 eV, even if their intensities are quite low. In any case, a
direct exciton (without interaction with phonons) has been
observed, by reflectance, at 3.57 eV (Refs. 45 and 69) with
an energy in quite good agreement with our result. If we
assume the value of the intense direct optical gap, at 4.24 eV,
as reference energy, we obtain a quite large binding energy
of 0.65 eV for this low intensity exciton. With respect to the
GyW, gap, the exciton binding energy is instead negligible,
while the first dark exciton at 3.41 eV is bound by 0.18 eV.
For anatase, the optical gap is close but slightly larger than
the indirect GyW,, gap because it is given by direct transi-
tions along the I'-Z direction. It turns out to be smaller than
the indirect gap when the GoW-corrected screening is used
but this is within the uncertainty of these calculations. The
effect of electron-hole interaction in anatase is mainly visible
in the intensity and in the shape of the spectrum, more than
in the exciton binding energy.

Excitons in rutile and anatase have spatial distributions
that are determined by the crystal structure and the screening
properties of the materials. In both polymorphs, the excitonic
wave functions are two dimensional''® and this planar distri-
bution is localized in just one atomic layer in the anatase
case. This stronger localization probably supports the possi-
bility of experimentally reported self-trapping.>>731% The
behavior of excitons in anatase have indeed also been mod-
eled within a Franck-Condon model including two-
dimensional-exciton transitions.'!? For rutile, the more delo-
calized distribution of the excitonic wave functions can be
connected with the observed!!! low electron-hole recombina-
tion rates in this phase.

The finding that excitons are strongly bidimensional in the
(001) plane of anatase and almost bidimensional in the (110)
plane of rutile, opens interesting scenarios concerning the
control of the optical properties of nanostructures with these
external surfaces.

IV. CONCLUSIONS

In this paper, we provided a theoretically consistent de-
scription of the properties of the two main crystalline phases
of titania by means of first-principles calculations based on
DFT and GW-BSE. Apart from the advantage of describing,
at the same level of theory, different properties of the two
systems, we were able to get results in quite good agreement
with available photoemission and optical experiments for
both rutile and anatase. In particular, we showed that the
electronic properties are well described when electron corre-
lations are included in the calculation (at the GyW, self-
energy level starting from the GGA wave functions). More-
over, the optical-absorption spectra are quantitatively in good
agreement with experiments once electron-hole effects are
included even if still some minor discrepancies in the inten-
sities exist for the spectra along different polarization direc-
tions. The anisotropy (in particular, in the rutile phase) is
shown to be important both in the optical spectra and in the
estimation of the screened interaction between hole and elec-
tron.
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We gave here the first theoretical description of direct
excitons in TiO, by estimating the first direct optical transi-
tion and its exciton binding energy. The excitonic effects act
on optical spectra by redistributing the transitions weights,
more than by changing the excitonic energies, especially in
anatase. The optical excitations are found to be strongly an-
isotropic. As experimental results suggested, we found a
stronger excitonic localization in anatase than in rutile. Ex-
citons have, in both phases, a two-dimensional character, in-
duced by the crystalline structure. In anatase the first bright
exciton is completely localized in the (001) plane. In rutile
the localization acts in the plane (110). The present charac-
terization of excitonic properties of rutile and anatase will
help to understand later on the photophysical response of
TiO, surfaces, nanowires, and nanoclusters. The excitonic
description of pure TiO, phases is also the reference starting
point for investigation of exciton-phonon interactions, po-
larons, and defects effects on optical properties of TiO, and
other titanates. Further work along these lines is now under
progress.

Note added in proof. Recently, we became aware of a
similar work by Kang and Hybertsen''? reaching similar con-
clusions to those of the present work.
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