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1 Introduction and main results

Classical supersymmetric solutions of supergravity theories have played a very important
role in many advances in string theory for the past 15 years and are still the subject of much
interest since they include, for example, backgrounds (possibly with branes and fluxes) for
string model-building and supersymmetric objects such as black holes, supertubes and, as
it has been discovered recently in Ref. [1], black rings.

It is, thus, a very interesting problem to try to find or at least classify and characterize
the supersymmetric solutions of (ideally all) supergravity theories. There have been many
interesting results in the literature on this program, starting with the work of Gibbons and
Hull in N = 2, d = 4 supergravity [2], completed in the seminal paper Ref. [3] by Tod,
who, starting from the Killing spinor equations (KSEs) of that theory and using all the
integrability conditions and properties derived from them, assuming the existence on one
Killing spinor, was able to find, for the first time, all the field configurations (metric and
vector field strength) for which the KSEs could be solved. His classification included field
configurations which may or may not satisfy the classical equations of motion.

It was only 12 years later that a similar task was undertaken again by Tod, who in
Ref. [4] studied the supersymmetric solutions of pure, ungauged, N = 4, d = 4 supergravity,
achieving a complete classification of the degenerate case (in which the Killing spinor
gives rise to a null Killing vector) and only a partial classification of the non-degenerate
case (in which the Killing spinor gives rise to a timelike Killing vector), since he had to
assume a hypothesis of internal rigidity that he could not prove. The internally rigid cases
were very interesting, though, since, as shown in Ref. [5] they included all known the
supersymmetric black-hole solutions of the theory, constructed by different methods and
studied in Refs. [6]-[19]. By deformation of the supersymmetric black-hole solutions, the
most general non-extremal black-hole solutions of the theory were constructed in Ref. [20].

The program enjoyed a revival when a new maximally supersymmetric solution of N =
2B, d = 10 supergravity was discovered in Ref. [21], analogous maximally supersymmetric
solutions of 11-dimensional and N = 2, d = 4 supergravity [22, 23] were rediscovered and
additional maximally supersymmetric solutions of the same kind were found in 5 and 6
dimensions in Ref. [24]. The classification of the maximally supersymmetric vacua of the
11- and 10-dimensional theories was completed in Refs. [25, 26]. It was then realized that
we still had a very incomplete knowledge of the landscape of supersymmetric solutions of
even the simplest supergravity theories and that new interesting supersymmetric solutions
could be found by a systematic study of the solutions of the KSEs.

This was done in Ref. [27] for the minimal 5-dimensional supergravity, using a tech-
nique different from Tod’s, who used the Newman-Penrose formalism. In this work, the
KSEs were translated into a set of differential equations on all the tensors that could be
constructed as bilinears of the Killing spinors, which can be managed by more standard
techniques. Several of the new solutions found in this work have had a great impact: a
new maximally supersymmetric solution of Gödel type and the supersymmetric black rings
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[1, 28, 29]3 and generalizations that lead, for instance, to supersymmetric 4-dimensional
rotating two- and one-black-hole solutions [31, 32, 33].

This work was generalized to minimal gauged 5-dimensional supergravity in Ref. [34]
and then analogous results were obtained for minimal 6-dimensional supergravity in Refs. [35,
36] and for N = 2, d = 4 U(1) gauged supergravity in Ref. [37]. There is also extensive
work on the 11-dimensional and N = 2A,B, d = 10 supergravities (see e.g. Refs. [38]-[48]),
although a complete classification is still lacking.

In this paper we return to the problem of finding all the supersymmetric configurations
of N = 4, d = 4 supergravity, partially solved by Tod in Ref. [4]. We use tensor methods,
based on the bilinears of complex chiral spinors with SU(4) indices, which allows us to keep
manifest the S and T dualities of the theory at all stages in our analysis and in the field
configurations, as it happens in the solutions studied in Ref. [5]. The formalism used here
can be used as starting point for the study of more complicated theories such as gauged
and matter-coupled N = 4, d = 4 theories and there is work in progress in these directions.

We are going to describe our main results in a moment but, before, it is worth explain-
ing why N = 4, d = 4 supergravity is an interesting theory from the string theory point of
view. The toroidal compactification of the heterotic string effective action (N = 1, d = 10
supergravity coupled to 16 vector multiplets) gives ungauged N = 4, d = 4 supergravity
coupled to 22 (matter) vector multiplets [50] and a consistent truncation of the matter vec-
tor multiplets gives the pure theory that we study here. Thus, all the solutions we will find
are also solutions of the heterotic string effective action. The truncation preserves some
of the SO(6, 22; Z) T duality symmetry and the theory is invariant under the continuous
group SO(6) ∼ SU(4) which naturally occurs as a hidden symmetry of the theory4 [51].
The theory also has an S duality which manifest itself as a continuous SL(2,R) hidden
symmetry. It was this symmetry which lead to the S duality conjectures in the correspond-
ing superstring theory [54]-[60]. We will also keep this symmetry manifest at all stages in
our analysis.

Let us now describe our results for supersymmetric solutions, leaving the more general
conditions for supersymmetric configurations which may or may not be solutions of the
equations of motion.

There are two types of supersymmetric solutions inN = 4, d = 4 supergravity admitting
at least one Killing spinor εI , that can be characterized by the causal nature of the vector
bilinear V a = iε̄IγaεI , which is always a non-spacelike Killing vector.

Timelike V a: Supersymmetric solutions are determined by a choice of 6 time-independent
complex scalarsMIJ and a complex scalar τ that in general may depend on the spatial
coordinates x, z, z∗. The MIJs have to satisfy two conditions:

1. Their matrix must have vanishing Pfaffian

3More general black ring solutions have also been found in Refs. [30]
4The first N = 4, d = 4 theory, constructed in Ref. [52] had only SO(4) invariance. We will work with

the SU(4) theory of Ref. [53].
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εIJKLMIJMKL = 0 . (1.1)

2. They must be such that the 1-form ξ defined in Eq. (4.11) takes the form

ξ = ± i
2
(∂zUdz − ∂z∗Udz

∗) + 1
2
dλ , (1.2)

for some real functions U(z, z∗) and λ(x, z, z∗)5. Observe that it is the function
U that makes ξ non-trivial.

τ and MIJ must satisfy the 3-dimensional differential equations

∇i(e
2iλAi)− e2iλ[∂z(e

−2U)Az∗ − ∂z∗(e
−2U)Az] = 0 , (1.3)

both for

A =
dτ

=mτ |M |2
, and A =

d[(=mτ)1/2M IJ ]

=mτ |M |2
, |M |2 = M IJMIJ , (1.4)

relative to the 3-dimensional metric

γijdx
idxj = dx2 + 2e2U(z,z∗)dzdz∗ , (1.5)

whose triviality is associated to that of the connection ξ. Then, the metric is given
by

ds2 = |M |2(dt+ ω)2 − |M |−2(dx2 + 2e2Udzdz∗) , (1.6)

where ω = ωidx
i satisfies

fij = 4|M |−2εijk

(
ξk −

∂k<eτ

4=mτ

)
, fij ≡ 2∂[iωj] . (1.7)

again relative to the above 3-dimensional metric and the vector field strengths are
given by

FIJ =
1

2|M |2

{
V̂ ∧ dEIJ − ?

[
V̂ ∧

(
<e τ

=m τ
dEIJ −

1

=m τ
dBIJ

)]}
, (1.8)

where

5A general Ansatz that satisfies these two conditions is given in Eq. (4.62).
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V̂ =
√

2|M |2(dt+ ω) ,

EIJ = 2
√

2(=m τ)−1/2(MIJ + M̃IJ) ,

BIJ = 2
√

2(=m τ)−1/2(τMIJ + τ ∗M̃IJ) ,

(1.9)

Examples of solutions corresponding to specific choices of MIJ and τ are given in
Section 4.4, but it is clear that there are two different kinds of solutions which differ
by the triviality of the connection ξ and the 3-dimensional metric. The case in which
ξ is trivial was completely solved by Tod in Ref. [4].

Null V a This case (called degenerate by Tod) was essentially solved by Tod in Ref. [4],
but we study it here again for the sake of completeness and to refine his results.
There are two subcases which we call A and B and which are associated to U(1)
holonomy in a null direction and in a pair of spacelike directions, respectively, and
describe pp-waves and the stringy cosmic strings of Ref. [63].

Case A: Each solution in this class is determined by 5 arbitrary functions of u:
φI , τ . Given these functions, the metric and vector field strengths are given by

ds2 = 2du[dv +K(u, z, z∗)du]− 2dzdz∗ ,

FIJ = 1
2
(FIJ + 1

2
εIJKLFKL)du ∧ dz∗ ,

(1.10)

where

FIJ =
8
√

2

(=m τ)1/2
φ̇[IφJ ] ,

2∂z∂z∗K =
|τ̇ |2

(=m τ)2
+ 1

16
=m τ F2 .

(1.11)

Case B: These are well-known solutions determined by a choice of (in this case)
antiholomorphic function τ = τ(z∗). The vector field strengths vanish6 and the
metric takes the form

ds2 = 2dudv − 2e2Udzdz∗ , e2U = =m(τ) . (1.12)

As for the unbroken supersymmetries of these solutions, they all preserve generically
1/4 of the supersymmetries. It is not easy to find generic conditions for the solutions to
preserve 1/2 (although this has been studied in special cases, see Ref. [5]). As for maximally

6These solutions are given in Ref. [4] in different coordinates in which the metric functions have depen-
dence on u, but this dependence can be eliminated.
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supersymmetric solutions, we only expect Minkowski spacetime, since, otherwise, there
would be another maximally supersymmetric solution of N = 1, d = 10 supergravity
different from 10-dimensional Minkowski spacetime.

The rest of this paper is devoted to proof these results. In Section 2 we describe in
detail pure, ungauged, N = 4, d = 4 supergravity. In Section 3 we define the problem and
equations that we want to solve and find the first consistency conditions. To go on, one
has to consider separately the timelike and null cases. This is done in Sections 4 and 5,
respectively. Our conventions are described in Appendix A and Appendix B contains all
the algebraic identities satisfied by the products of tensors constructed as bilinears of chiral
spinors, derived by Fierzing.

2 Pure, ungauged, N = 4, d = 4 supergravity

The bosonic fields of N = 4, d = 4 supergravity multiplet are:

1. The Einstein metric gµν .

2. The complex scalar τ that parametrizes an SL(2,R)/U(1) coset space. In terms of
its real and imaginary parts (the axion a and the dilaton φ) it is written τ = a+ ie−φ.

3. The 6 U(1) vector fields whose complex combinations we label with an antisymmetric
pair of SU(4) indices AIJ µ, I, J = 1, · · · , 4 and are subject to the reality constraint

AIJ µ = 1
2
εIJKLA

KL
µ , (2.1)

where we rise and lower all SU(4) indices by complex conjugation: AIJ
µ ≡ (AIJ µ)∗.

Their field strengths are FIJ = dAIJ and are subject to the same reality constraint.

The fermionic fields of this supermultiplet, which are always 4-component (complex)
Weyl spinors, are

1. The 4 dilatini χI , which, with lower SU(4) indices, have positive chirality.

2. The 4 gravitini ψI µ which, with lower SU(4) indices, have negative chirality.

Complex conjugation raises the SU(4) indices and reverses the chiralities.
There are two global (hidden) symmetries in the ungauged theory: SU(4) ∼ SO(6),

associated to stringy T dualities [56] and SL(2,R), which is associated to a stringy S duality
[54]-[60] and leaves invariant the equations of motion but not the action. SU(4) acts on
all the fields in the obvious way:

χI ′ = U I
Jχ

J , χI
′ = χJ(U †)J

I , (2.2)

etc. The matrix Λ =

(
a b
c d

)
∈ SL(2,R) acts on τ via fractional-linear transformations
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τ ′ =
aτ + b

cτ + d
. (2.3)

An alternative, linear, description of the action of Λ ∈ SL(2,R) on τ can be made using
the symmetric SL(2,R) matrix

M≡ 1

=m τ

(
|τ |2 <e τ
<e τ 1

)
. (2.4)

The fractional-linear transformations of τ are equivalent to the rule

M′ = ΛMΛT . (2.5)

Observe that the matrix S ≡ iσ2 is invariant under SL(2,R) transformations:

ΛSΛT = S . (2.6)

The action of Λ ∈ SL(2,R) on the vector fields is best described by defining the SL(2,R)-
dual F̃IJ of the field strength by

F̃IJ ≡ τFIJ
+ + τ ∗FIJ

− = <eτFIJ −=mτ ?FIJ . (2.7)

Then, the pair F̃IJ , FIJ transforms as an SL(2,R) doublet, i.e.

~FIJ ≡
(
F̃IJ

FIJ

)
, ~F ′

IJ = Λ~FIJ . (2.8)

This implies for FIJ
±

F ′
IJ

+ = (cτ + d)FIJ
+ , F ′

IJ
− = (cτ ∗ + d)FIJ

− . (2.9)

Defining the phase of cτ + d by

e2iϕ ≡ cτ + d

cτ ∗ + d
, (2.10)

we find that, under SL(2,R) several fields and combinations of fields get a local U(1) phase

χ′I = e−3iϕ/2χI , ψ′
I µ = eiϕ/2ψI µ ,(

∂µτ

=m τ

)′

= e−2iϕ

(
∂µτ

=m τ

)
,

[
(=m τ)1/2FIJ

±
µν

]′
= e±iϕ

[
(=m τ)1/2FIJ

±
µν

]
,

(2.11)
corresponding to U(1) charges −3, 1,−4 and ±2 respectively. The combination

Qµ ≡ 1
4

∂µ<e τ

=m τ
, (2.12)
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transforms as a U(1) gauge field, Q′
µ = Qµ + 1

2
∂µϕ and this allows us to define a U(1)-

covariant derivative

Dµ = ∇µ − iqQµ , (2.13)

acting on fields with U(1) charge q. Complex conjugation reverses chirality and these U(1)
charges.

The action for the bosonic fields is

S =

∫
d4x

√
|g|

[
R + 1

2

∂µτ ∂
µτ ∗

(=m τ)2
− 1

16
=m τF IJ µνFIJ µν − 1

16
<e τF IJ µν?FIJ µν

]
. (2.14)

It is useful to introduce the following notation for the equations of motion of the bosonic
fields:

Ea
µ ≡ − 1

2
√
|g|

δS

δea
µ

, E ≡ −2=mτ√
|g|

δS

δτ
, EIJ µ ≡ 8√

|g|
δS

δAIJ µ

. (2.15)

Then, the equations of motion take the form

Eµν = Gµν + 1
2
(=m τ)−2[∂(µτ∂ν)τ

∗ − 1
2
gµν∂ρτ∂

ρτ ∗]− 1
4
=m τFIJ

+
µ

ρF IJ−
νρ , (2.16)

E = Dµ

(
∂µτ ∗

=m τ

)
− i

8
=m τF IJ + ρσFIJ

+
ρσ , (2.17)

EIJ µ = ∇ν
?F̃ IJ νµ . (2.18)

The Maxwell equation EIJ µ transforms as an SL(2,R) doublet together with the
Bianchi identity which we denote for convenience BIJ µ

BIJ µ ≡ ∇ν
?F IJ νµ . (2.19)

It is easy to see that the combinations

EIJ
µ − τ ∗BIJ

µ

(=m τ)1/2
,

EIJ
µ − τBIJ

µ

(=m τ)1/2
, (2.20)

have U(1) charges +2 and −2, respectively. The equation of motion of the complex scalar
E has U(1) charge +4 and the Einstein equation is neutral.

For vanishing fermions, the supersymmetry transformation rules of the gravitini and
dilatini, generated by 4 spinors εI of negative chirality and U(1) charge +1, are
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δεψI µ = DµεI − i
2
√

2
(=m τ)1/2FIJ

+
µνγ

νεJ , (2.21)

δεχI = 1
2
√

2

6∂τ
=m τ

εI − 1
8
(=m τ)1/2 6FIJ

−εJ . (2.22)

We also need the supersymmetry transformation rules of the bosonic bosonic fields,
which take the form

δεe
a
µ = − i

4
(ε̄IγaψI µ + ε̄Iγ

aψI
µ) , (2.23)

δετ = − i√
2
=mτ ε̄IχI , (2.24)

δεAIJ µ =

√
2

(=mτ)1/2

[
ε̄[IψJ ] µ + i√

2
ε̄[IγµχJ ] +

1
2
εIJKL

(
ε̄KψL

µ + i√
2
ε̄Kγµχ

L
)]

.(2.25)

3 Supersymmetric configurations: general setup

Our goal is to find all the purely bosonic field configurations of N = 4, d = 4 supergravity
{gµν , AIJ µ, τ, ψI µ = 0, χI = 0} which are supersymmetric, i.e. invariant under, at least, one
supersymmetry transformation generated by a supersymmetry parameter εI(x). Since the
supersymmetry variations of the bosonic fields are odd in fermion fields, these transforma-
tions will always vanish, but the supersymmetry variations of the fermions, for vanishing
fermions, Eqs. (2.21), may only vanish for special supersymmetry parameters εI(x) (Killing
spinors) that solve the Killing spinor equations (KSEs)

δεψI µ = DµεI − i
2
√

2
(=m τ)1/2FIJ

+
µνγ

νεJ = 0 , (3.1)

2
√

2 δεχI =
6∂τ
=m τ

εI − 1
2
√

2
(=m τ)1/2 6FIJ

−εJ = 0 . (3.2)

For a known bosonic field configuration these are, respectively differential and algebraic
equations for the Killing spinor, which may or may not exist. We want to find precisely
for which bosonic field configurations these equations do have at least one solution εI . Our
procedure will consist in assuming the existence of such a solution and derive consistency
conditions for the field configurations.

We shall be talking most of the time about supersymmetric field configurations. These
may or may not be solutions of the classical equations of motion. There are several con-
ceptual and practical advantages in doing so. First of all, we would like to emphasize
the fact that supersymmetry does not imply by itself that the equations of motion are
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solved, although in general it considerably simplifies the task of solving them. Secondly,
it is sometimes useful to consider that there are external sources for the fields, out of the
regions in which we are solving the equations of motion. Including those regions with
sources implies staying off-shell. Finally, the off-shell equations of motion of theories with
gauge symmetries obey certain gauge identities. In theories with local supersymmetry
and for field configurations admitting Killing spinors, the gauge identities are known as
Killing spinor identities (KSIs) [61, 62] and can be used either to reduce the number of
equations to be explicitly checked or, having at hands all the off-shell equations of motion
of certain field configuration as we will, they can be used as a consistency check that it is
a supersymmetric field configuration.

Since these identities are the first consistency conditions that can be derived from the
KSEs, we are going to derive them in the next section. We are also going to see that they
are related to the integrability conditions of the KSEs. then, in Section 3.2 we are going
to explain the strategy that we will follow to find all the supersymmetric configurations.

3.1 Killing Spinor Identities (KSIs) and integrability conditions
of the Killing spinor equations

Using the supersymmetry transformation rules of the bosonic fields Eqs. (2.23,2.24) and
(2.25) we can derive relations between the (off-shell) equations of motion of the bosonic
fields that are satisfied by any field configuration {ea

µ, AIJ µ, τ} admitting Killing spinors
[61, 62]. These KSIs take, for this theory, the form

iε̄IγaEa
µ +

1√
2(=mτ)1/2

ε̄JEµJI = 0 , (3.3)

ε̄IE +
1√

2(=mτ)1/2
ε̄J 6 EJI = 0 . (3.4)

Observe that it is implicitly assumed that the Bianchi identities are identically satisfied,
i.e.

BIJ
µ = 0 , (3.5)

and, therefore, these identities are not SL(2,R)-covariant. We may have to take this point
into account when comparing with the equations that we will actually find, but we can also
find (with considerably more effort) the SL(2,R)-covariant relations between the equations
of motion from the integrability conditions of the Killing spinor equations (3.1) and (3.2).

Thus, acting with Dµ on the Eq. (3.1) using both Eq. (3.1) and Eq. (3.2) and antisym-
metrizing on the vector indices we get
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D[µδεψI ν] = 1
8

∂[µτ∂ν]τ
∗

(=m τ)2
εI

−1
8

{
Rµν

abδI
K −=m τFIJ

+
[µ

aFKJ −
ν]

b
}
γabεK

+ 1
4
√

2
(=m τ)−1/2

{
FIJ

+
ρ[ν∂µ]τ − 2i=m τ∇[µ|FIJ

+
ρ|ν]

}
γρεJ

= 0 .

(3.6)

To extract from this integrability condition a relation between the equations of motion
we act with γν from the left. We get

4γνD[µδεψI ν] = (Eµν − 1
2
gµν Eσ

σ)γνεI −
i

2
√

2(=m τ)1/2
(6 EIJ − τ ∗ 6BIJ)γµε

J = 0 . (3.7)

Acting now with γµ and using the result to eliminate Eσ
σ we get, finally the SL(2,R)-

covariantization of the KSIs Eq. (3.3)

Eµ
aγ

aεI −
i√

2(=m τ)1/2
(EIJ

µ − τ ∗BIJ
µ)εJ = 0 . (3.8)

Similarly, the SL(2,R)-covariantization of the KSIs Eq. (3.3) can be obtained by cal-
culating 2

√
2 6DδεχI = 0 and takes the form

E∗εI −
1√

2(=m τ)1/2
(6EIJ − τ 6BIJ)εJ = 0 . (3.9)

These two identities are now manifestly SL(2,R)-covariant7. The comparison with our
results will be easier if we multiply these equations by gamma matrices and conjugate
spinors ε̄K and ε̄K from the left, to derive relations involving spinor bilinears. In the case
in which the vector V a is timelike, we get

Eab − 1
2
=m EV aV b − 1√

2
(=m τ)1/2=m (M IJBIJ

a)V b = 0 , (3.10)

E∗V a − i√
2(=m τ)1/2

M IJ(EIJ
a − τBIJ

a) = 0 , (3.11)

=m[M IJ(EIJ
a − τ ∗BIJ

a)] = 0 . (3.12)

Observe that the first equation implies the off-shell vanishing of all the Einstein equations
with one or two spacelike components. Further, the Einstein equation is automatically
satisfied when the Maxwell, Bianchi and complex scalar equations are satisfied.

7See the paragraph after Eq. (2.20).
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When V a is null (we denote it by la), all the spinors εI are proportional and we can use
the parametrization of Eq. (B.26) in Eqs. (3.8) and (3.9). Contracting with φI using the
normalization Eq. (B.27) and with the conjugate spinors ε̄, ε̄∗, η̄, η̄∗, where η is an auxiliary
spinor with normalization Eq. (B.33), we arrive at the identities

(Eµ
a − 1

2
ea

µEρ
ρ) l

a = (Eµ
a − 1

2
ea

µEρ
ρ)m

a = 0 , (3.13)

E = 0 , (3.14)

(EIJ
µ − τ ∗BIJ

µ)φJ = 0 . (3.15)

where the null complex vectors are defined in Eq. (B.34). Observe that in this case super-
symmetry implies that the scalar equations of motion must be automatically satisfied.

3.2 Solving the Killing spinor equations

The procedure we will follow to find the field configurations for which the KSEs admit at
least one solution will be the following:

1. In Section 3.3 we are going to reexpress the KSEs as differential and algebraic equa-
tions for the bilinears (scalars, vectors and 2-forms, see Appendix B) built with the
Killing spinors. Solving the equations for all the bilinears is essentially equivalent to
solving the KSEs.

2. In Section 3.4 we are going to find, among the bilinears, a Killing vector V µ and
decompose the vector field strengths w.r.t. to it computing V ρFIJ

+
µρ or V ρFIJ

−
µρ in

terms of the scalar bilinears and τ and then using, Eqs. (A.16) if V is timelike and
Eqs. (A.19) if V is null. These two cases have to be studied separately. One of the
reasons is that, in the null case, the field strength is not completely determined by
its contractions with V , but there are more differences that we are going to explain
shortly and require a completely separate analysis.

3. In the timelike case, studied in Section 4 we will

(a) Substitute the expressions of the field strengths in the algebraic KSEs (δεχI = 0)
to check that it is completely solved.

(b) Substitute into the equations of motion and we will check whether the KSIs
Eqs. (3.10,3.11,3.12) are indeed satisfied or there are additional conditions to
be imposed. This is done in two steps: first we substitute into the equations
of motion of the vector fields and the complex scalar which we have already
expressed in terms of the bilinears in Section 4.1 and then, after we specify the
form of the metric in terms of the bilinears, we substitute into the Einstein
equations in Section 4.2. Then we check the KSIs.
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(c) Substitute, finally, into the differential KSEs (δεψI µ = 0) to solve it finding
additional conditions on the bilinears and the form of the Killing spinors in
Section 4.3.

The timelike case will be completely solved by then and we will study some examples.

In the null case, which was completely solved by Tod,

(a) As explained in Appendix B all the spinors εI are proportional εI = φIε and we
use first this information in the KSEs to obtain separate equations for the coef-
ficients φI and the spinor ε. This requires the introduction of a U(1) connection
ζ that covariantizes the equations with respect to (opposite) local changes of
phase of φI and ε.

(b) All the vectors bilinears are also proportional to the Killing vector V a which
we rename here la. It is convenient to introduce an auxiliary spinor to build
independent vector bilinears that constitute a null tetrad. The KSEs only give
partial information about the derivatives of these vectors, except for la, which is
built with ε and is always covariantly constant, the very definition of a pp-wave
space [64, 65].

(c) Although the vector field strengths and the derivatives of the vector bilinears
are not completely determined, it is possible to extract information constructing
the equations of motion and imposing the KSI. In particular we find that the
U(1) connection ζ is trivial.

(d) There are two different cases to be considered (A and B) which are essentially
solved by solving first the integrability constraints.

3.3 Killing equations for the bilinears

We start with the equations δεχI = 0. We just have to multiply the from the right with
gamma matrices and Dirac conjugates of Killing spinors. We have, in particular, from
ε̄KδεχI = 0

V K
I · ∂τ − i

2
√

2
(=m τ)3/2FIJ

− · ΦKJ = 0 , (3.16)

and, from ε̄KγρδεχI = 0

FIJ
−

ρσV
J

K
σ + i√

2
(=m τ)−3/2 (MIK∂ρτ − ΦIK ρ

µ∂µτ) = 0 . (3.17)

It is possible to derive more Killing equations for the bilinears from the dilatini super-
symmetry rule, but it will not be necessary.

Let us turn to the gravitini supersymmetry rules. Now we apply SL(2,R)-covariant
derivative on the bilinears and use δεψI µ = 0 to reexpress DµεI . We get
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DµMIJ = 1√
2
(=m τ)1/2FK[I|

+
µνV

K
|J ]

ν , (3.18)

DµV
I
J ν = − 1

2
√

2
(=m τ)1/2

[
MKJF

KI −
µν +M IKFJK

+
µν

−ΦKJ (µ
ρFKI −

ν)ρ − ΦIK
(µ|

ρFKJ
+
|ν)ρ

]
, (3.19)

DµΦIJ νρ = − 1
2
√

2
(=m τ)1/2

[
2gµ[ν|FKI

+
|ρ]αV

K
J

α + 2FKI
+

νρV
K

J µ

−3FKI
+

[µν|V
K

J |ρ] + (I ↔ J)
]
. (3.20)

3.4 First consequences and general results

Contracting the free indices in Eqs. (3.19) and (3.16) it is immediate to see that V µ ≡ V I
I
µ

is a (non-spacelike, Eq. (B.15)) Killing vector and

V µ∂µτ = 0 . (3.21)

It is also immediate to prove that

∇µV
I
J

µ = 0 . (3.22)

Let us now consider the implications of the reality constraint of the vector field strengths
on the contraction FKI

+
µνV

K
J

ν :

FKI
+

µνV
K

J
ν = 1

2
εKIML(FML

−
µν)

∗V K
J

ν . (3.23)

Taking the SU(4) dual in both sides of this equation and taking into account the reality
properties of the vectors V K

J
ν , we get

1
2
εSRIJFKI

+
µνV

K
J

ν = −1
2

[
FSR

−
µνV

ν + 2FJ [S|
−

µνV
J
|R]

ν
]∗
, (3.24)

from which we get

FSR
−

µνV
ν = −2FJ [S|

−
µνV

J
|R]

ν −
[
εSRIJFKI

+
µνV

K
J

ν
]∗
. (3.25)

The first and second terms in the r.h.s. of this equation can be rewritten in terms of
scalars using the antisymmetric part of Eq. (3.17) and the complex conjugate of Eq. (3.18).
We get, at last,

FSR
−

µνV
ν = −

√
2i

(=m τ)3/2
MSR∂µτ −

√
2

(=m τ)1/2
εSRIJDµM

IJ . (3.26)
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The complex conjugate of this equation gives us F SR +
µνV

ν and, taking the SU(4)-dual
we get FIJ

+
µνV

ν etc.
From this equation, contracting the free index with V µ and using Eq. (3.21) we get

immediately

V µ∂µMIJ = 0 . (3.27)

Now, the use that we make of this result and the subsequent analysis will depend on
the causal nature if the non-spacelike vector V µ. We must distinguish between two cases:
the case in which it is timelike, which we consider in section 4 and the case in which it is
null (and we rename it lµ), which we consider in section 5.

4 The timelike case

If V 2 = 2M IJMIJ ≡ 2|M |2 6= 0 we can use Eq. (3.26) to express FIJ
− entirely in terms of

scalars, their derivatives, and Vµ using Eq. (A.16):

FSR
− = − 1√

2|M |2(=m τ)1/2

{[
i
MSR

(=m τ)
dτ + εSRIJDM IJ

]
∧ V̂ − i ?[· · ·]

}
. (4.1)

Here we have added a hat to V to denote the differential form V̂ ≡ Vµdx
µ and distin-

guish its norm.
It can be seen that this form of FSR

− satisfies identically all the Killing spinor equations
δεχI = 0, that we can consider solved.

To solve the equations of motion it is convenient to have directly FIJ and its SL(2,R)-
dual F̃IJ . Their expressions are, actually, somewhat simpler due to the following property:
if dF = 0 (which is the equation satisfied by FIJ and F̃IJ) and £V F = 0 then∇[µ(Fν]ρV

ρ) =
0 and, locally, FνρV

ρ = ∇νE for some scalar potential E. Thus, following Tod [4], we define

∇µEIJ ≡ V νFIJ νµ , ∇µBIJ ≡ V νF̃IJ νµ , (4.2)

and, using the above form of FIJ
− Eq. (4.1) we find

EIJ = 2
√

2(=m τ)−1/2(MIJ + M̃IJ) ,

BIJ = 2
√

2(=m τ)−1/2(τMIJ + τ ∗M̃IJ) ,

(4.3)

where

F̃IJ = V −2

{
V̂ ∧ dBIJ + ?

[
V̂ ∧

(
<e τ

=m τ
dBIJ −

|τ |2

=m τ
dEIJ

)]}
, (4.4)

FIJ = V −2

{
V̂ ∧ dEIJ − ?

[
V̂ ∧

(
<e τ

=m τ
dEIJ −

1

=m τ
dBIJ

)]}
. (4.5)
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It is worth spending a moment in checking the consistency of these results. By defini-
tion, BIJ and EIJ must transform under SL(2,R) as F̃IJ and FIJ , i.e. as a doublet:

~EIJ ≡
(
BIJ

EIJ

)
, ~E ′

IJ = Λ ~EIJ . (4.6)

We can check that this is consistent with Eqs. (4.4) and (4.5) by rewriting the last two
equations in the manifestly SL(2,R)-covariant form

~FIJ = V −2
{
V̂ ∧ d ~EIJ − ?

[
V̂ ∧ (MSd~EIJ)

]}
, (4.7)

on account of Eqs. (2.4,2.5) and (2.6).

On the other hand, it is easy to check that the fact that ~EIJ transforms as a doublet is
consistent with the transformations rules of τ and MIJ alone and Eqs. (4.3).

4.1 Vector and scalar equations of motion

Our next step consists in finding equations for MIJ and τ from the equations of motion
using the decompositions of F̃IJ and FIJ Eqs. (4.4) and (4.5) in which these fields are
written entirely in terms of those scalars and the Killing vector (1-form) V . In this process
we are going to find derivatives of V , and we need to express these in terms of the scalars
and V itself.

From Eq. (3.19) we find that V satisfies the equation

dV̂ = − 1√
2
(=m τ)1/2[M IJFIJ

+ +MIJF
IJ −] . (4.8)

Since

M IJFIJ
+ = −

√
2M IJ

(=m τ)1/2|M |2
[DMIJ ∧ V̂ + i?(DMIJ ∧ V̂ )] , (4.9)

we get

dV̂ =
1

|M |2
{
d|M |2 ∧ V̂ + i ?

[
(M IJDMIJ −MIJDM IJ) ∧ V̂

]}
. (4.10)

It is also convenient to define the 1-form ξ and the 2-form Ω

ξ ≡ i
4
|M |−2(MIJdM

IJ −M IJdMIJ) , (4.11)

Ω ≡ 2|M |−2 ?
[
(Q− ξ) ∧ V̂

]
. (4.12)

ξ transforms under SL(2,R) as

ξ′ = ξ + 1
2
dϕ , (4.13)
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i.e. as the U(1) connection Q, which makes Ω invariant. The connection ξ is also orthogonal
to V and invariant under local rescalings of the scalar matrix MIJ :

ξ(Λ(x)MIJ) = ξ(MIJ) , (4.14)

a property that we will exploit later on. Further, using Eq. (B.24) we can write the
curvature of this connection in the form

dξ = − i
2
d
M IJ

|M |
∧ dMKL

|M |
[δIJ

KL − J K
[IJ L

J ]] , (4.15)

that relates the triviality of ξ with the constancy of the projection J I
J .

Finally, it is convenient to rewrite the equations of motion of the vector and scalar fields
in differential-form language8:

~̂E IJ ≡ ~E IJ
µdx

µ = −?d~F IJ =

(
ÊIJ

B̂IJ

)
, (4.16)

Ê ≡ E V̂ , (4.17)

where ~EIJ
µ is the SL(2,R) doublet formed by the Maxwell and Bianchi identities:

~EIJ µ ≡
(
EIJ µ

BIJ µ

)
=

(
∇ν

?F̃ IJ νµ

∇ν
?F IJ νµ

)
. (4.18)

Using the expressions that we have found for the Maxwell fields and their SL(2,R)
duals and using the above equation for dV rewritten in the form

dV̂ =
d|M |2

|M |2
∧ V̂ + 2|M |2Ω , (4.19)

we find the following two equations for MIJ and τ :

? ~̂E IJ = 1
2
d ?

[
MSd~EIJ

|M |2
∧ V̂

]
+ d ~EIJ ∧ Ω , (4.20)

?Ê∗

|M |2
= −D ?

[
dτ

|M |2=m τ
∧ V̂

]
+ 2i

dτ

=m τ
∧ Ω + 2i

M̃IJ

|M |2
d ?

(
dM IJ

|M |2
∧ V̂

)
. (4.21)

These equations can be now be combined (this is the reason behind the introduction of
V into the equation for τ and the use of differential forms) and simplified. Using the new
variables NIJ defined by

NIJ =
√
=mτMIJ , |N |2 = N IJNIJ = =mτ |M |2 , (4.22)

8We add hats to denote differential forms.
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we construct a new combination of equations that we call âIJ

âIJ ≡ 1

2
√

2=mτ
(τ B̂IJ − ÊIJ)− i

2

(N IJ + Ñ IJ)

|N |2
Ê∗ , (4.23)

and, which, after some massaging, is going to have a much simpler form. To present in
compact form the equations of motion we define these two equations

nIJ ≡ (∇µ + 4iξµ)

(
∂µN IJ

|N |2

)
, (4.24)

e∗ ≡ (∇µ + 4iξµ)

(
∂µτ

|N |2

)
, (4.25)

and, in terms of them, we have, switching again from differential form notation to tensor
notation,

aIJ = nIJ − N IJ + Ñ IJ

|N |2
ÑKLn

KL , (4.26)

BIJ a =
√

2V a

{
N IJ + Ñ IJ

|N |2
<e E − i(aIJ − ãIJ)

}
, (4.27)

EIJ a =
√

2V a

{
N IJ + Ñ IJ

|N |2
<e (τE)− i(τ ∗aIJ − τ ãIJ)

}
. (4.28)

E = |M |2e+ 2iÑKLnKL . (4.29)

The combination |N |−2dτ has U(1) charge −4 and, thus, the second equation is just
a U(1)-covariant divergence, the covariant derivative being constructed with the ξ con-
nection. The first equation has a similar form and, although dNIJ

|N |2 does not transform

covariantly under SL(2,R), the equation is SL(2,R)-covariant up to terms proportional
to the second equation.

4.2 Metric equations of motion

These are equations for the scalars MIJ and τ and involve implicitly the spacetime metric,
which is the only field not determined by them. We need to study now the Einstein
equations and, to do it, it is convenient to choose coordinates adapted to the timelike
Killing vector V . We define a time coordinate by

V µ∂µ ≡
√

2∂t , (4.30)

and the metric takes the “conformastationary” form
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ds2 = |M |2(dt+ ω)2 − |M |−2γijdx
idxj , i, j = 1, 2, 3 , (4.31)

where ω = ωidx
i is a time-independent 1-form and γij is a time-independent (positive-

definite!) metric on constant t hypersurfaces9. Since |M | is in principle determined by the
above equations, we only need to find equations for ω and γ. As usual, the equation for ω
can be derived by comparing Eq. (4.19) for the 1-form V̂ , with the exterior derivative of
the expression for V̂ in the coordinates chosen

V̂ =
√

2|M |2(dt+ ω) . (4.32)

The result is the equation

dω =
1√
2
Ω = i√

2
|M |−4 ?

[
(M IJDMIJ −MIJDM IJ) ∧ V̂

]
. (4.33)

Using the conformastationary metric we can reduce all the equations to equations in
the 3 spatial dimensions with the metric γ. To start with, the equations nIJ and e defined
in Eqs. (4.24) and (4.25) can be expressed in terms of

nIJ
(3) ≡ (∇i + 4iξi)

(
∂iN IJ

|N |2

)
, (4.34)

e∗(3) ≡ (∇i + 4iξi)

(
∂iτ

|N |2

)
, (4.35)

where all the objects are now 3-dimensional with metric γ, by

nIJ = −|M |2nIJ
(3) , e = −|M |2e(3) . (4.36)

The equation (4.33) for the 1-form ω that enters the conformastationary metric reduces
to

fij = 4|M |−2εijk(ξk −Qk) , fij ≡ 2∂[iωj] . (4.37)

Then, we can express all the equations of motion in terms of these two equations plus
the equation10

eij ≡ Rij(γ)− 2∂(i

(
N IJ

|N |

)
∂j)

(
NKL

|N |

)
(δKL

IJ − J K
IJ L

J) , (4.38)

as follows:

9The components of the connection and curvature of this metric can be found in Appendix C.
10This equation should be compared with Eq. (4.15) in which the antisymmetric part of the same

combination appears.

20



E00 = |M |2
[
|M |2=me∗(3) − 2<e (NKLn

KL
(3) ) + 1

2
ek

k
]
, (4.39)

E0i = 0 , (4.40)

Eij = |M |2(eij − 1
2
δijek

k) , (4.41)

BIJ a = −
√

2|M |2V a

{
N IJ + Ñ IJ

=mτ
<e e(3) − i(nIJ

(3) − ñIJ
(3))

}
, (4.42)

EIJ a = −
√

2|M |2V a

{
N IJ + Ñ IJ

=mτ
<e (τe(3))− i(τ ∗nIJ

(3) − τ ñIJ
(3))

}
. (4.43)

E = −|M |2
[
|M |2e(3) + 2iNKLñ

KL
(3)

]
. (4.44)

We are now ready to check whether these equations satisfy the relations expressed in
Eqs. (3.10-3.12). It is immediate to see that they do if the following conditions are satisfied
off-shell:

eij = 0 , (4.45)

|M |2<e (e(3))− 2=m(NIJn
IJ
(3)) = 0 . (4.46)

The first equation determines the 3-dimensional matric γ as a function of the scalars
N IJ and says that γ is Ricci-flat is the projection J I

J is constant. The second equation
can be rewritten in the form

∇i

(
Qi − ξi

|M |2

)
= 0 , (4.47)

and is the integrability condition of Eq. (4.37) for the 1-form ω, whose existence we have
assumed throughout all this analysis. Thus, it is not so much a necessary condition for
supersymmetry as it is a necessary condition for the whole problem to be well defined.

Let us summarize the results of this section: we have seen that, in the timelike case at
hands, field configurations with a metric of the form Eq. (4.31), vector field strengths of
the form Eq. (4.1) and any complex scalar τ , and satisfying Eqs. (4.45) and (4.46) satisfy
all the integrability conditions of the Killing spinor equations.

On the other hand, all the equations of motion, including the Bianchi identities, are
satisfied if the equations

e∗(3) = 0 , nIJ
(3) = 0 , eij = 0 , (4.48)
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(were e∗(3) and nIJ
(3) are defined in Eq. (4.35) and Eq. (4.34)) are satisfied, and automatically

the integrability conditions are also satisfied.
We are now ready to check whether the Killing spinor equations always admit solutions

for those field configurations. Thus will help us in solving the integrability conditions
Eqs. (4.45) and (4.46).

4.3 Solving the Killing spinor equations

We have already checked that the equation δεχI = 0 is automatically solved by our field
configurations, and we only have to check that the equations δεψa I = 0 can also be solved
for them.

Let us consider the timelike component first. It can be put in this form:

|M |−1

{
∂tεI − 1

2
MKLDiMKLγ0i

[
εI + i

√
2γ0

MIJ

|M |
εJ

]
+ i√

2
|M |J̃ K

IDiMKJγiε
J

}
= 0 .

(4.49)
Using the time-independent projector J I

J we can split this equation into two equations:

∂tεI − 1
2
MKLDiMKLγ0i

[
εI + i

√
2γ0

MIJ

|M |
εJ

]
= 0 , (4.50)

J̃ K
IDiMKJγiε

J = 0 . (4.51)

The first equation is solved by a time independent spinor because

εI + i
√

2γ0
MIJ

|M |
εJ = 0 , (4.52)

due to the Fierz identity

MIJε
J = i

2
V aγaεI , (4.53)

and our choice of Vierbeins. For generic (i.e. not built from already-known Killing spinors)
scalars MIJ the above relation would be a constraint breaking 1/2 of the supersymmetries
to be imposed on the Killing spinors whenever MKLDiMKL 6= 0. The counting of unbroken
supersymmetries is, however, a bit more subtle and depends on the triviality of the U(1)
connection ξ: if ξ is a total derivative the projection J I

J is constant and a global SU(4)
rotation suffices to set to zero two of the chiral Killing spinors. This is the procedure
followed by Tod in Ref. [4], where he solved the constant J I

J (internally rigid) case by
setting to zero two of the spinors, breaking the explicit SU(4) covariance of the solutions.
The solutions found by Tod preserve, then, generically, 1/4 of the supersymmetries11. If
J I

J is not constant, ξ is non-trivial and the 4 Killing spinors cannot be related by global

11The conditions under which 1/2 of the supersymmetries are preserved were studied in Ref. [5].
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SU(4) rotations, but we are now going to see that this case can also be solved introducing a
new projection on the Killing spinors which also reduces the amount of generically preserved
supersymmetries to 1/4.

Now, using time-independence of the Killing spinors and Eq. (4.52), the spacelike com-
ponents of δεψa I = 0 take the form[

∇i − 1
2

MKL∂iMKL

|M |2

]
εI = 0 , (4.54)

which can be rewritten in the form

(∇i − iξi)(|M |−1/2εI) = 0 . (4.55)

The integrability condition for this equation is

[Rijklγ
kl + 4i(dξ)ij]εI = 0 . (4.56)

This equation can be solved in essentially one way, up to local Lorentz transformations:

R12
12 = ±2(dξ)12 ,

1√
2
(1∓ iγ12)εI = 0 , (4.57)

the remaining components of the curvatures being zero. In terms of the connections
we should have, in the appropriate Lorentz frame, the following relation between the 3-
dimensional spin connection oij and the U(1) connection ξ:

ξ = ±1
2
o12(x1, x2) + 1

2
dλ(x1, x2, x3) , (4.58)

for some 3-dimensional 1-form ξ and some real scalar function λ. If complex scalars M IJ

and 3-dimensional metric γij exist such that the above condition is met, then there are
Killing spinors of the form

εI = e
i
2
λ|M |1/2εI , (ξ − 1

2
dλ) 1√

2
(1∓ iγ12)εI = 0 . (4.59)

The relation between the spin connection and the U(1) connection is just the require-
ment that the 3-dimensional metric has U(1) holonomy, which implies that it is reducible
to the direct product of a 2- and a 1-dimensional metric and, thus, can always be written
in the form

γijdx
idxj = dx2 + 2e2U(z,z∗)dzdz∗ , (4.60)

which, in turn, implies that ξ is given by

ξ = ± i
2
(∂zUdz − ∂z∗Udz

∗) + 1
2
dλ(x, z, z∗) . (4.61)

Let us summarize the results of this section. We have found that, to construct a
supersymmetric configuration (not necessarily a solution) of pure, ungauged, N = 4, d = 4
supergravity amounts, now, to
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1. Find a set of time-independent complex scalars M IJ satisfying εIJKLMIJMKL = 0
such that the U(1) connection ξ defined in Eq. (4.11) can be written in the form
Eq. (4.61). The integrability condition Eq. (4.45) should automatically be solved by
this choice.

2. Find τ by solving the integrability condition Eq. (4.47) of the defining equation of
the 1-form ω (4.33).

If we want the supersymmetric configuration to be a solution of the equations of motion,
we also need to impose Eqs. (4.34) and (4.35), but we do not need to check the integrability
condition Eq. (4.47).

In the next section we study different solutions to these equations.

4.4 Supersymmetric configurations and solutions

According to the recipe of the previous section, our first step in finding supersymmetric
configurations and solutions is to find the complex scalars M IJ satisfying εIJKLMIJMKL =
0 and such that ξ can be written in the form Eq. (4.61). The first condition can be easily
met, for instance, by taking only M12,M13 and M23 non-vanishing, but we prefer not to
make any specific choice that would break SU(4) covariance. The second condition can be
solved by the following Ansatz

MIJ = eiλ(x,z,z∗)M(x, z, z∗)kIJ(z) , M = M∗ , λ = λ∗ , εIJKLkIJkKL = 0 , (4.62)

which give a connection ξ of the form Eq. (4.61) with

U = + ln |k| , |k|2 ≡ kIJ(z∗)kIJ(z) , (4.63)

and satisfies automatically the integrability condition Eq. (4.45).
Solving the integrability condition Eq. (4.47) is considerably more difficult and consid-

ering solutions (instead of general configurations) simplifies the problem. We have found
three families of solutions.

1. If the kIJ are constants, then, normalizing |k|2 = 1 for simplicity, ξ = 1
2
dλ and U = 0.

This is the case considered by Tod in Ref. [4] and studied in detail in Ref. [5]. Tod
took advantage of the fact that dξ = 0 implies that J I

J is constant and a global
SU(4) rotation can be used to set to zero two of the εIs. We will not do so, as this
breaks the explicit SU(4) covariance, but our results are, of course, equivalent.

Eq. (4.34) takes the form

∂i∂iH1 = 0 , H1 ≡ [(=m τ)1/2e−iλM ]−1 , (4.64)

and is solved by any arbitrary complex harmonic function H1.
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Using the above equation, Eq. (4.35) takes the form

∂i∂i(H1τ) = 0 , (4.65)

which is solved by

τ = H1/H2 , ∂i∂iH2 = 0 , (4.66)

another arbitrary complex harmonic function. The pair of harmonic functions and
the constants determine completely the solutions. In particular

|M |−2 = M−2 = =m(H̄2H1) . (4.67)

2. If eiλ = M = 1, the integrability condition Eq. (4.47) can be solved by taking τ
constant. The only non-trivial equation of motion, Eq. (4.34) is solved using the
holomorphicity of the kIJs. The metric takes the form

ds2 = |k|2(dt+ ωxdx)
2 − |k|−2dx2 − 2dzdz∗ , (4.68)

where ωx satisfies

∂zωx − ∂xωz = ∂z∗|k|−2 , ∂z∗ωx − ∂xωz∗ = ∂z|k|−2 , ∂z∗ωz − ∂zωz∗ = 0 . (4.69)

The metric and the supersymmetry projectors indicate that these solutions describe
stationary strings lying along the coordinate x, in spite of the trivial axion field,
which is the dual of the Kalb-Ramond 2-form B that couples to strings. Observe,
however, that the duality relation is not simply dB = ?da: there are terms quadratic
in the field strengths involved in the duality which must render B non-trivial.

The metric and the vector fields involved depends strongly on the choice of holomor-
phic kIJs. It is instructive to have an example completely worked out.

Let us consider the simplest case: only k12 = 1√
2z

non-trivial. This allows us to set

ωz = ωz∗ = 0. Then, |k|2 = |z|−2 and ωx = 2<e(z2) and the full solution is given by

ds2 =
1

|z|2
[dt+ 2<e(z2)dx]2 − |z|2dx2 − 2dzdz∗ ,

F12 = −
√

2eφ0/2

z2
{[dt+ 2<e(z2)dx] ∧ dz − i?[[dt+ 2<e(z2)dx] ∧ dz]} = (F34)

∗ ,

τ = τ0 .
(4.70)
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3. The only solutions that we have found with λ and the kIJ(z)s simultaneously non-
trivial have just λ = λ(x) and M = M(x) and are a superposition of the solutions
with constant kIJ and the solutions with constant λ in which these functions depend
only on mutually transversal directions.

Thus, these solutions depend on holomorphic functions kIJ(z) chosen with the same
criteria as in the previous case, and a pair of complex functions H1,H2 linear in x
such that =m τ > 0, and the metric is given by

ds2 = (M |k|)2(dt+ ωxdx)− (M |k|)−2dx2 − 2M−2dzdz∗ , (4.71)

where M is again given by Eq. (4.67).

5 The null case

As we have mentioned before, the null case was completely solved by Tod in Ref. [4], but
we include it her for the sake of completeness.

As explained in Appendix B, in the null case all the spinors a proportional εI = φIε.
In the N = 4, d = 4 case at hands, εI has a U(1) charge under SL(2,R) transformations
that has to be distributed between φI and ε. We choose to have the φI uncharged. Had
we chosen to have φI is charged with charge qφ 6= 0, then the real 1-form

ζ ≡ iφIdφ
I , (5.1)

would transform as a U(1) connection under SL(2,R) transformations as well and would
play a role analogous to that of the connection ξ in the timelike case. With our choice,
ζ is just a U(1) connection under the transformations Eq. (B.28) and covariantizes with
respect to them the expressions that involve ε.

We are now going to substitute εI = φIε into the KSEs and we are going to use the
normalization condition to split the KSEs into three algebraic and one differential equation
for ε. One of the algebraic equations for ε will be a differential equation for φI .

The substitution yields immediately

DµφIε+ φIDµε− i
2
√

2
(=m τ)1/2FIJ

+
µνφ

Jγνε∗ = 0 , (5.2)

φI
6∂τ
=m τ

ε− 1
2
√

2
(=m τ)1/2 6FIJ

−φJε∗ = 0 . (5.3)

Acting on Eq. (5.2) with φI leads to

Dµε = −φIDµφIε , (5.4)

which takes the form
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D̃µε ≡ (Dµ + iζµ)ε = 0 , (5.5)

and becomes the only differential equation for ε. We have defined the derivative D̃ covariant
with respect to SL(2,R) and U(1) local rotations under which ε and φI have charges +1
and −1, respectively. Using Eq. (5.5) into Eq. (5.2) to eliminate Dµε we obtain

D̃φIε− i
2
√

2
(=m τ)1/2FIJ

+
µνφ

Jγνε∗ = 0 , (5.6)

which is one of the algebraic constraints for ε and is a differential equation for φI .
Acting with φI on Eq. (5.3) we see that it splits into two algebraic constraints for ε:

6∂τε = 0 , (5.7)

6FIJ
−φJε∗ = 0 . (5.8)

Finally, we add to the system an auxiliary spinor η, introduced in Appendix B, with
charges opposite to those of ε. The normalization condition Eq. (B.33) will be preserved
if and only if η satisfies a differential equation of the form

D̃µη + aµε = 0 , (5.9)

where aµ is, in principle, an arbitrary vector with the right charges that transforms under
the redefinitions Eqs. (B.36) and (B.37) as a connection

a′µ = aµ + ∂µδ . (5.10)

In practice, however, aµ cannot be completely arbitrary since the integrability condi-
tions of the differential equation of η have to be compatible with those of the differential
equation for ε and this requirement will determine aµ.

Before we start a systematic analysis of these equations, it is worth comparing Eq. (5.5)
to Eq. (4.55) and their integrability conditions which have the same structure except for the
important detail of the dimensionality and signature. Therefore, we expect two main types
of solutions: configurations with U(1) holonomy on a 2-dimensional (spacelike) subspace
and configurations with U(1) holonomy in a null direction, which is the new possibility
allowed by the Lorentzian signature. These expectations are also supported by the Fierz
identities

6mε = −iε , (5.11)

6 lε∗ = 0 , (5.12)

which are satisfied automatically here, but will be interpreted as projections.
We will call these two possibilities B and A respectively.
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5.1 Killing equations for the vector bilinears and first conse-
quences

We are now ready to derive equations involving the bilinears, in particular the vector
bilinears which we construct with ε and the auxiliary spinor η introduced in Appendix B.
First we deal with the equations that do not involve derivative of the spinors. Acting with
ε̄ on Eq. (5.6) and with ε̄∗γµ on the complex conjugate of Eq. (5.8) we get

φIFIJ
+

µνl
ν = 0 , (5.13)

εIJKLφJFKL
+

µνl
ν = 0 . (5.14)

Acting with ε̄∗ and η̄∗ on Eq. (5.7) we get12

l · ∂τ = 0 , (5.15)

m∗ · ∂τ = 0 . (5.16)

Now, from Eqs. (5.5) and (5.9) we find

∇µlν = 0 , (5.17)

D̃µnν = −a∗µmν − aµm
∗
ν , (5.18)

D̃µmν = −aµlν . (5.19)

Let us now find the simplest implications of these equations.
To start with,Eqs. (5.13) and (5.14), together, imply for nonvanishing φI

13

FIJ
+

µνl
ν = 0 . (5.20)

Using Eq. (A.19), we see that the vector field strengths must take the form

FIJ
+ = 1

2
FIJ l ∧m∗ , (5.21)

FIJ
− = 1

2
F̃IJ l ∧m, (5.22)

12The first of these equations had already been obtained in the general case Eq. (3.21).
13This equation also follows from the general result Eq. (4.1) for vanishing scalars MIJ .
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where FIJ is a skew-symmetric SU(4) matrix of scalars to be determined and F̃IJ is its
SU(4) dual.

This solves completely Eq. (5.8), as can be seen using the Fierz identity

lµγ
µνε∗ = 3lνε∗ , (5.23)

and we can substitute Eq. (5.21) into Eq. (5.6) the only remaining equation in which vector
field strengths occur. Using the Fierz identities

6 lε∗ = 0 , (5.24)

6m∗ε∗ = −iε , (5.25)

it takes the form

D̃µφI − 1
4
√

2
(=m τ)1/2FIJφ

J lµ = 0 , (5.26)

from which we find

FIJφ
J =

4
√

2

(=m τ)1/2
nµD̃µφI . (5.27)

On the other hand, from Eqs. (5.15) and (5.16) we find that

dτ = Al̂ +Bm̂∗ . (5.28)

There are two cases to be considered here: case A (B = 0) and case B (B 6= 0). In
case B, we can write

dτ = B

(
m̂∗ +

A

B
l̂

)
= Bm̂∗ ′ , (5.29)

after a redefinition of the type Eqs. (B.36) and (B.37). All the equations that we have
written so far are covariant with respect to this kind of transformations and we just have
to add primes (which we suppress immediately afterwards) everywhere. Thus, the case B
is equivalent to A = 0 and we can always assume that either A or B is always zero. Since
the connection Q depends on τ , the holonomy is different in these two cases. These are
the two cases we mentioned at the end of the previous section and we will deal with them
separately afterwards.

5.2 Equations of motion and integrability constraints

Although we have not yet discussed the form of the metric, we already have enough infor-
mation to study the equations of motion and check whether they satisfy the integrability
conditions Eqs. (3.13)-(3.15).
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Using the results of the previous section, we can write the equations of motion in the
form14

Eµν − 1
2
gµνEρ

ρ = Rµν +

[
|A|2

2(=m τ)2
+ 1

16
=m τ F2

]
lµlν +

|B|2

2(=m τ)2
m(µm

∗
ν) , (5.30)

E =
1

=m τ

[
lµ∂µA

∗ −B∗lµaµ +mµ∂µB
∗ + i

4

|B|2

=m τ

]
, (5.31)

ÊIJ − τ ∗B̂IJ = −i(=m τ) d(FIJ l̂ ∧ m̂∗) . (5.32)

Substituting into Eqs. (3.13)-(3.15) and operating, we get

Rµνl
ν = 0 , (5.33)

Rµνm
ν − |B|2

4(=m τ)2
mµ = 0 , (5.34)

lµ∂µA
∗ −B∗lµaµ +mµD̃µB

∗ + i
4

|B|2

=m τ
= 0 , (5.35)

B∗FIJφ
J = 0 . (5.36)

We do not have a metric yet, but we can find Rµνl
ν and Rµνm

ν from the integrability
conditions of Eqs. (5.5) and (5.9). Commuting the derivative and projecting with gamma
matrices and spinors in the usual way, it is easy to find from Eq. (5.5)

Rµνl
ν = −2i(dζ)µνl

ν , (5.37)

Rµνm
ν = +2i(dζ)µνm

ν − 2i(dQ)µνm
ν

= +2i(dζ)µνm
ν +

|B|2

4(=m τ)2
mµ , (5.38)

and from Eq. (5.9)

Rµνm
ν = 2i(dζ)µνm

ν − 2i(dQ)µνm
ν − 2(da)µνl

ν

14We have ignored all the terms that contain products AB etc.
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= +2i(dζ)µνm
ν +

|B|2

4(=m τ)2
mµ − 2(da)µνl

ν , (5.39)

Rµνn
ν = 2i(dζ)µνn

ν − 2i(dQ)µνn
ν − 2(da)µνm

∗ ν

= 2i(dζ)µνn
ν − 2(da)µνm

∗ ν . (5.40)

Comparing now these three sets of equations, we get

(dζ)µνl
ν = (dζ)µνm

ν = 0 , ⇒ dζ = 0 , ⇒ ζ = dα , (5.41)

locally, and, eliminating ζ by a local phase redefinition,

(da)µνl
ν = 0 , (5.42)

(da)µνm
∗ ν = −1

2
Rµνn

ν , (5.43)

which tell us that

da = −1
2
Rz∗um̂ ∧ m̂∗ + 1

2
Ruul̂ ∧ m̂+ Cl̂ ∧ m̂∗ , (5.44)

where C is a function to be chosen so as to make this equation (and, hence, Eq. (5.9))
integrable.

Once ζ has been eliminated, we can solve Eq. (5.27) of FIJ as follows:

FIJ =
8
√

2

(=m τ)1/2
nµ(∂µφ[I)φJ ] . (5.45)

5.3 Metric

At this point we need information about the exact form of the metric. The most important
piece of information comes from the covariant constancy of the null vector lµ. Metrics
admitting a covariantly constant null vector are known as pp-wave metrics and were first
described by Brinkmann in Refs. [64, 65]. Since lµ is a Killing vector and dl̂ = 0 we can
introduce the coordinates u and v

lµdx
µ ≡ du , (5.46)

lµ∂µ ≡ ∂

∂v
. (5.47)

The previous results imply that all the objects we are dealing with (τ, φI ,FIJ) are inde-
pendent of v.
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Using these coordinates, a 4-dimensional pp-wave metric takes the form15

ds2 = 2du(dv +Kdu+ ω)− 2e2Udzdz∗ , ω = ωzdz + ωz∗dz
∗ , (5.48)

where all the functions in the metric are independent of v and where either K or the 1-form
ω could, in principle, be removed by a coordinate transformation. In this case, however,
we have to be very careful because we have already used part of the freedom we had to
redefine the spinors, and, therefore, the null tetrad, and we have to check that the tetrad
integrability equations (5.17)-(5.19) are satisfied by our choices of eU , K and ω.

We are now ready to study and solve each case separately.

5.4 Case A

This is the B = 0 case. dτ = Al̂ implies that τ = τ(u) and A = τ̇ . The connection Q can
be integrated

Q = dβ(u) , (5.49)

and can be eliminated from all the equations by absorbing a phase into the spinors:

e−iβε = ε′ , eiβη = η′ , (5.50)

and similarly on the null tetrad.
To fix the form of the metric, we study the antisymmetric part of Eq. (5.19)

dm̂+ â ∧ l̂ = dU ∧ m̂+ â ∧ l̂ = 0 , (5.51)

which implies that U only depends on u and

â = U̇m̂+Dl̂ , (5.52)

where D is a function to be found. Substituting into the antisymmetric part of Eq. (5.18)
we find

dn̂+ â∗ ∧ m̂+ â ∧ m̂∗ = dn̂+D∗l̂ ∧ m̂+Dl̂ ∧ m̂∗ = 0 , (5.53)

which is solved by

n = dv +Kdu , D∗ = e−U∂zK . (5.54)

Now, comparing Eq. (5.52) with Eq. (5.44) we find that Ruz = 0 which implies (since
ω = 0) that U̇ = 0.

Finally, to ensure supersymmetry, the integrability conditions Eqs. (5.33)-(5.36) have
to be satisfied, and, with constant U all of them are automatically satisfied.

15The components of the connection and the Ricci tensor of this metric can be found in Appendix D.
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It also follows from the previous equations that the φIs can only depend on u and FIJ

is given by

FIJ =
8
√

2

(=m τ)1/2
φ̇[IφJ ] . (5.55)

Now, let us consider the equations of motion. The scalar, Maxwell and Bianchi equa-
tions are automatically satisfied and the Einstein equation can be solved by a K satisfying

2∂z∂z∗K =
|τ̇ |2

(=m τ)2
+ 1

16
=m τ F2 . (5.56)

These solutions preserve generically 1/4 of the supersymmetries.

5.5 Case B

This is the A = 0 case. If we choose m∗ = eUdz∗, then dτ = Bm∗ implies τ = τ(z∗) and
BeU = ∂z∗τ . Substituting the corresponding connection 1-form Q into Eq. (5.19) one finds

B∗ =
g(z, u)

(=m τ)1/2
, (5.57)

â = −∂u ln g m̂+Dl̂ , (5.58)

where g is a holomorphic function of z and D is a function to be determined. The first of
these relations tells us that

∂zτ
∗ =

eU

(=m τ)1/2
g(z, u) , (5.59)

is a holomorphic function of z, independent of u, and taking the derivative of both sides
with respect to z∗ we get

eU

(=m τ)1/2
= f(u) , g(z, u) =

h(z)

f(u)
, (5.60)

where f(u) is a real function of u.
Substituting now â into the antisymmetric part of Eq. (5.18) we find that n̂ is given by

n̂ = dv + ω , (5.61)

(so K = 0 in the metric Eq. (5.48)) where the 1-form ω satisfies

fzz∗ = e2U∂u ln (B/B∗) = 0 , (5.62)

and D is given by
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D∗ = −ω̇ze
−U . (5.63)

Now that we have determined â we have to check that it satisfies the integrability
condition Eq. (5.44). This requires the following equations to be satisfied:

Ruz∗ + i
2

∂u ln fB

=m τ
= 0 , (5.64)

Ruu − 2[∂2
u ln f + ∂u ln f∂u ln f ] + 2e−U∂zD = 0 , (5.65)

C + e−U∂z∗D = 0 . (5.66)

Comparing with the integrability conditions Eqs. (5.33)-(5.36), we conclude that f must
be a constant that we normalize f = 1 and that ω must be exact, and we can eliminate it.
Further, the φIs must be constant and the vector field strengths must vanish.

All the equations of motion are automatically satisfied in these conditions, and the
solutions are the stringy cosmic strings of Ref. [63].

Our result differs from Tod’s, who used τ and τ ∗ as coordinates and found very similar
solutions with nontrivial ω that depend in a very complicated way on a function g(τ, u) an
its complex conjugate. This function could be eliminated by a coordinate change in which
all the u dependence and the 1-form ω disappear, recovering the stringy cosmic string
solutions.
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A Conventions

A.1 Tensors

We use Greek letters µ, ν, ρ, . . . as (curved) tensor indices in a coordinate basis and Latin
letters a, b, c . . . as (flat) tensor indices in a tetrad basis. Underlined indices are always
curved indices. We symmetrize () and antisymmetrize [] with weight one (i.e. dividing by
n!). We use mostly minus signature (+ − −−). η is the Minkowski metric and a general
metric is denoted by g. Flat and curved indices are related by tetrads ea

µ and their inverses
ea

µ, satisfying
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ea
µeb

νgµν = ηab , ea
µe

b
νηab = gµν . (A.1)

∇ is the total (general- and Lorentz-) covariant derivative, whose action on tensors and
spinors (ψ) is given by

∇µξ
ν = ∂µξ

ν + Γµρ
νξρ ,

∇µξ
a = ∂µξ

a + ωµb
aξb ,

∇µψ = ∂µψ − 1
4
ωµ

abγabψ ,

(A.2)

where γab is the antisymmetric product of two gamma matrices (see next section), ωµb
a

is the spin connection and Γµρ
ν is the affine connection. The respective curvatures are

defined through the Ricci identities

[∇µ,∇ν ] ξ
ρ = Rµνσ

ρ(Γ) ξσ + Tµν
σ∇σξ

ρ ,

[∇µ,∇ν ] ξ
a = Rµνb

a(ω)ξb ,

[∇µ,∇ν ] ψ = −1
4
Rµν

ab(ω)γabψ .

(A.3)

and given in terms of the connections by

Rµνρ
σ(Γ) = 2∂[µΓν]ρ

σ + 2Γ[µ|λ
σΓν]ρ

λ ,

Rµνa
b(ω) = 2∂[µ ων]a

b − 2ω[µ|a
c ω|ν]c

b .
(A.4)

These two connections are related by the tetrad postulate

∇µea
µ = 0 , (A.5)

by

ωµa
b = Γµa

b + ea
ν∂µeν

b , (A.6)

which implies that the curvatures are, in turn, related by

Rµνρ
σ(Γ) = eρ

aeσ
bRµνa

b(ω) . (A.7)

Finally, metric compatibility and torsionlessness fully determine the connections to be
of the form

Γµν
ρ = 1

2
gρσ {∂µgνσ + ∂νgµσ − ∂σgµν} ,

ωabc = −Ωabc + Ωbca − Ωcab , Ωab
c = ea

µeb
ν∂[µe

c
ν] .

(A.8)

35



The 4-dimensional fully antisymmetric tensor is defined in flat indices by tangent space
by

ε0123 = +1 , ⇒ ε013 = −1 , (A.9)

and in curved indices by

εµ1···µ3 =
√
|g| eµ1

a1 · · · eµ3
a3ε

a3···a3 , (A.10)

so, with upper indices, is independent of the metric and has the same value as with flat
indices.

We define the (Hodge) dual of a completely antisymmetric tensor of rank k, F(k) by

?F(k)
µ1···µ(d−k) = 1

k!
√

|g|
εµ1···µ(d−k)µ(d−k+1)···µdF(k)µ(d−k+1)···µd

. (A.11)

Differential forms of rank k are normalized as follows:

F(k) ≡ 1
k!
F(k)

µ1···µkdx1 ∧ · · · dxk . (A.12)

For any 4-dimensional 2-form, we define

F± ≡ 1
2
(F ± i ?F ) , ±i?F± = F± . (A.13)

For any two 2-forms F,G, we have

F± ·G∓ = 0 , F±
[µ

ρ ·G∓
ν]ρ = 0 . (A.14)

Given any 2-form F = 1
2
Fµνdx

µ∧dxν and a non-null 1-form V̂ = Vµdx
µ, we can express

F in the form

F = V −2[E ∧ V̂ − ?(B ∧ V̂ )] , Eµ ≡ FµνV
ν , Bµ ≡ ?FµνV

ν . (A.15)

For the complex combinations F± we have

F± = V −2[C± ∧ V̂ ± i ?(C± ∧ V̂ )] , C±
µ ≡ F±

µνV
ν . (A.16)

If we have a (real) null vector lµ, we can always add three more null vectors nµ,mµ,m∗µ

to construct a complex null tetrad such that the local metric in this basis takes the form
0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

 (A.17)

with the ordering (l, n,m,m∗). For the local volume element we obtain εlnmm∗
= i. The

general expansion in the dual basis of 1-forms
(
l̂, n̂, m̂, m̂∗

)
of F+ depends on three arbi-

trary complex functions a, b, c
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F+ = a
(
l̂ ∧ n̂+ m̂ ∧ m̂∗

)
+ bl̂ ∧ m̂∗ + cn̂ ∧ m̂ , F− = (F+)∗ . (A.18)

Then, in this case, F is not completely determined by its contraction with the null vector
l, but

F+ = L± ∧ n̂± ?(L± ∧ n̂) + bl̂ ∧ m̂ , L±
µ ≡ F±

µνl
ν = alµ − cmµ . (A.19)

A.2 Gamma matrices and spinors

We work with a purely imaginary representation

γa ∗ = −γa , (A.20)

and our convention for their anticommutator is

{γa, γb} = +2ηab . (A.21)

Thus,

γ0γaγ0 = γa † = γa−1 = γa . (A.22)

The chirality matrix is defined by

γ5 ≡ −iγ0γ1γ2γ3 = i
4!
εabcdγ

aγbγcγd , (A.23)

and satisfies

γ5
† = −γ5

∗ = γ5 , (γ5)
2 = 1 . (A.24)

With this chirality matrix, we have the identity

γa1···an =
(−1)[n/2]i

(4− n)!
εa1···anb1···b4−nγb1···b4−nγ5 . (A.25)

Our convention for Dirac conjugation is

ψ̄ = iψ†γ0 . (A.26)

Using the identity Eq. (A.25) the general d = 4 Fierz identity for commuting spinors
takes the form

(λ̄Mχ)(ψ̄Nϕ) = 1
4
(λ̄MNϕ)(ψ̄χ) + 1

4
(λ̄MγaNϕ)(ψ̄γaχ)− 1

8
(λ̄MγabNϕ)(ψ̄γabχ)

−1
4
(λ̄Mγaγ5Nϕ)(ψ̄γaγ5χ) + 1

4
(λ̄Mγ5Nϕ)(ψ̄γ5χ) .

(A.27)
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We use 4-component chiral spinors whose chirality is related to the position of the
SU(4) index:

γ5χI = +χI , γ5ψµ I = −ψµ I , γ5εI = −εI . (A.28)

Both (chirality and position of the SU(4) index) are reversed under complex conjugation:

γ5χ
∗
I ≡ γ5χ

I = −χI , γ5ψ
∗
µ I ≡ γ5ψµ

I = +ψµ
I , γ5ε

∗
I ≡ γ5ε

I = +εI . (A.29)

We take this fact into account when Dirac-conjugating chiral spinors:

χ̄I ≡ i(χI)
†γ0 , χ̄Iγ5 = −χ̄I , etc. (A.30)

The sum of the two chiral spinors related by complex conjugation gives a standard
(real) Majorana spinor with an SU(4) index with the complicated transformation rule of
Ref. [53].

B Fierz identities for bilinears

Here we are going to work with an arbitrary number N of chiral spinors, although we
are ultimately interested in the N = 4 case only. Whenever there are special results for
particular values of N , we will explicitly say so. We should bear in mind that the maximal
number of independent chiral spinors is 2 and, for N > 2 (in particular for N = 4) N
spinors cannot be linearly independent at a given point. This trivial fact has important
consequences.

Given N chiral commuting spinors εI and their complex conjugates εI we can con-
structed the following bilinears that are not obviously related via Eq. (A.25):

1. A complex matrix of scalars

MIJ ≡ ε̄IεJ , M IJ ≡ ε̄IεJ = (MIJ)∗ , (B.1)

which is antisymmetric MIJ = −MJI .

2. A complex matrix of vectors

V I
J a ≡ iε̄IγaεJ , VI

J
a ≡ iε̄Iγaε

J = (V I
J a)

∗ , (B.2)

which is Hermitean:

(V I
J a)

∗ = VI
J

a = V J
I a = (V I

J a)
T . (B.3)
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3. A complex matrix of 2-forms

ΦIJ ab ≡ ε̄IγabεJ , ΦIJ
ab ≡ ε̄Iγabε

J = (ΦIJ ab)
∗ , (B.4)

which is symmetric in the SU(N) indices ΦIJ ab = ΦJI ab and, further,

?ΦIJ ab = −iΦIJ ab ⇒ ΦIJ ab = ΦIJ
+

ab . (B.5)

As we are going to see, this matrix of 2-forms can be expressed entirely in terms of
the scalar and vector bilinears.

It is straightforward to get identities for the products of these bilinears using the Fierz
identity Eq. (A.27). First, the products of scalars:

MIJMKL = 1
2
MILMKJ − 1

8
ΦIL · ΦKJ , (B.6)

MIJM
KL = −1

2
V L

I · V K
J . (B.7)

From Eq. (B.6) immediately follows

MI[JMKL] = 0 , (B.8)

which is a particular case of the Fierz identity

ε[JMKL] = 0 . (B.9)

For N = 4, 8, . . ., Eq. (B.8) implies, in turn

PfM = 0 ⇒ detM = 0 . (B.10)

For N = 4 we can define the SU(4)-dual of MIJ

M̃IJ ≡ 1
2
εIJKLM

KL , ε1234 = ε1234 = +1 , (B.11)

and the vanishing of the Pfaffian implies

M̃IJM
IJ = 0 . (B.12)

From Eq. (B.7) and the antisymmetry of M immediately follows

V I
L · V K

J = −V I
J · V K

L = −V K
L · V I

J , (B.13)

which implies that all the vector bilinears V I
J a are null:

V I
J · V I

J = 0 . (B.14)

39



On the other hand, from Eqs. (B.13) and (B.7) follows the real SU(N)-invariant combina-
tion of vectors Va ≡ V I

I a is always non-spacelike:

V 2 = −V I
J · V J

I = 2M IJMIJ ≥ 0 . (B.15)

The products of M with the other bilinears16 give

MIJV
K

L a = 1
2
MILV

K
J a + 1

2
ΦIL baV

K
J

b , (B.16)

MIJΦKL
ab = V L

I [a|V
K

J |b] − i
2
εab

cdV L
I cV

K
J d . (B.17)

Now, let us consider the product of two arbitrary vectors17:

V I
J aV

K
L b = i

2
εab

cdV I
L cV

K
J d + V I

L (a|V
K

J |b) − 1
2
gabV

I
L · V K

J . (B.18)

For V 2 this identity allows us to write the metric in the form

gab = 2V −2[VaVb − V I
J aV

J
I b] . (B.19)

Following Tod [4], for V 2 6= 0 we introduce

J I
J ≡

2M IKMJK

|M |2
=

2V · V I
J

V 2
, |M |2 ≡MLMMLM = 1

2
V 2 . (B.20)

Using Eq. (B.6) we can show that it is a Hermitean projector whose trace equals 2:

J I
JJ J

K = J I
K , J I

I = +2 . (B.21)

Further, using the general Fierz identity we find

J I
Jε

J = εI , εIJ I
J = εJ , (B.22)

which should be understood for N > 2 of the fact that the εI are not linearly independent18.
As a consequence of the above identity, the contraction of J with any of the bilinears is
the identity. Using this result and Eq. (B.17), we find

ΦKL
ab =

2M IKMIJ

|M |2
ΦJL

ab =
2M IK

|M |2
V L

I [aVb] − i
M IK

|M |2
εab

cdV L
I cVd . (B.23)

Other useful identities are

MIJM
KL

|M |2
= J K

[IJ L
J ] , (B.24)

16We omit the product MIJΦKL ab which will not be used.
17The product V I

J aVL
K

b gives a different identity that will not be used
18For N = 2 J I

J = δI
J . See later on.
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and

2M̃ IKM̃JK

|M |2
= δI

J − J I
J ≡ J̃ I

J , (B.25)

which is the complementary projector.
In the null case V 2 = |M |2 = 0 it is customary to write la ≡ V I

I a. Since |M |2 is a sum
of positive numbers, each of them must vanish independently, i.e. M IJ = 0. This implies
that all spinors εI are proportional and one can write

εI = φIε , (B.26)

for some complex functions φI which transform as an SU(4) vector, and some negative-
chirality spinor ε. These are defined up to a rescaling by a complex function and opposite
weights. Part of this freedom can be fixed by normalizing

φIφ
I = 1 , φI ≡ φ∗I . (B.27)

Then, the only freedom that remains in the definition of φI is a change by a local phase
θ(x)

φI → eiθφI , ε→ e−iθε . (B.28)

In this case on can construct another Hermitean projector KI
J that plays a role anal-

ogous to that of J I
J in the non-null case:

KI
J ≡ φIφJ , (B.29)

which satisfies

KI
JKJ

K = KI
K , KI

I = +1 , (B.30)

and

KI
Jε

J = εI , εIKI
J = εJ , (B.31)

which expresses the known fact that only one spinor is linearly independent in this case.
In the null case, all the vector bilinears are also proportional to the null vector l:

V I
J a = KI

J la . (B.32)

Once ε is given, we may introduce an auxiliary spinor with the same chirality and
opposite U(1) charge as ε and normalized against ε by

ε̄η =
1

2
, (B.33)

where ε̄ = iεTγ0. With both spinors we can construct a complex null tetrad with metric
Eq. (A.17) as follows:
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lµ = iε̄∗γµε , nµ = iη̄∗γµη , mµ = iε̄∗γµη = iη̄γµε
∗ , m∗

µ = iε̄γµη
∗ = iη̄∗γµε . (B.34)

The normalization condition (B.27) does not fix completely the auxiliary spinor η and
the freedom in the choice of η becomes a freedom in the null tetrad. First of all, there is
a U(1) freedom Eq. (B.28) under which η′ = eiθη and

l′ = l , n′ = n , m′ = e2iθm. (B.35)

Further, we can also shift η by terms proportional to ε preserving the normalization

η′ = η + δε . (B.36)

Under this redefinition of η, the null tetrad transforms as follows:

l′ = l , n′ = n+ δ∗m+ δm∗ + |δ|2l , m′ = m+ δl . (B.37)

B.1 The N = 2 case

Here we describe some of the peculiarities of the N = 2 case in which the number of spinors
is precisely the necessary to construct a basis at each point.

In the N = 2 case there is only one independent (complex) scalar X since

ε̄IεJ = XεIJ , (B.38)

where εIJ is the (constant) 2-dimensional totally antisymmetric tensor. It follows that

|M |2 = 2|X|2 , (B.39)

and, using εIJε
KL = δIJ

KL we can show that the projector

J I
J = δI

J . (B.40)

In the |M |2 6= 0 case, the four vector bilinears V I
J µ can be used as a null tetrad

lµ = V 1
1 µ , nµ = V 2

2 µ , mµ = V 1
2 µ , m∗

µ = V 2
1 µ , . (B.41)

Alternatively, one can use the four combinations

V a
µ ≡ 1√

2
V I

J µ(σa)J
I , (B.42)

with σ0 = 1 and σi the three (traceless, Hermitean) Pauli matrices as an orthonormal
tetrad in which V 0 is timelike and the V i are spacelike.
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C Connection and curvature of the conformastation-

ary metric

A conformastationary metric has the general form

ds2 = |M |2(dt+ ω)2 − |M |−2γijdx
idxj , i, j = 1, 2, 3 , (C.1)

where all components of the metric are independent of the time coordinate t. Choosing
the Vielbein basis

(ea
µ) =

 |M | |M |ωi

0 |M |−1vi
j

 , (eµ
a) =

 |M |−1 −|M |ωi

0 |M |vi
j

 , (C.2)

where

γij = vi
kvj

lδkl , vi
kvk

jvj , ωi = vi
jωj , (C.3)

we find that the spin connection components are

ω00i = −∂i|M | , ω0ij = 1
2
|M |3fij ,

ωi0j = ω0ij , ωijk = −|M |oijk − 2δi[j∂k]|M | ,
(C.4)

where oi
jk is the 3-dimensional spin connection and

∂i ≡ vi
j∂j , fij = vi

kvj
lfkl , fij ≡ 2∂[iωj] . (C.5)

The components of the Riemann tensor are

R0i0j = 1
2
∇i∂j|M |2 + ∂i|M |∂j|M | − δij(∂|M |)2 + 1

4
∇i|M |6fikfjk ,

R0ijk = −1
2
∇i(|M |4fjk) + 1

2
fi[j∂k]|M |4 − 1

4
δi[jfk]l∂l|M |4 ,

Rijkl = −|M |2Rijkl + 1
2
|M |6(fijfkl − fk[ifj]l)− 2δij,kl(∂|M |)2 + 4|M |δ[i[k∇j]∂

l]|M | ,
(C.6)

where all the objects in the right-hand sides of the equations are referred to the 3-
dimensional spatial metric. The components of the Ricci tensor are

R00 = −|M |2∇2 log |M | − 1
4
|M |6f 2 ,

R0i = 1
2
∇j(|M |4fji) ,

Rij = |M |2{Rij + 2∂i log |M |∂j log |M | − δij∇2 log |M | − 1
2
|M |4fikfjk} ,

(C.7)
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and the Ricci scalar is

R = −|M |2{R− 1
4
|M |4f 2 − 2∇2 log |M |+ 2(∂ log |M |)2} , (C.8)

D Connection and curvature of a Brinkmann pp-wave

metric

We rewrite here for convenience the 4-dimensional form of these metrics:

ds2 = 2du(dv +Kdu+ ω)− 2e2Udzdz∗ , ω = ωzdz + ωz∗dz
∗ , (D.1)

where all the functions in the metric are independent of v.
Using also light-cone coordinates in tangent space, a natural Vielbein basis is

eu = du = l̂ , eu = ∂u −K∂v = nµ∂µ ,

ev = dv +Kdu+ ω = n̂ , ev = ∂v = lµ∂µ ,

ez = eUdz = m̂ , ez = e−U(∂z − ωz∂v) = −m∗µ∂µ ,

ez∗ = eUdz∗ = m̂∗ , ez∗ = e−U(∂z∗ − ωz∗∂v) = −mµ∂µ .
(D.2)

The components of the spin connection are

ωuzu = e−U(∂zK − ω̇z) , ωuzz∗ = 1
2
e−2Ufzz∗ ,

ωzz∗u = −1
2
e−2Ufzz∗ + U̇ , ωzzz∗ = −e−U∂zU ,

(D.3)

where fzz∗ = 2∂[zωz∗] and a dot stands for partial derivation with respect to u.
The components of the Ricci tensor are

Rzz∗ = 2e−2U∂z∂z∗U ,

Rzu = 1
2
e−U∂z(e

−2Ufzz∗) + e−U∂zU̇ ,

Ruu = −2e−2U∂z∂z∗K + 1
2
e−4U(fzz∗)

2 + e−2U(∂zω̇z∗ + ∂z∗ω̇z) + 2(Ü + U̇ U̇) ,

(D.4)

and the Ricci scalar is just

R = −4e−2U∂z∂z∗U . (D.5)
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[62] J. Belloŕın and T. Ort́ın, arXiv:hep-th/0501246.

[63] B. R. Greene, A. D. Shapere, C. Vafa and S. T. Yau, Nucl. Phys. B 337 (1990) 1.

[64] H.W. Brinkmann, Proc. Natl. Acad. Sci. U.S. 9 (1923) 1.

[65] H.W. Brinkmann, Math. Annal. 94 (1925) 119.

47


