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Chapter 1

INTRODUCTION

The top quark is the most massive known elementary particies mass is
173.1 + 1.3 GeV/ ¢? [H], about forty times larger than that of the bottom quarke second-
most massive standard model (SM) fermion. The top quarkgelanass, at the scale of
electroweak symmetry breaking, hints that it may play a ml¢he mechanism of mass gen-
eration BZDﬁl] Up to now, the Tevatron is the only place todoae and study top quarks. The
cross section fott production via the strong interaction at the Tevatron isragimately 7 pbl[5],
and the decay signature of two top quarks decaying to twe dia ¥ boson and & quark is
very distinct from the background processes. The presenhtteedop quark was established in
1995 by the CDF and D@ collaborations with approximately 160'f pp data collected per
collaboration at/s = 1.8 TeV dEEh

Since then, larger data samples have enabled detailed stidy quarks. Thet production
Cross sectionDS], the top quark’s mags [1], the top quarkagdiranching fraction tdVb [B],
and the polarization ofl” bosons in top decaEhO] have been measured precisely. hNzgss,
many properties of the top quark have not yet been testeceasply. In particular, the Cabibbo-
Kobayashi-Maskawa (CKM) matrix elemeht, remains poorly constrained by direct measure-
ments [11]. The coupling;, governs the decay rate of the top quark and its partial wiali i
Wb; other decays are expected to have much smaller branclaatydins. In the three-generation
SM, this matrix element is expected to be very close to unging the measurements of the other
CKM matrix elements and the assumption thatihe 3 CKM matrix is unitary.

Top quarks are expected to be produced singlyjncollisions via weak, charged-current
interactions. The dominant processes at the Tevatron are-thnd t-channel exchange of a
virtual W boson. The next-to-leading-order (NLO) cross sectionsttiese two processes are
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os = 0.88+0.11 pb ando, = 1.98+0.25 pb, respectivelﬂﬂﬂ. A third process, the associated
production of al’/ boson and a top quark, has a comparatively negligible smpkated cross
section at the Tevatron.

The reasons for studying single top quarks are compellinge groduction cross section is
directly proportional to the square of the CKM matrix elempnj|, allowing an overconstrained
test of the unitarity of the CKM matrix. A broad class of extemns to the SM predict measurable
deviations ofo, or o, from their SM values, and thus a measurement of the singlguapk pro-
duction rates could give constraints to fourth-generatmmels, flavor-changing neutral currents
models, or other new phenomeQ[M]. On the other hand, megsingle top quark production
also implies establishing all SM background processesda#arch for the Higgs boson produc-
tion in theW H — ¢vbb channel, since both processes share the same final statieerffuore, all
methods developed in the search for single top quark pramucan be used for the search of the
Higgs boson.

Measuring the single top quark cross section is well mavdiut it is also extremely chal-
lenging at the Tevatron. The total production cross sedsoexpected to be smaller than half
of that of t¢, and with only one top quark in the final state, the signal isldas distinct from
the dominant background processes. The rate at whidhlzoson is produced along with jets,
at least one of which must betagged, is approximately 12 times the signal rate. &hgiori
uncertainties on the background processes are about a édi¢twee larger than the expected sig-
nal rate. In order to expect to observe single top quark prthoin, the background rates must be
small and well constrained, and the expected signal mustumh arger than the uncertainty on
the background. A much more pure sample of signal eventsftirermust be separated from the
background processes in order to make observation possible

Single top quark production is characterized by a numbemahatic features. The top quark
mass is known, and precise predictions of the distributadrtbe top quarks and the recoil prod-
ucts are also available. Top quarks produced singly via th@kwnteraction are also expected to
be nearly 100% polarize 16]. The backgrou#id-jets andit processes also have distinct
kinematic features which differ from those of single top dproduction. These kinematic fea-
tures, coupled with the-tagging requirement, provide the keys to further purifaaof the signal.
This thesis describe a search of the combigedndt-channel single top quark production, em-
ploying a multivariate technique based on Boosted Decisieeq, in order to achieve maximum
signal-to-background separation.

In the Tevatron Run I, limits on the single top quark produttinoss section were set by both
the CDF Eﬂ and the DdﬂS] collaborations, either by coumtaxperiments or by performing
a maximum likelihood fit to the distribution of a kinematicriable. These limits were updated
by both collaborations using multivariate methods basedeural networksﬂSEDZO]. Stronger
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limits were set in Tevatron Run Il with early datasets of 162'pby CDF ] and 230 pbt
by D@ ,]. Evidence for the production of single top dusawas first reported by the D@

], and then confirmed by the CDF collaboratiangis
2.2 fb~! of data [26]. Electroweak single top quark production islfinabserved simultaneously
by the CDF collaboration using 3.2 fh of data [27], and by the D@ collaboration using 2.3 b
of data ].

collaboration using 0.9 fii of data






Chapter 2

THEORETICAL OVERVIEW

2.1. The Standard Model

The Standard Model (SM) of elementary particles is a thelay tlescribes the fundamental
constituents of the universe and their interactions. The@Mides a very elegant theoretical
framework based on a quantum field theory that explains tleéeauand electromagnetic inter-
actions between particles as resulting from the introduactif local symmetries. It has been very
successful in predicting a variety of properties of pagschnd their interactions, describing to an
unprecedented level of precision many experimental re¢2ft]. A complete description of the
theory can be easily found in the scientific Iiteratl@ -3

Based on several group symmetries, the SM includes the eteatmnetic, weak and strong
interaction. The building blocks of Nature, according te 8M, are divided by their spin into two
closed sets of particles: fermions and gauge bosons. Fesmai@ the constituents of matter, half
integer spin particles which follow Fermi statistics. Bosamre the carriers of the forces, which
have integer spin and follow Bose statistics.

2.1.1. Fermions

The SM postulates that all known matter is composed of a fesicbpoint-like and structure-
less constituents: the fermions. One distinguishes twoggoquarks and leptons. The quarks
come in six different flavors: up, down, charm, strange, tog bottom; formally described by
assigning flavor quantum numbers. The SM incorporates piothes: the electrone(’) and the
electron-neutrinoi,), the muon () and the muon-neutrine/(), the tau {~) and the tau-neutrino
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(v;). They carry electron, muon and tau quantum numbers. Quartideptons can be grouped
into three generations (or families) as shown in Tablé 2.iclvialso contains the charges and
masses of the particles.

Generation | First | Second | Third

Quarks (spin = 1/2)
Particle down up strange charm bottom top
Symbol d u S c b t
Charge §) -1/3 +2/3 -1/3 +2/3 -1/3 +2/3
Mass MeV /c?) 3.5-6 1.5-3.3 | 104728 (1.277097).10% | (4.20%9:07) - 10%  (171.2+2.1)-10°
Interaction EM, Weak, Strong

Leptons (spin = 1/2)
Particle e-neutrino electron | p-neutrino muon T-neutrino tau
Symbol Ve e vy, I vy T
Charge €) 0 -1 0 -1 0 -1
Mass MeV/c?) | <2-1076 0.511 <0.19 105.658 <18.2 1776.84 £0.17
Interaction Weak EM, Weak| Weak EM, Weak Weak EM, Weak

Table 2.1: Charges and masses of the three generations of quarks amlsl@].

The three generations exhibit a striking mass hierarcletdp quark having by far the highest
mass. Understanding the deeper reason behind the hieranchgeneration structure is one of
the open questions of particle physics. Each quarkand each leptory~, has an associated
antiparticle with the same mass but opposite charged/* respectively.

2.1.2. Gauge Bosons

The forces of nature acting between quarks and leptons acgided by quantized fields. The
interactions between elementary particles are due to ttieagxye of field quanta which are said to
mediate the forces. The SM incorporates the electromagfuetie, responsible for the emission
of light from excited atoms, the weak force, which for ingtarrauses nuclear beta decay, and the
strong force which keeps nuclei stable. Gravitation is notuded in the framework of the SM
but rather described by the theory of general relativity. palrticles with mass or energy feel the
gravitational force. However, due to the weakness of gatieih with respect to the other forces, it
does not play an important role in elementary particle reast

The electromagnetic, weak and strong forces are descriped balled quantum gauge field
theories. The quanta of these fields carry spin 1 and areftinerealled gauge bosons. Table|2.2
shows the charges and masses of the gauge bosons. Therséptedic force is mediated by the
massless photony), the weak force by the massiV&* and Z° bosons, and the strong force by
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Gauge Bosons (spin = 1)

. Typical Typical cross
Symbol Charge  MassieV/c?) Force Coupling Range  ° i
lifetime (M) section (mb)
photon,y 0 0 EM a~~1072 oo 10720~ 10716 1073
gluon,g 0 0 Strong o, ~1 1071 10723 10
w* +1 80.398 + 0.025
Weak Gp~10~° 10718 1078 10~
A 0 91.1876 £+ 0.0021

Table 2.2: Charges and masses of the gauge bo@s [11].

eight massless gluons (g).

Quarks participate in electromagnetic, weak and stroregations. All leptons experience the
weak force, the charged ones also feel the electromagmete.f But leptons do not take part in
strong interactions.

2.1.3. Electroweak Interactions

In quantum field theory quarks and leptons are representsg@ihgr fields¥ which are func-
tions of the continuous space-time coordinatgsTo take into account that the weak interaction
only couples to the left-handed particles, left- and rigatded fieldsb;, = %(1 — ~°)¥ and
Ug = (1 ++°) U are introduced. Here,® = i7%'y%+* is the chirality operator, wherg" are
the y-matrices, and1 + ~°) are helicity projectors. The left-handed states of one getiom are
grouped into weak-isospin doublets, the right-hande@stairm singlets:

wo(e) ) )L G)) e
() AC)G)AE)) e

up = (ug, cr, tr), diy = (dg, swr, bRr), Ik = (e, fir, TR) , (2.3)

In the original SM the right-handed neutrino states are t@uahjtsince neutrinos are assumed to be
massless. Recent experimental evideELeE4—38], howex@ngly indicates that neutrinos have
mass and the SM needs to be extended in this respect.

The dynamics of the electromagnetic and weak forces follomfthe free particle Lagrangian

density
Lo=1iVA"9, ¥, (2.4)
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by demanding the invariance gf, under local phase transformations:
Uy, — ) = 9@ THII@Y ¢ and  Up — T = 9P@Y gy (2.5)

For historical reasons these transformations are alsoreeféo as gauge transformations. In
Eq.[2.5,9 and ¢’ are real coupling constante,(z) is an arbitrary three-component vector, and
T = (T, Ty, T3)', wheret denotes the tronspose, is the weak-isospin operator wioospanents
T; are the generators ofU(2),; symmetry transformations. The ind&xindicates that the phase
transformations act only on left-handed states. The megpresentations are given By = % Ti
where ther; are the Pauli matrices. TH€ do not commute{T;, T;] = ie;;, 1), That is why the
SU(2);, gauge group is said to be non-Abeliafi(z) is a one-dimensional function af. Y is
the weak hypercharge which satisfies the relatjos 75 + Y/2, where(@ is the electromagnetic
charge.Y is the generator of the symmetry groligl)y. The weak-isospin assignment for the
doublet is: up-type quarks and neutrinos carr§; = +%; down-type quarkg’, electron, muon
and tau lepton havé; = —3. Since the right-handed states are isoscalars, they @arey 0.
The weak hypercharge associated to left-handed leptonseutdnos isY” = —%, andY = —1
for right-haded leptons. The assigment for quark® is- %, %, ‘71 respectively for left-handed
quarks, right-handed up-type quarks, and right-handeddgpe quarks.

Demanding the Lagrangiafi, to be invariant under the combined gauge transformations of
SU(2), x U(1)y, see Eq.2]5, requires the addition of terms to the free lragaa which involve
four additional vector (spin 1) fields: the isotripl&* = (W{" W3 Wit for SU(2). and the
singletB* for U(1)y, which transform as:

Wt — W' =W - 0'a(r) — ga(r) x WH (2.6)
BY — B'M = Bi — 9"3(x). 2.7)

This is technically done by replacing the derivatiygin £, by the covariant derivative
1
M — DF=0!+igWH.T —|—ig'§B“Y, (2.8)

and adding the kinetic energy terms of the gauge fieldsW ,, -W*"" —1B,,-B"*. The field
tensord¥V ,, andB,, are givenbWw ,, = o,W,—-90,W ,,—g-W ,xW ,andB,, = 0,B,—0,B,..
Since the vector fieldBV* and B* are introduced via gauge transformations they are callagdea
fields and the quanta of these fields are named gauge bosonan etectron-neutrino pair, for
example, the resulting Lagrangian is:

e . . 1 e
L, = Z'(V ) ~H [8H+ngM-T+zg/YL§BH] (V ) +
e (&
L L

1 1 1
7 €R ’7“ |:8M - g/ YR 5 BH:| €ER — Z Wuu -WHY —ZBMV - B*. (29)
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This model developed by Glashom39], Weinberg and Sa@ﬂ@@ in the 1960s allows to
describe electromagnetic and weak interactions in onedwairk. One therefore refers to it as
unified electroweak theory.

The Higgs Mechanism

One has to note, however, that describes only massless gauge bosons and massless fermions
Mass-terms such a}l\/[QB,LB/‘ or —mU'W¥ are not gauge invariant and therefore cannot be added.
To include massive particles into the model in a gauge iamarway the Higgs mechanism is
used QS]. Four scalar fields are added to the theory m fofr the isospin double® =
(o7, qbo)t where¢t and ¢° are complex fields. This is the minimal choice. The tefm =
(D,®)" (D*®) — V(d1®) is added ta’,, where the scalar potential takes the foritbid) =
P2 P + \ (PTP)2.

In most cases particle reactions cannot be calculated fr@tpiiinciples. One rather has to
use perturbation theory and expand a solution starting freground state of the system which
is in particle physics called the vacuum expectation vallee parameterg and A can be chosen
(A > 0 andp? < 0) such that the vacuum state of the Higgs poteritids degenerate with an
expectation value different from zero:

e
|q)vac| - T - E (U > 0) (210)

Without loss of generality, one can choose the ground gte- (0, v/\/ﬁ)t. This state is not
invariant undeiSU (2),, x U(1)y gauge transformations, however, it is invariant undét) elec-
tromagnetic gauge transformations, so that the photoninsmaassless and the electric charge is
conserved. This mechanism where the ground states do nettsleesymmetry of the Lagrangian
is called spontaneous symmetry breaking.

Applying spontaneous symmetry breaking as described atmt#ee combined Lagrangian
Ly = L1+ Ly and enforcing local gauge invariance ©f, makes the three electroweak gauge
bosons acquire mass. The massive bosons are, howeverenmtigmal fieldsW, and B,, but
rather mixtures of those: tH&’* = (W! i W?2)/v/2, the Z° and the photon field,,:

Ay cosfByy  sinfy B, (2.11)
Z, -\ —sin Ow cos by Wg’ ’ '

where the mixing angléy;, is the Weinberg angle defined by the coupling constgrits= tan 6y, .

Having started from the original four massless vector fi€¢ld5, and5,,, i.e. eight degrees of
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freedorH) and a doublet of complex scalar fieldB,(i.e. four degrees of freedom), we have ended
up with three massive vector fields (tHé* andZ° bosons, i.e. nine degrees of freedom) and the
massless photon field (two degrees of freedom). The rentadegree of freedom corresponds to
the scalar real field associated with the observable masgined particle called the Higgs boson.

The boson masses are related to the basic parameters assfollo

1
mwy = 5“9 ) mz = mw/ cos by , my =/ =242, (2.12)

Rather remarkably, the masses of flie" and Z° bosons can be determined in terms of three
experimentally well known quantities. Neglecting radiatcorrections:

ar \2 1 am 2 2
w (GF\/E) Sin OW o "z (Gpﬂ> sin 29W ¢ ( )

whereq is the fine structure constant adg- is the Fermi coupling constant. Historically, the
above was used to predict the masses ofthteandZ° bosons until they were discovered in 1983
by UA1 and UAZ2 collaborations at the CERN S@[@ 50]. Nowagdthss high precision of the
experimental measurements of ffie- andZ° boson masses are instead used as inputs to calculate
the weak mixing angléy .

The only missing parameter to determine is the Higgs bosassmd@he Higgs particle has
not yet been observed because of its small coupling, leaviag the last missing piece of the
electroweak theory to be experimentally tested.

Spontaneous symmetry breaking also generates lepton sna¥sk&kawa interaction terms of
the lepton and Higgs fields are added to the Lagrangian:

LB, = G, |ep®! < Ve) + ( Ve) Bep. (2.14)
(& (&
L L

Here the Yukawa terms for the electron-neutrino doublegaren as an examplé=. is a further
coupling constant describing the coupling of the electnuh @lectron-neutrino to the Higgs field.
In this formalism neutrinos are assumed to be massless.

Quark masses are also generated by adding Yukawa termsltadghengian. However, for the
quarks, both the upper and the lower member of the weakiisasublet need to acquire mass.
For this to happen an additional conjugate Higgs multipéet to be constructedb, = im, ®* =

(¢°", —¢~)t. The Yukawa terms for the quarks are given by:
3 3
[avark Z Z ij Q,® dg% + G Q. ®, ufé + hermitian conjugate, (2.15)

Yukawa
i=1 j=1

whererju are quark coupling constants.

For massless vector fields there are only two independeatipation states, the third is eliminated by gauge
invariance.
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CKM Matrix

Couplings between quarks of different generations are elibly this ansatz. After sponta-
neous symmetry breaking the Yukawa terms produce mass terrttge quarks which can be de-
scribed by mass matrices in generation spageM;; w) andd M, ) with M = D] - G
and/\/lg’j = |Dyac| - ij The mass matrices are non-diagonal but can be diagonddizeditary
transformations

up =U% . df =Udy, (2.16)
which essentially means to change from the original bagisadasis that diagonalizes their Higgs
couplings. This latter basis is the physical one, sinceviégithe mass eigenstates. In this basis the
quark coupling to thél’* boson field takes the form

Low: = \/_W+ Y(UTUR) ), + hermitian conjugate, (2.17)

This means that in charged-current interactions=(exchange), transitions between mass eigen-
states of different quark flavors are possible, this is reteto as generation mixing. The charged
weak interaction link the three; quarks with a unitary rotation of the triplet df quarks, with
this rotation given by the unitary matrix

Vud Vus Vub
Vermn =UlUs= | Vg Vi Vo |- (2.18)
Vie Vis Vi

The matrixVeiw is known as the Cabbibo-Kobayashi-Maskawa (CKM) mixing me{@,@].
The CKM elementV,, ,,| is proportional to the coupling strength of two quatksandg, to al’
boson.

The matrixVokn IS @ generad x 3 unitary matrix. Such a matrix requires 9 real parameters to
be specified. Of these, 3 are rotating angles, and the remgahparameters are phases. We can
remove these phases by making phase rotations of quark, feeitihe overall phase is redundant,
so we can remove only 5 of these phases. The final foriri.Qf; contains three mixing angles,
and a phase which is responsible of @lP-violating phenomena in flavor changing processes in
the SM. The standard parameterization of g, is given by

—id

C12€13 512C13 513€
_ i i
Vekm = | —S12623 — C12523513€" 12023 — S12523513€" Sa3c13 | (2.19)
6 6
512823 — C12C23513€" —C12523 — S12C23513€" C23C13

wheres;; = sinb,j, ¢;; = cos 0;;, 0;; are the mixing angles, ands theC P-violating phase.
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It is known experimentally that;; < si3 < s15 < 1, and it is convenient to exhibit this
hierarchy using the Wolfenstein parameterizat —BE8h parametera, A, p, n defined as:

A= 512, 14)\2 = S93, A/\S(p + 27’]) = 813616 . (220)

These parameterization choice ensures that the CKM matittewrin terms of\, A, p, nis
unitary to all orders in\. To order\?:

1—)\2/2 A AN (p —in)
Vexm = ) 1—)2/2 AN? +O\Y). (2.21)
AN —p—in) —AN? 1

Unitarity of the CKM matrix implies

The non-vanishing relation are written @54|* + |V.s|? + |Vis|* = 1, and similarly for all other
rows and columns. This implies that the sum of all couplinfjany of the up-type quarks to all
the down-type quarks (and vice-verse) is the same for a#iggions. This relation is called “weak
universality”.

Even more interesting constraints are given by the six amgscombination in Equatidn 2.22.
These expressions can be represented as triangles in ascopi@he. The most commonly used
unitarity triangle arises from

VuaVigy + VeaVy + ViaViy, (2.23)

by dividing each side by.,V_; (see Figur€2]1). The vertices are exactly (0, 0), (1, O) dud,to
the definition in Equatioh 2.2Qp, 77). The angles are given by

ViaVi; V.aVi Vad Ve
a = arg (—%) , B = arg (—#) , v = arg (—#) ) (2.24)
ud ¥ b tdVip cdVch

An important goal of flavor physics is to overconstrain the CEMments. The unitarity trian-
gle(s) are useful because they provide a simple, vivid sumaidghe CKM mechanism. Separate
measurements of lengths, through decay and mixing ratdsargles, througld’ P asymmetries,
should fit together. Furthermore, when one combines meaants, from theB, B,, K, andD
systems, as well as from hadroic¢ decays, all triangles should have the same area and orienta-
tion. If there are non-CKM contributions to flavor 6P violation, however, the interpretation of
rates and asymmetries as measurements of the sides and aadbmger holds; the triangle built
from experimentally defined sides and angles will not fit viite CKM picture. As for today, all
direct and indirect experimental measurements of the CKivhergs are consistent with the SM
expectation.
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(p-M)

(0,0) (1,0)

Figure 2.1: Sketch of the unitarity triangl&}ll].

The CKM matrix elements can be precisely determined by a ¢fttthat uses all available
measurements and imposes the SM constraints. There aralsgygroaches to combining the ex-
perimental dataEQS], which provide similar resultse Tasults for the Wolfenstein parameters
are ]:

A =0.2257T00000, A =0.814T002, p=0.135500%, 1 =0.34970012. (2.25)
The allowed ranges of the magnitudes of all nine CKM elememﬁts&ﬁ]:

0.97419 +0.00022  0.2257 £ 0.0010  0.00359 + 0.00016
Vekm = | 0.2256 £0.0010  0.97334 +0.00023  0.04157550;% . (2.26)
0.00874F9:99026 0.0407 £ 0.0010  0.999133+):900041

Figure[2.2 illustrates the constraints on {lae#) plane from various measurements and the global
fit result. The shaded 95% CL regions all overlap consistertiyind the global fit region.

2.1.4. Strong Interactions

The theory of strong interactions is called quantum chromadhics (QCD) since it attributes a
color charge to the quarks. There are three different typstsang charges (colors): “red”, “green”
and “blue”. Strong interactions conserve the flavor of geathus, there cannot be quark flavor
transitions via the strong interaction in contrast to thekventeraction where these transitions
can exist via dV* boson exchange. Leptons do not carry color at all, they ane with respect
to strong interactions. QCD is a quantum field theory basechembn-Abelian gauge group
SU(3)¢ of phase transformations on the quark color fields. Invokiegl gauge invariance of the
Lagrangian yields eight massless gauge bosons: the gllibeggauge symmetry is exact and not
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Figure 2.2: 95% CL constraints on thi, 77) plane El].

broken as in the case of weak interactions. Each gluon sasne unit of color and one unit of
anticolor. The strong force binds quarks together to formrabstates called hadrons. There are
two groups of hadrons: mesons consisting of a quark and &juank and baryons built of either
three quarks or three antiquarks. All hadrons are colagtsirstates. Quarks cannot exist as free
particles. This experimental fact is summarized in thearobdf quark confinement: quarks are
confined to exist in hadrons.

2.1.5. Cross Section Calculation

The probability of a given interaction occurring is relatedhe cross section of the interaction,
which is measured in units of barns (b), where one bait®i$* cm?. Current theory is unable to
calculate these cross sections exactly; instead, a pativglexpansion must be made in powers
of a coupling constant. These perturbative terms can beecoently represented by Feynman
diagrams, which are graphical representations of eachitethe expansion. Feynman diagrams
consist of lines, representing fields, and vertices, remtasg the interactions of the fields (see
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€Y (b)

Figure 2.3: Examples of Feynman diagrams for electron-positron stadt¢Bhabha

scattering): (a) a tree-level diagram for the pair annilataprocess, and (b) a loop
diagram representing the photon self energy correctiomeddading order diagram
(a). In the following, Feynman diagrams are always drawinwihe on the horizontal
axis, increasing from left to right.

Figure[2.8 for an example). These combine according to alsisgi of rules, and the lines and
vertices of a Feynman diagram can be converted directlyaraculation of the term in the cross
section associated with that diagram. The sum of all termessghe amplitudé1 of the process.

For a given set of initial- and final-state particles, thertagn diagrams with the fewest pos-
sible number of vertices represent the leading-order tdrineoperturbative expansion, and often
constitute a good approximation of the underlying phystase pleasant feature of most leading-
order diagrams is that they contain no closed loops; theseséerred to as “tree-level” diagrams.
Next-to-leading-order diagrams have at least one morexemd represent the next term in the
expansion. Calculating these is much more difficult becafisieeoproperties of loop diagrams.
Whenever the topological feature of a loop appears, the legicos require an integral to be per-
formed over the momenta of the particles in the loop, andrttegyral often diverges. This is not, of
course, a problem with reality, but an artifact of pertuidratheory: the next-to-leading-order term
of a perturbative expansion is a theoretical construct amhat be measured. These divergences,
usually called “ultraviolet divergences” because theyuodor very large momentum scales, can
be dealt with by a process called “renormalization”, in whicrenormalization scale is introduced
to truncate the integral before it diverges. This gives ddinesult to the calculation that agrees
well with experiment for many interactions.

Another kind of divergence is called an “infrared divergehdecause it arises for small mo-
mentum scales. The source of these divergences is thelpsgtitier nature of quantum field theory
calculations. In calculations involving the strong foraéJow energies the coupling constant be-
comes larger than one. In this case, each successive tetme etturbation is larger than the
one before it, and perturbation will no longer give a validwar. Such divergences are dealt
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with by introduction of a factorization scale which trunesithe integral before it reaches the non-
perturbative region. Fortunately, the energies of pasiah this analysis are well above the cutoff
for valid perturbation; unfortunately, the choice of rematization and factorization scale affects
the cross section calculation, so it sometimes requireaddéion of a systematic uncertainty.

Because the cross section of a particle with given exact saldfienomentum and energy is
infinitesimally small, it is more sensible to calculate thigedential cross section of the interaction.
This quantity is defined for an infinitesimal slice of the marem space of all final state particles.
For a cross section calculation, it is given by Fermi’s Gal&eile. For scattering of two particles
with four-momentay; andg, into n particles with four-momentg;, the differential cross section
IS given by

do = |[M|? ) do®,, (2.27)
4\/(Q1Q2)2 - (m1m202)2

whereS is a combinatorial factor for identical particles, is the particle massM is the matrix

element for the interaction, anb,, is the phase space factor given by

d®, =9 (ch +q2 — Zm)

i=1

o d*p;
—_— 2.28
H (2m)3 2E; (2.28)
=1

Integrating this expression for all final-state momentagithe total cross section of the inter-
action.

2.1.6. Parton Distribution Functions

The calculation of a measurable cross section at a hadrdidezohas to deal with an extra
complication, and it is that the colliding particles are gased particles (protons and antiprotons
at the Tevatron). Therefore, it has to be taken into accdattthe momentum of the proton (or
antiproton) is shared among all the elementary constitparticles. The proton consists of two
and oned quark, the antiproton of the respective antiparticles. SEhconstituents, called valence
quarks, are bound by virtual gluons which can split into geemtiquark pairs, the so-called sea
qguarks. This leads to the situation, that the momentum optbtn is shared by all three valence
guarks, sea-quarks and gluons. The fraction of the momentuoarried by each quark or gluon
(generically called partons), is described by the partstridution function (PDFY; ,, (z;, Q?). It
depends on the scafg?, describing the typical energy scale of the consideredaot®n, which
for top quark production is usually set to the order of theqoprk mass.

Because PDFs rely on non-perturbative QCD effects, they meguoput from experimental
data. PDFs at a given scalg are extracted from fits to data and DGLA@[&I—M] equatioes ar
used to predict PDFs to a higher scg)é. Different groups provide parameterizations of parton
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densities. Among others, PDFs come from the “Coordinategbiidtical-Experimental Project
on QCD” (CTEQ collaboration) BZ] and from the Martin, Roberts, StirlingdaThorne (IRST)
group ]. The central PDFs used in this analysis aretiebL set, although sets from the
MRST group are used to evaluate systematics (see Séctibn 9.1).

Figure[2.4 shows an example of th&EQ5L parton distribution function for the scalg? =
(175 GeV)?. These PDFs have to be folded with the partonic cross sectmoalculate the mea-
surable cross section pp collisions.

~ K
] & g
218 Qxx2= 175 - GeVxx2
Y L
P I\ —__up CTEQSL
o -... down
6 = N\ upbar
r . downbar
B strange
1.4 — ~ charm
- bottom
r gluon
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0.4 =
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0 L Lol Lol L \V \7\'\' (""'v'f..::.'fi‘;","r--..; .:::L:L_
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Figure 2.4: ThecTEQS5L parton distribution functions &p? = (175 GeV)>.

2.2. Physics Beyond the Standard Model

In spite of all its success, the SM is not complete, many migsteéemain. The already men-
tioned non null mass of the neutrinos calls for an extensfdhe@SM. Another caveat of the SM
that needs to be solved: the Higgs mass is subject to divequexdratic radiative corrections that
need to be somehow controlled in order for the Higgs massmaireat the electroweak scale. If
the SM is to remain valid up to the Planck scale without extenssuch a cancellation requires
some fine-tuned cancellation: this is referred to as theatoly problem. Several ways of solv-
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ing the hierarchy problem have been proposed. For exam@le strong dynamics could appear
around 1TeV (technicolor theories).

Another possibility is that the radiative corrections ameaeled by a new spectrum of particles
at the electroweak scale: supersymmetric (SUSY) theorigsgse that to every SM particle cor-
responds a supersymmetric partner with different spinhabradiative correction contributions to
the Higgs mass from a patrticle is canceled by the contribdtimm its supersymmetric partner. To
SM fermions (bosons) correspond bosonic (fermionic) spgrners. For example, the superpart-
ner of the top quark is called stop, the superpartner of thergis the gluing;, and the superpartner
of the gauge bosons W and Z are the gaugigigsy®. SUSY requires additional Higgs fields in
order to provide mass to both up and down families. In the méhisupersymmetric extension of
the SM (MSSM), there are five Higgs bosons: h, H, A, arfd H

Furthermore, the SM is unable to describe gravity, and daexyglain the existence of dark
matter and dark energy without some extension.

2.3. Top Quark Physics

At present, top quarks can only be directly produced at tivatfen. The top quark is, by far,
the heaviest of the six fundamental quarks in the StandardeMof particle physics. Its large
mass made the search for the top quark a long process, sioelerators with high center-of-
mass energies are needed. In 1977 the discovery of the bgtiark indicated the existence of
a third quark generation, and shortly thereafter the quedhie top quark began. Searches were
conducted in electron-positroat(e~) and proton-antiprotorpf) collisions during the 1980s and
early 1990s. Finally, in 1995 the top quark was discoveretth@t-ermilab Tevatropp collider
by the CDF and D@ collaboratiorQ , 7]. Subsequently, itsstes been precisely measured to
bem,p, = (173.1 £ 1.3) GeV/ ¢? [Iﬂ] . The relative precision of this measurement, less tian 1
is better than our knowledge of any other quark mass. As issho Fig.[2.5, the top quark is
about 40 times heavier than the second-heaviest quark,att@nto quark. Its huge mass, at the
scale of the electroweak symmetry breaking, hints that i play a role in the mechanism of
mass generation, and makes it an ideal probe for new physigsnd the SM. Furthermore, its
large mass implies an extremely short lifetimerof, ~ 4 - 107 s which is smaller than the
characteristic formation time of hadroms,,, ~ 1/Aqcp ~ 2 - 10~2* 5. Consequently no top-
flavored hadrons can form and the top quark provides a unigpertunity to study a bare quark
which passes all its properties, including spin informati its decay products. It decays almost
exclusively into @& quark and d¥" boson (V;,| ~ 1). Decays into quarks of the first and second
generation are strongly suppressed by small CKM matrix ehsne
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Figure 2.5: Comparison of masses of SM quarks.

2.3.1. Top Quark Pair Production

In proton-antiprotony{p) collisions at Fermilab’s Tevatron, the dominant top quanbduction
mode is the top pairt{) production via the strong interaction. Even thougpairs can be produced
via the electroweak interaction through an exchange sflason or photon, this contribution is
negligible compared to the strong QCD cross section.

Figure[2.6 shows the corresponding tree level Feynman atiagjifor thet production pro-
cesses. The production process shown on the left is cgjladnihilation and the others are called
gg fusion. Calculation at the next-to-leading order predibts the relative contributions to the
production from these two processes at Tevatron Run Il are@%¥d5% respectively.

Calculations at next-to-leading order (NLO), including timi and final-state gluon
bremsstrahlung, gluon splitting, and virtual additionth® LO processes, contribute with to the
perturbation series. At the Tevatron, the corrections ¢octioss section are dominated by initial-
state gluon radiation. Further calculations of these safiative corrections at higher orders lead
to an overall enhancement compared to NLO. The current appate next-to-next-to-leading-
order (NNLO) prediction of theét production cross-section at the Tevatro.i&™) 2 pb [5], for a
top-quark mass afu,, = 175 GeV/c?.

Top Quark Discovery

Immediately after the discovery of thhequark in 1977 the existence of a weak isospin doublet
partner, the top quark, was hypothesized. The mass of thedivark was unknown and a wealth
of predictions appeared based on many different specel@a®as, see for example referen& [65—

]. Typical expectations were in the mass range of aboGteV /c?, which became accessible
two years later with measurements at the PETRA™ collider.
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Figure 2.6: Feynman diagrams of the leading order processesg fonduction: quark-
antiquark annihilationgg — t¢t) and gluon fusiongg — tt). Theqq annihilation mode
is dominant at the Tevatron energies.

The CDF experiment at the Tevatron joined the race for disgowethe top quark in 1988.
Due to the higher center-of-mass energy at the Tevatrqpisof 1.8 TeV, top quarks are predom-
inantly produced a#& pairs. The first CDF top quark search uses a data sample wititegrated
luminosity of 4.4pb~—! accumulated in Run 0 which lasted from 1988 to 19]5 BB 69]is Th
searcthzgushed the lower limit on the top quark masstg > 91 GeV/c? at the 95% confidence
level |70]

In 1992, with the start of Tevatron Run |, the D@ experimentgai the hunt for the top quark.
In April of 1994, D@ published its first top quark analysistseg the last lower limit on the top
quark mass before its discovelﬂ[?l]. The data sample wasded in 1992/93 and corresponds
to an integrated luminosity of5 pb~!. The intersection of the derived upper limit on the
cross section with the theoretical predicti@ [72] yieldaer limit on the top quark mass of
131 GeV/c? [ﬂ]

In 1993 and 1994, CDF saw mounting evidence for a top quarkakidime detector upgrade for
Run I, mainly the addition of a silicon vertex detector, waskbystone for the discovery of the top
qguark at CDF. The new silicon detector allowed for the reqoietion of secondary vertices o6f
hadrons and a measurement of the transverse decay [epgiVith a typical precision of30 pm.
Secondary vertek tagging proved to be a very powerful tool to discriminate tibye quark signal
against théV +jets background and increase the sensitivity of the leptas-jetstt analysis. In
July 1994, CDF published a paper announcing first evidende fooduction at the Tevatron based
on events in the dilepton and the lepton-plus-jets cha ]. The analysis uses a data sample
with an integrated luminosity of19.3 &= 0.7) pb~!. The resulting top mass distribution, shown
in Fig.[2.7(@), is fitted to a sum of the expected distribugidrom 1V +jets andt production for
different top quark masses. The fit yields a value®f, = (174 + 10713) GeV /c>.

In November 1994 the D@ collaboration confirmed the evidesees at CDF. An update of the
previous D@ analysis, now with an integrated luminosity .5 + 1.6) pb~!, added soft muoh
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Figure 2.7: Reconstructed top mass distributions as published (a) i@Dfeevidence
paper of 1994@3] and (b) in the CDF discovery paper of 1Eb5‘[ﬁ]e solid histogram
shows CDF data. The dotted line shows the shape of the expleatidround, the
dashed line the sum of background pltiMonte Carlo events fob/,,, = 175 GeV /2.

In both plots, the inset shows the likelihood curve used terd@ne the top quark mass.

tagging EJSEIG] In total, D@ observed nine events over &dpanuind of3.8 4 0.9.

As Run | continued more data were accumulated and finally, il AB95, CDF and D@ were
able to claim discovery of the top qualﬂ E&i 7]. CDF used a datapde corresponding 7 pb—!
and significantly improved its background estimate and tsgging techniques. Three separate
analyses were performed at CDF as in the previous searchespadary vertex and a soft lepton
b-taggers in the lepton+jets sample and a dilepton analydiere are 27 jets with a secondary
vertexb tag in 21W+ > 3 jets events, with an estimated background af+ 2.1 b tags. Six
dilepton events are observed over a backgrounid3ot 0.3. And 23 soft lepton tags are observed
in 22 events, with 5.4 + 2.0 b tags expected from background sources. Six events coriéinab
jet with a secondary vertex and a soft lepton tag. The prdibafor all CDF data events to be due
to a background fluctuation alonelis10~°, which is equivalent to 4.8 o deviation in a Gaussian
distribution. Again the top quark mass is kinematicallyarestructed fodll’ 4+ > 4 jets events as
described above. The mass distribution is shown in[Figa (fight). The best fit is obtained for
Miop = (176 £ 8 +10) GeV /2.

Simultaneously to CDF, the D@ collaboration updated its toprk analyses based on data
with an integrated luminosity af0 pb~! [7]. The updated analysis is very similar to the previ-
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ous searches, involving the dilepton channel, soft mutegging and the topological analysis.
From all channels, D@ observes 17 events with an expectekbtmnd of3.8 + 0.6 events.
The probability for this measurement to be an upward fluanasf the background i8 - 106,
which corresponds to 4.6 standard deviations for a Gaugsiamability distribution. To mea-
sure the top quark mass, lepton+4 jets events are subjeztacconstrained kinematic fit. A
likelihood fit to the observed mass distribution yields atcanvalue for the top quark mass of
Moy = 199757 (stat.) £ 22 (syst.) GeV/c2.

Finally, 17 years after the discovery of thguark, its weak isospin partner, the top quark, was
firmly established. The good agreement between the meampepiark mass and the prediction
obtained from electroweak precision measurements caoteslita major success of the Standard
Model.

2.3.2. Electroweak Single Top Quark Production

Besides the strong production of top quark pairs, the praglucit single top-quarks via elec-
troweak interaction is predicted by the SM as well. Two etmgeak production modes are dom-
inating at the Fermilab Tevatron: thechannel process (Figure 2.8(a)) and thehannel process
(Figure[2.8(0)). Inpp collisions the third electroweak production mode, thie¢ associated pro-
duction (Figuré 2.8(¢)) has by comparison a negligible spradicted cross section. Since elec-
troweak top quark production proceeds vid/ab vertex, it provides the unique opportunity of the
direct measurement of the CKM matrix eleméit .

All three production modes are distinguished by the viitya)? of the participating’ boson
(Q* = —¢?, whereg is the four-momentum of the/):

1. Thet-channel (¢*> = ¢ ): A virtual space-likelW’ boson (> < 0) strikes a sea quark
inside the proton or antiproton. The Feynman diagram reptesy this process at leading-
order is shown in Figurg 2.8(a). This mode is also known\agluon fusion since the
process actually involves a virtual gluon splitting intdapair, with one of the bottom
quarks participating in the hard scattering. The preditte® cross-section at the Tevatron
iS 0 _chan = 1.981023 pb assumingn,,, = 175 GeV/c? ,]. The overall uncertainty
includes the choice of the factorization sc&te1%), the choice of PDF parameterization
(*55°%), and the uncertainty in the top quark m@%?ﬁgﬁ The mass of thé quark and

the error inag play an insignificant role in the uncertainty [12].

2. Thes-channel(¢> = s ): This production mode, also callé@i* production, is of Drell-
Yan type. A time-likeW boson {* > (m., + my)?) is produced by the fusion of two
quarks. Figuré 2.8(b) shows the leading-order Feynmanratiador this process. The
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cross-section prediction at NLO at the Tevatron energlessishan = 0.887017 pb for
Miop = 175 GeV/c? [l l] The uncertainty includeS?7,%) due to the factorization
scale,(*37%) due to the PDF parameterization afid->3%) due to the uncertainty in the
top quark mass, and a small contribution from &twgiark and the error in;.

3. Associated production The top quark is produced in association with an on-shieboson
(¢*> = m¥,). The initial b quark is a sea quark inside the proton or antiproton. FigBe&p
shows the leading order Feynman diagram for this process.ciidss section for this mode
is negligible at the Tevatron, therefore it will be furthgnored in this document.
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Figure 2.8: Leading-order Feynman diagrams for the single top quarkiymotion
modes. Figures a) and b) areands-channel processes respectively, while c) is associ-
atedVt production which contribution is negligible at the Tevatré-or antitop quark
production, the charge conjugate processes are implied.

In pp collisions the cross section is dominated by contributiosn up and down quarks
coupling to thel’’ boson on one side of the Feynman diagrams as shown in Figgird Bere is,
of course, also a small contribution fronor ¢ sea-quarks in the initial state; an effect of about 2%
for s- and 6% fort-channel productiormjam].

There are also other production modes other than thosevingathe 1V tb vertex, however, the
production channels vial&'td or aWWts vertex are strongly suppressed due to small CKM matrix
elements. Their contribution to the total cross section i8.1% and~ 1% respectively, and thus
negligible at the Tevatron.

CKM Matrix Element |V

Measurement of the electroweak single top production pes/the unique opportunity to di-
rectly measure the value of the CKM matrix elemgni|. The single top quark production cross-
section is directly proportional td/;|?, hence its measurement yields a direct extraction of the
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|Vis| value, relying only the assumption thdg,|? + |Vis|? < |Vip|? and that new physics contri-
butions affects onlyV;,|. Since it does not depend on the unitarity of the CKM matrixghsa
measurement would be a good test of this unitarity, and calstaprovide a useful test for a fourth
quark generation, or other non-Standard Model behavior.

Other measurements ¢¥;,| are possible indirectly, by studying the rate of top quark de
cays B)]. It can be extracted from the ratio of branchingticac3(t — Wb)/B(t — Wq) =
Vio?/ (32, [Vigl) = |Vi|?, whereq = b, s, d. However, this assumes exactly three quark families
and unitarity of the CKM family, in contrast, single top quamoduction allows a direct extraction
that makes neither of these assumptions.

The SM predicts &/,,| value very close to the unity (see Equation 2.26), howekenretical
models beyond the SM exist predicting a significant dewatib|V;,| from unity while explaining
the current constraints on the CKM matrix [79]. Several miaiextensions of the SM, such as a
vector-like top singlet’, or a complete new fourth generation of fermions, can intoedadditional
elements to the CKM matrix, preserving the unitarity of thetfiwo rows but allowing a value of
|Vis| considerably different from unity. Parameters for theselet® are constrained by various
experimental results and theoretical considerations. d¥ew a direct measurement from single
top quark production would provide a far more stringent éessuch models.

Single Top Quark Polarization

The polarization of top quarks represents and interestiag to probe the properties of the
top quark interaction and its study allows for searches i£s beyond the standard model as
it is sensitive to anomalous couplings of the top qum( @Tﬁ] In the SM, théV'tb vertex is
entirely left-handed, which means that the top quark podaion is passed on to th& boson and
guark into which the top quark decays. Sincelitienteraction with fermions into which it decays
is also left-handed, th@  polarization information is thus also reflected in the kimagics of its
decay products. The same weak interaction is also resperfsibsingle top quark production,
which has the consequence that single top quarks also shemgeadegree of polarization.

In the semileptonic decay chain of a polarized top quarkdiéneay angular distributions are
simple linear in the cosine of these decay an [81]:

1 dI 1
— =—(1 , , 2.2
Idcosb; 2 (1+aicosfi), (2.29)

whered; is the angle between thigh decay product and the top quark spin vector in the topkquar
rest frame, and' is the partial width of the top quark decay in the SM. The dedoewhich each
decay product is correlated with the spin is encoded in tteevaf o;. In a situation where a



Chapter 2. Theoretical Overview 25

mixture of spin up and spin down top quarks is present Eqn&tid9 becomes

1 dr 1

= =21 , , 2.

T dcos (91 9 ( + A“az COS 91) s ( 30)
whereA;| = x;% is the spin asymmetry.

For the charged lepton, = 1 [@@] thus the charged lepton is maximally correlatethwi
the top spin direction independently of the top dfdmasses. The charged lepton possesses a
stronger correlation than its parent, thHé boson (1 ~ 0.4). This is due to the the significant
interference between the polarization states of the irgdratell” boson [[Eb].

Single top quark production provides a clean source of padrtop quarks in which Equa-
tion[Z.30 can be exploited. The usual basis to study spataelobservables in high energy physics
is the helicity basis, however, because of the large topkguiass the ultrarelativistic limit is not
valid at the Tevatron and the helicity is not a Lorenz invariquantity. Therefore, there is reo
priori reason to believe that the helicity basis will give the besstadiption of the spin of the top
qguarks at the Tevatron. The so-called “optimized basigésebn the SM dynamics responsible
for single top quark production which predicts the spin @& top quark to be 100% polarized in
the direction of thel-type quark in the evenmlEIM]. However, the exact digecof thed-type
quark is unknown experimentally, so it is necessary to cadlos direction which is most likely to
be correct.

In the s-channel process;d — tb, the largest contribution to the total cross section comes
from the case where théis donated by the antiproton. In the antiproton basis (préto the
antitop production), 98% of the top quarks produced instebannel have spin-upd¢; = 0.96).

For thet-channel process, the largest portion of the total crossosecomes fromub — td
(ug — tbd in the2 — 3 process), with the spectator jet containing thguark @]. Furthermore,
in those events where tletype quark is in the initial state, the fact that the spectgt in the final
state tends to be produced in the forward direc@ [78] ra¢aat it is still not a bad choice for the
spin quantization axis: it is “almost” in the ideal directioThus, we define the “spectator basis”
as the basis in which we choose the spin axis to be alignediatmomentum of the spectator jet
in the final state. In this basis, the top quark is producetiérspin up state more than 96% of the
time (4, = 0.93) [@@]

Experimentally, the correlation expected from EquafiaB02s smeared by several effects.
In particular, for thet-channel production the optimal variable is the angle betwthe charged
lepton and the untagged jet in the reconstructed top quatkreemned; ;. The momenta and angles
of the final state objects is not perfect, in particular thatrieo = component is unknown and
must be inferred from constraints to thié boson mass. Therefore, the top quark reconstruction
will suffer large uncertainties, mainly for events wherermthan one jet i$-tagged and a choice
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must be made for the top quark reconstruction. Furtherntbee)epton identification requires
an isolation cut which depletes the angular distributioarres 6, ; = 1. After all selection cuts
described in Chaptéi 5, the angular distribution@f¢, ; for MC simulated events, as described
in Chaptef 6, are shown in Figure 2.9. The figure shows how tigesiop simulation follows
the expected angular correlation taking into account tpgote isolation effect neatos 6, ; =

1 and other resolution effects. A modified single top model nghithe top quark decays as in
the SM but is produced through right-handed interaction (RRIid.also included in the figure.
This exotic model presents an angular correlation thattis@melated with that of the SM single
top production. Background events are however flat. Henceudy ©f the single top quark
polarization using this angular distribution could digtiish SM single top production from other
possible non-SM single top production.

W + 2 Jets, 1 b-Tag CDF Preliminary
— Single Top
-------- Single Top (RRLL)

tt

W+HF

0.04}

Event Fraction

0.02

Normalized to Unit Area

1 O

CcoS el j

Figure 2.9: Cosine of the angle between the charged lepton and the ngedggt
in the reconstructed top quark rest frame. Templates angrsfar MC simulation of
single top signal and backgrounds, as well as for an exajitatimodel where the top
quark is produced through right-handed interaction (RRLL).
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Single Top as a Test for New Physics

The two modes of single top quark production are sensitivpiite different manifestations of
physics beyond the Standard Model. Many such models havegyeposed and can be classified
as to whether they involve the effects of a new particle éitundamental or composite) that
couples to the top quark, or the effect of a modification of $h coupling between the top and
other known particles [14].

Examples of additional non-standard model particles ohekextra quark with fourth generation
scenario (such astdquark that couples td” boson and a top quark), extra gauge boson (such as a
W' vector bosonlE 6] that couples to top and bottom), extates boson (such asi&* boson
or charged to -quark-pio[[LB?] that couples to top and lnoftAdditional top-colorMO], and
top-flavor Eb] models, and gauged-flavor symmetry n®[#], which give special dynamics
to the third family in order to explain the large top masspdé&ad to modifieds- and¢-channel

Cross section ratio.

Example of modified top quark interactions are anomaldi$ couplings [[33455], and
flavor changing neutral currenE@OO]. Extra dimensh@ories, such as Kaluza-Klein exci-
tations of thell’ boson also i redict altered single-top cross sectionsjsrcdse a decrease in the

s-channel production rate [101].
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Chapter 3

EXPERIMENTAL APPARATUS

The analysis presented in this thesis uses data collectecée February 2002 and August
2008 from proton-antiproton collisions produced by thealesn at a center-of-mass energy of
1.96 TeV and observed by the Collider Detector at Fermilab (CDF). Thespter describes the
collider apparatus and the detector.

Between 1997 and 2001, both the accelerator complex and thdecaletectors underwent
major upgrades, mainly aimed to increase the luminosityhefaccelerator, and gather data sam-
ples of2 fb=! or more. The upgraded machine accelerates 36 bunches ofprand antiprotons,
whereas the previous version of the accelerator operatidonly 6. Consequently, the time be-
tween bunch crossings has been decreased froms3fér the previous version to 396 for the
current collider. The center of mass energy was also ineceiem 1.8 to 1.96eV.

The new configuration required detector upgrades at CDF Ihsue a maximum response
time shorter than the time between beam crossings.

In the subsequent sections, we describe how the proton dmpfaion beams are produced,
accelerated to their final center of mass energy of &6, and collided. We then describe the
components used to identify and measure properties of thielpa produced in the collision.

3.1. The Tevatron Collider and the Fermilab Accelerator Com-

plex

The Fermilab’s Tevatron Collider represents the high eneuagtier in particle physics. Itis a
proton-antiproton storage ring system located at Fernfifabmi National Laboratory) in Batavia,

29
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lllinois (USA). With a center-of-mass energy ¢fs = 1.96 TeV it is currently the source of the
highest energy proton-antiprotops collisions and the only apparatus capable of producing and
directly studying top quarks. The collisions occur at twaing®on an underground ring, which has
a radius of about km. At these collision points there are two detectors: the GetlDetector at
Fermilab (CDF II) and D@ . The Rm diameter storage ring is the last step of a complex chain of
accelerators that produce and accelerate the proton aiptdodon beams (see Fig.3.1).

FERMILAB'S ACCELERATOR CHAIN
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Figure 3.1: Layout of the Fermilab accelerator complex.

Production and acceleration of protons and antiprotongahiab require a chain of acceler-
ators, each one boosting particles to higher energies. &aphwill be described in the following

pages.

3.1.1. Proton Production and Boosting

The Cockcroft-WaItorJEZ] pre-accelerator provides th&t 8tage of acceleration. Inside this
device, hydrogen gas is ionized to create idns, which are accelerated to 7&6V of kinetic
energy. The pre-accelerator produces k80 hydrogen ions every 66s.

Next, the H ions enter a linear accelerator (Lina&hOB] , approxinyai®0 m long, where
they are accelerated to 40Q0eV. This acceleration is also done every 66 (with an offset to
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catch the ions from the preacc). The Linac itself was upgianl@ 993, increasing its energy from
200 to 400MeV; this made it possible, during Run IIb, to double the numbearofons per bunch
and to increase by about 50% the production rate of antipsot®he acceleration in the Linac is
done by a series of “kicks” from Radio Frequency (RF) caviti€se oscillating electric field of
the RF cavities groups the ions into bunches.

The 400 MeV H ions are then injected into the 8005@03] , a circular byotron (circular
acceleratory4.5 m in diameter. A carbon foil strips the electrons from the tdns at injection,
leaving bare protons. The intensity of the proton beam igeged by injecting new protons into
the same orbit as the circulating ones. The protons areexatetl from 400 MeV to &eV by
a series of “kicks” applied by RF cavities. Each turn arourelBlooster, the protons accumulate
about 500keV of kinetic energy. The Booster is the first synchrotron in tlegalron complex. It
is composed of a series of 75 magnets arranged around an#ad&ius circle, with 18 RF cavities
inside. This stage of production is also operated aih66with sufficient phase offset to catch the
ions from the Linac.

Together, Linac and Booster are able to provide pulses-df? protons for antiproton pro-
duction every 1.5, or 6 - 10'° protons per bunch in series of 5 to 7 bunches, repeated 36 time
every 4s.

At this point, protons are transferred to the Main Injecéomewly built circular accelerator that
replaced the older Main Ring.

3.1.2. Main Injector

The Main Ring was originally built to provide 40G¢eV protons to Fermilab’s fixed target
experiment; later on, it was converted to act as an injectéhe Tevatron. The new operational
requirements for the Main Ring did not match its original dasi Therefore, during Run I, the
Main Ring was a performance bottleneck, and the situatioridvo& even worse in Run Il.

The Main Injector was designed to solve this problem whilevating further benefits, being
capable of containing larger proton currents than its pressor, which results in a higher rate of
antiproton production. It is a Bm long circular accelerator. It is composed of 18 accelegaRf
cavities and can accelerate protons from a kinetic ener@y(@fV to a total energy of up to 150
GeV every 2.2s. The Main Injector can be used in other different operati@ues:

= Antiproton production: it produces 126eV protons which are then used to strike the an-
tiproton source and create antiprotons. This processlisdcatacking pbars”

= Proton and antiproton boosting, before injection into teeatron in collider mode
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= Antiproton deceleration, in order to recover antiprotofteraa Tevatron collision run

= Proton and antiproton acceleration for fixed target expenityeither directly or as a booster
for the Tevatron

3.1.3. Antiproton Production

In order to produce antiprotons, a pulse of B0'? protons at 12@eV is extracted from the
Main Injector and focused into a nickel target. In the cailiss, about 20 antiprotons are produced
for each million protons, with a mean kinetic energy ofs8V. The antiprotons produced by
the collision are collected by a lithium lens and separatechfother particle species by a pulsed
magnet.

Before the antiprotons can be used in the narrow beams needael ¢ollider, the differences
in kinetic energy between the different particles need toebleced. Since this process reduces the
spread of the kinetic energy spectrum of the beam, it is redeto as “cooling” the beam. New
batches of antiprotons are initially cooled in the DebumdRiag (rounded triangular synchrotron
with a mean radius of 9th), collected and further cooled using stochastic coolif@/]lin the
8 GeV Accumulator (also a rounded triangular synchrotron). Thedgiple of stochastic cooling
is to sample a particles motion with a pickup sensor and coit®trajectory later with a kicker
magnet. In reality, the pickup sensor samples the averagemof particles in the beam and
corrects for the average. Integrated over a long periodwé tthis manifests itself as a damping
force applied onto individual particles which evens ouirtknetic energies. It takes between 10
and 20 hours to build up a “stack” of antiprotons which is thieed in collisions in the Tevatron.
Antiproton availability is the most limiting factor for aining high luminosities, assuming there
are no technical problems with the accelerator (assumangxample, perfect transfer efficiencies
between accelerator subsysteAE)_[iD_&, 105] .

Roughly once a day, the stacked antiprotons (36 bunches ot 8bo 10!° antiprotons per
bunch) are injected back into the Main Injector. They arecbated to 15@seV together with

36 bunches of roughlg x 10! protons. Both the protons and antiprotons are transferréueto
Tevatron.

3.1.4. Recycler Ring

Not all antiprotons in a given store are used up by the colisi Recycling the unused an-
tiprotons and reusing them in the next store significantyces the stacking time. The task of the
Recycler is to receive antiprotons from a Tevatron storel teon and re-integrate them into the
stack, so that they can be used in the next store.
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Antiproton production is one of the limiting factors in thééi@ency in the Tevatron; by recy-
cling 2/3 of these antiprotons, the average luminosity aaimbreased by a factor of two.

The Recycler Ring lies in the same enclosure as the Main Injecid, contrarily to the other
rings at Fermilab, it is built with permanent magnets. Dgrirun | the antiproton accumulation
ring was found to suffer some kind of failure approximatefge a week; this led to the loss of the
entire store. Permanent magnets, not being prone to theaooshon causes of failure (such as
power loss and lightning) provide a very stable repositonyufp to 3- 10'2 antiprotons at a time.

In principle, the Recycler Ring can accept antiprotons froenTievatron after a store is ended,
however this functionality has not been proved possible Rbcycler also maintains the antipro-
tons momenta at 8V. It can transfer these antiprotons back into the Tevatrosliots. Right
now, while the Recycler is not capable of accepting recyctetbms from the Tevatron, it is being
used to pull antiprotons off the Accumulator, “stackingétbnes which can then be injected into
the Tevatron.

3.1.5. Tevatron

The Tevatron is the last stage of Fermilab’s acceleratoinch# is a circular synchrotron
with a 1km radius. It is composed of eight accelerating cavities, quaale and dipole focusing
magnets. The Tevatron is also cryogenically cooled kg 4nd the accelerating cavities are made
of superconducting materials. Itis desirable to use sgmehacting magnets because the very large
fields necessary to maintdireV-scale energies would require currents so large that it igrmoost
effective to use superconducting magnets than ordinaistresmagnets.

The Tevatron is not a perfect circle. There are six sectofB)And each one has five service
buildings (0-4). The “0” sections have large straight sewi AO is where the Tevatron tunnel
connects to the injection point. It also contains one of twarh aborts. BO contains CDF (which
will be described below), and the DO detector is aptly nanwedt® place along the ring. At BO
and DO, the colliding beams are focused into very narrow lieasiof order 32:m, and the beams
then collide. CO is the location of the other beam abort (pretonly). EO used to be the site of
the old Main Ring transfer to the Tevatron, but now it is unude@lhouses the RF stations which
“kick” the beam back into position if it has wandered off itgsa It is also where the transfer lines
from the Main Injector connect with the Tevatron. It also sesithe transfer line to the antiproton
source.

The Tevatron receives 15V protons and antiprotons from the Main Injector or the Reaycle
(for antiprotons) and accelerates them to 98/ in 85s. Since the antiprotons and protons
are oppositely charged, they circle in opposite directionghe magnetic field, and are housed
in the same ring. The beams are brought to collision at twdlisoan points”, BO and DO. The
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two collider detectors, the Collider Detector at Fermilab €I and D@, are built around the
respective collision points. The Tevatron can then sustaih beams for hours at a time (called a
“store”).

The Tevatron can also be used in fixed-target mode: it carexate up to 3 10'* protons at a
time to an energy of 80QieV and deliver single bunches to be used in proton, meson andneu
experiments.

3.1.6. Luminosity

The number of collisions per second is described by the ‘hasity”, £. Making use of the
upgrades in the rest of the accelerator chain, the Teva@monpcovide an initial luminosity of
102 ecm~2s~!. During a collider store, instant luminosity slowly deces. In the early stage
of the store, the most important cause for this decreasdrabigam scattering; some hours later,
the depletion of antiprotons during collisions becomesametevant. Luminosity is expected to
decrease to 50% in about seven hours, anddéaliivelve hours. After a typical store duration of
eight hours, 75% of the antiprotons are still availableythee decelerated in the Tevatron and in
the Main Injector, and then stored in the Recycler Ring.

The luminosity of collisions can be expressed as:

o= NN (ﬂ) , (3.1)
2m (02 + a%) 3*

where f is the revolution frequency iz, Ny is the number of bunchesy,; is the number

of protons (antiprotons) per bunch, angl;) is the protons (antiprotons) RMS beam size at the

interaction point. This is multiplied by a form facta¥,, that depends on the ratio of the bunch

longitudinal RMS sizeg;, and the beta function at the interaction pojfit, which is a measure of

the transverse beam width and it is proportional to the beamandy extent in phase space. Ta-

ble[3.1 shows a comparison of Run | and design Ru@l[lOS] acaeleparameters. Figure 8.2

shows the total luminosity collected by CDF as of Decembe®200

However, the luminosity is not determined from this formusat from the measured rate of
some reference physical processes. The measurement afivebkity delivered by the Tevatron
to the CDF experiment is described in 9ec. 3.2.7.

3.1.7. Beam Monitors

Operation of colliders at the Tevatron requires a constantitoring of the beam position and
luminosity. From a conceptual point of view, this is done imRuas it was done in Run I.
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Parameter Run Ib Run Il
Number of bunches/\z) 6 36
Protons/bunch/{,,) 2.3 x 101 2.7 x 101
Antiprotons/bunch ;) 5.5 x 101 3.0 x 101
Total antiprotons 3.3 x 101 1.1 x 10!2
5% [em] 35 35
Bunch length [m] 0.6 0.37
Bunch spacing [ns] 3500 396
Interactions/crossing 2.5 2.3
Energy [GeV/particle] 900 980
Integrated luminositygfb—!] 112 1800

Peak luminosity ¢m=2s7'] 2 x 103 ~ 2 x 103

Table 3.1: Accelerator parameters for Run | and Run Il configurations.

The luminosity monitor consists of two arrays of scintibleg, placed on both sides of the
interaction region. A coincidence of particles moving avr@ayn the interaction point, both in the
p andp direction, is interpreted as a contribution to luminosBunches of particles moving in a
single direction, without a coincident bunch in the opp®slitection, are flagged as beam losses.

The beam position, on the other hand, is measured by theeotlietectors themselves. During
Run I, the detector was able to locate the beam withimbin about five minutes; other beam
parameters, such as slope and transverse profile, werdatattover longer time intervals (about
two hours). In Run Il, the same operations are performed bue muoickly.

3.2. The CDF Il Detector

The CDF I Detector@@?] is a substantial upgrade of ttgirmal CDF Detectorm8] .
It is located at the BO collision point of the Tevatron Collid&he detector is designed to detect
and measure properties of particles emanating fspreollisions. The design is not geared toward
one particular physics measurement, but rather optimiaedrd extracting a number of different
properties about all particle species created ingheollision. Such particle detectors are often
called multi-purpose detectors.

A diagram of the CDF Il Detector is shown in Fig. B.3. A quadraithe detector is cut out to
expose the different subdetectors. The detector congi8tprimary subsystems: the tracking, the
calorimetry and the muon systems. All these systems sudrthen“beam pipe”, a vacuum tube of
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Figure 3.2: Total luminosity gathered by the CDF detector as of Decembé®2The
black curve is luminosity delivered and the purple curvaurmihosity written to tape

by CDF. The filled area indicates the integrated luminosigdus this analysis.

diameter 2.2m located at the innermost part of the detector and where thteqpand antiproton
beams travel and collide. The beam pipe is made of berylliegabse this metal has the best
mechanical qualities, yet lowest nuclear interaction €section of all materials.

The detector subsystems can be grouped as follows. Themimsésystem is the integrated
tracking system. The tracking system is barrel-shapedamsists of cylindrical subsystems which
are concentric with the beam. It is designed to detect cldapgeticles, measure their momenta
and displacements from the point of collision (primary ratgion vertex). The tracking system
Is surrounded by the Time of Flight system, designed to piyarticle identification for low-
momentum charged particles. Both the tracking and Time ghElsystems are placed inside a
superconducting coil, which generates a 1.4 T solenoidginetic field. The coil is surrounded
by calorimetry systems, which measure the energy of pastittiat shower when interacting with
matter. The calorimetry systems are surrounded by muortdetgystems. When interacting with
matter, muons act as “minimally ionizing particles” - theyyodeposit small amounts of ionization
energy in the material. Therefore, they are able to pemetrath the tracking and calorimeter
systems. The integrated material of the tracking systent;, BOlenoid and calorimetry systems
serves as a particle filter. Particles which penetrate tiir@ll that material are mostly muons, and
they are detected by leaving tracks in the muon detectiaeisydocated outside of the calorimeter.
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Figure 3.3: The CDF Il Detector with quadrant cut to expose the differebtetectors.

The Cherenkov Luminosity Counter (CLC) measures the rate ofactiens near the beam used
for luminosity measurements.

The rest of this chapter will provide a short description afle detector subsystem, with an
emphasis on the upgrades since Run |. More detailed infoomati each system can be found in
the Technical Design Report of the CDF I Detec&lOG] .

3.2.1. Standard Definitions in CDF

Figure[3.4 shows an elevation view of the detector. Protomerehe detector from the west
side and antiprotons enter from the east side.

Because of its barrel-like detector shape, the CDF Il Detaases a cylindrical coordinate
system ¢, ¢, z) with the origin at the center of the detector and thaxis along the nominal
direction of the proton beam (toward east). Tj@xis points upwards. Since the coordinate
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Figure 3.4: Elevation view of the Collider Detector at Fermilab (CDF). Wlzast)
corresponds to the right (left) side of the picture.

system is right-handed, this also defines the direction@f:thxis; it is horizontal pointing north
(outward with respect to the center of the Tevatron).

Spherical coordinates are also commonly used: the polde éng defined with respect to the
proton beam and the azimuthal anglés defined with respect to theaxis. Howeverg is not a
good variable to use in this case because itis not a Lorevdriant. Due to the fact that the proton
(and antiproton) is an extended object, the actual coestitpartons will not be traveling at 980
GeV. Thus, the number of particles per unit anglé/(df) will not be the same for particles with
different velocity.

Instead, we use the concept of tiagidity, defined as

N el
2 E_pz

where E is the energy and is the z component of the momentum of the particle. For the high

(3.2)

energy particleg; > m soE ~ p and the rapidity is approximated by thseudo-rapiditydefined
as

n = —Intan (g) . (3.3)

In this case, the number of particles per unit rapiditiy/(dn) is invariant under boosts in the
z direction.

Particles moving through a homogeneous solenoidal magetd follow helical trajectories.
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Reconstructed charged particle trajectories are refeaed t'tracks”. The plane perpendicular
to the beam is referred to as the “transverse plane”, anddheverse momentum of the track is
referred to ag;. As opposed te@"e~ collisions, inpp collisions not all of the center of mass
energy of thepp system is absorbed in the collision. The colliding parterssde the proton carry
only a fraction of the kinetic energy of the proton. As a resthle center of mass system of the
parton collisions is boosted along the beam direction (keditudinal” direction) by an unknown
amount, but quantities defined in the transverse plane aiseceed in the collisions. For instance,
the sum of all transverse momenta of particles in a colli@arero,> _ p7 = 0.

To uniquely parameterize a helix in three dimensions, firape&ters are needed. The CDF I
coordinate system chooses three of these parameters tibees@osition, and two more to de-
scribe the momentum vector at that position. The three patens which describe a position
describe the point of closest approach of the helix to thenb@se. These parameters atg ¢,
and zy, which are thep, ¢ andz cylindrical coordinates of the point of closest approachhef
helix to the beam. The momentum vector is described by tlo& tarvature ¢) and the angle of
the momentum in the—z plane ¢ot #). From the track curvature we can calculate the transverse
momentum. The curvature is signed so that the charge of thielpamatches the charge of the
curvature. Fromot 6, we can calculatg. = pr - cot 6. At any given point of the helix, the track
momentum is a tangent to the helix. This basically meansthi@aanglep, implicitly defines the
direction of the transverse momentum vector at the pointasfest approach.

The impact parametetl{) of a track is another signed variable; its absolute valuessponds
to the distance of closest approach of the track to the baamlihe sign ofi, is taken to be that
of p x d - 2, wherep, d andz are unit vectors in the directions ﬁ;‘d} andz, respectively.

For decaying particles, we often define the displacement

Loy =d - pr, (3.4)
whered is the displacement of the decay vertex in the transverseptnds; is the unit vector in
the direction ofp7.

3.2.2. Tracking Systems

The detector has a cylindrical tracking system immersedlin d' solenoidal magnetic field
for the measurement of charged-particle momenta. We wsitdlee this system starting from the
devices closest to the beam and moving outwards. The inrgtnacking device is a silicon strip
vertex detector, which consists of three subdetectorset@@ (L00), the Silicon Vertex Detector
(SVX-Il) and the Intermediate Silicon Layers (ISL). Fig83&hows a view in the — ¢ plane of
the three subsystems.
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64 cm >

A

Figure 3.5: Transversal view of the Silicon Vertex Detector at CDF shaythre differ-
ent layers and parts of the detector.

Surrounding the silicon detector is the Central Outer Tra¢k©T), a3.1 m-long cylindrical
open-cell drift chamber covering radii from 43.4182.3 cm. Figure[3.6 shows the coverage of
the whole tracking system.

The silicon detectors provide excellent impact parameteimuthal angle and resolution.
They are also instrumental in vertexing. The COT providegksct resolution of the curvature,
andr. Together they provide very accurate measurements of tltahgaths of charged particles.

Silicon Tracking Detectors

Silicon tracking detectors are used to obtain precise iposiheasurements of the path of a
charged particle. A silicon tracking detector is fundarmaéinta reverse-biased p-n junction. When
a charged patrticle passes through the detector mateal ges ionization. In the case of a semi-
conductor material, this means that electron-hole pailisbeiproduced. Electrons drift towards
the anode, and holes drift toward the cathode, where thgelsgathered. The amount of charge
is, to first order, proportional to the path length traversethe detector material by the charged
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Figure 3.6: The CDF Il tracker layout showing the different subdetecystams.

particle.

By segmenting the p or n side of the junction into “strips” aedding out the charge deposition
separately on every strip, we obtain sensitivity to the fpmsiof the charged particle. All the
CDF 11 silicon tracking detectors are implemented as micipstetectors. The typical distance
between two strips is abodt ym. Charge deposition from a single particle passing through th
silicon sensor will be read out on one or more strips. Thisgdaeposition is called a “cluster”.
There are two types of microstrip detectors: single and tosiled. In single-sided detectors
only one (p) side of the junction is segmented into stripsulide-sided detectors have both sides
of the junction segmented into strips. The benefit of doglded detectors is that while one (p)
side has strips parallel to thedirection, providing-—¢ position measurements, the other (n) side
can have strips at an angle (stereo angle) with respect todhrection, which will givez position
information.

The innermost layer, L09] , Is a radiation-hard, sirgjtted silicon detector installed
directly onto the beryllium vacuum beam pipe. LOO is the nresent addition to the CDF Il
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tracker. The geometry of LOO is such that there are two oppnay hexagonal structures at radii
between 1.35 and 1.62n from the beam. Figure_3.7 shows a detailed view of the LOOnly o
providesr—¢ measurements. Being so close to the interaction point, L@@aves noticeably the
spacial resolution up ter15 pm per hit.

Figure 3.7: Detailed view of the Silicon LOO along with the two innermdesyers of
the SVX.

The layer of silicon on the beam pipe is followed by the SV] . It consists of five
concentric layers of double-sided silicon sensors. Oneaicéach sensor provides measurements
in the transverse plane (axial strips); the other sideigsstteliver 3D information. SVX-Il extends
radially from 2.5 tol1 cm, and alongz up to 45cm on either side of the interaction point. The
spacial resolution of the SVX-II isz20 pm.

The Intermediate Silicon Layers (ISIJ)__Lllll] are the outestrgilicon subdetector systems,
consisting of one double-sided silicon, similar to thoseSMX-I1, placed at a radius af2 cm in
the central region|(| < 1), and two forward layers (X |n| < 2) at radii 20 an®8 c¢cm from the
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beam line. Together with SVX-II, the ISL makes it possible¢construct tracks in the forward
regions, which lie beyond the acceptance region of the draeker.

The SVX-Il and ISL are made of double-sided silicon sensds.shown in Tablé _3]2, the
SVX-II layers have different stereo angles. Two layers have2° stereo angle and three have a
90° stereo angle. The ISL detector provides small angte’) stereo information.

Property LayerO Layerl Layer2 Layer3 Layer4
Number of¢ strips 256 384 640 768 869
Number ofz strips 512 576 640 512 869
Stereo angle 90 o -1.2 or +1.2
¢ strip pitch  [pm] 60 62 60 60 65
z strip pitch  [pm] 141 1255 60 141 65
Active width [mm|  15.30 23.75 38.34  46.02 58.18

]

Active lengtimm| 72.43 7243 7238 7243 7243

Table 3.2: Relevant parameters for the layout of the sensors of the IVagérs.

Four silicon sensors are stacked length-wise into a “lddsteucture which is29 cm long.
The readout electronics are mounted onto the ends of theldsadd he ladders are organized in
an approximately cylindrical configuration, creating ‘teds”. A SVX-II barrel is segmented into
12 wedges, each covering approximat&ly in ¢ with a small overlap at the edges, allowing for
several silicon hits per track. There are three SVX-II barradjacent to each other along the
z-axis, covering the nominal interaction point in the cemtethe CDF Il Detector. The coverage
of the silicon detector subsystems is shown in 3.8. Tiheoe tracking system is used in
stand-alone mode to provide an extension of tracking doveh&an pseudorapidity.

Compared to the shorter, 4-layer, single-sided vertex tate€ Run I, the new silicon tracker
provides a much wider acceptance, better resolution, 4tiraensional reconstruction and, as
stated above, can be used in stand-alone mode without irgutthe Central Outer Tracker (de-
scribed hereatfter).

Central Outer Tracker

The Central Outer Tracker (COMIZ] is a multiwire drift chiaen built to replace the one
used in Run | (CTC). The active volume of the COT begins at a radius3d cm from the
nominal beamline and extends out to a radiu$32f3 cm. The chamber i810 cm long. The COT
contains 96 sense wire layers, which are radially groupéd erght “superlayers”, as inferred
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Figure 3.8: Coverage of the different silicon subdetectors projectemtimer—z plane.
Ther andz axes have different scales.

from the end plate section shown in Hig.]3.9(a). Four superta(axial superlayers) provide- ¢
measurements and are alternated with the remaining fotiptogide 2 stereo measurements
(stereo superlayers). Each superlayer is divideg into “supercells”, and each supercell has
12 sense wires and a maximum drift distance that is apprdgignthe same for all superlayers.
Therefore, the number of supercells in a given superlay@es@approximately with the radius of
the superlayer. The entire COT contains 30,240 sense wirppro&imately half the wires run
along thez direction (“axial”). The other half are strung at a small En°) with respect to
the ~ direction (“stereo”). Particles originating from the irgetion point, which havén| < 1,
pass through all 8 superlayers of the COT. Particles whiclke haw 1.3 pass through 4 or more
superlayers.

The COT drift chamber provides accurate information insithe plane for the measurement
of transverse momentumy, and substantially less accurate information inithe plane for the
measurement of thecomponent of the momentum,.

The supercell layout, shown in Fig, B.9(b) for superlayardhsists of a wire plane containing
sense, potential and shaper (for field shaping) wires andda(be cathode) sheet on either side.
Both the sense and potential wires dfeym diameter gold plated Tungsten. The field sheet is
6.35 pm thick Mylar with vapor-deposited gold on both sides. Eacldfgheet is shared with the
neighboring supercell.

The COT is filled with an Argon-Ethane gas mixture and Isoptafgohol (49.5:49.5:1). The
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Figure 3.9: (a) Layout of wire planes on a COT endplate. (b) Layout of wines COT
supercell.

mixture is chosen to have a constant drift velocity acrossctil width. This allows a maximum
drift time of 177ns with a drift velocity of 100um/ns. This prevents pileup of events in the drift
chamber from the previous event.

When a charged particle passes through, the gas is ionizedtrais drift towards the sense
wires. The electric field in a cylindrical system grows exgotmally with decreasing radius. As a
result, the electric field very close to the sense wire isdargsulting in an avalanche discharge
when the charge drifts close to the wire surface. This effeavides a gain of~ 10%. Due to
the magnetic field that the COT is immersed in, electrons dtifi Lorentz angle of 35°. The
supercell is tilted by5° with respect to the radial direction to compensate for tffece

Signals on the sense wires are processed by the ASDQ (AmpBfiaper, Discriminator with
charge encoding) chip, which provides input protectionpkfimation, pulse shaping, baseline
restoration, discrimination and charge measure [It'33 charge measurement is encoded in
the width of the discriminator output pulse, and is used #otiple identification by measuring the
ionization along the trail of the charged parti¢l&~ /dz). The pulse is sent through 11 m of
micro-coaxial cable, via repeater cards to Time to Digitah@wter (TDC) boards in the collision
hall. Hit times are later processed by pattern recognitiacking) software to form helical tracks.
The hit resolution of the COT is about0 ym. The transverse momentum resolution has been
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measured using cosmic ray events to be

orr — 0.17% [GeV/c] . (3.5)
br

Pattern Recognition Algorithms

As explained in the previous sections, charged particeegelemall charge depositions as they
pass through the tracking system. By following, or “tracKirthese depositions, pattern recogni-
tion algorithms can reconstruct the charged patrticle track

There are several pattern recognition algorithms usedctnsdruct tracks in the CDF Il track-
ing system. Most of the tracks are reconstructed using ‘i@exis” (Ol) algorithms which we will
describe here. The name of this group of algorithms sugdfestshe track is followed from the
outside of the tracking system inwards.

The track is first reconstructed using only COT informatiomeTCOT electronics report hit
time and integrated charge for every wire in an event. Theérh#& corresponds to the time that an
avalanche occurred at a sense wire. The hit time can be iatetpas the drift time of the charge in
the gas, but first it has to be corrected for time of flight. Theilming resolution is of the order of
a fewns; this roughly corresponds to the average spread in callisioes. It is assumed that the
collision times always happen at the same time in a cyclenduaistore. An average of collision
times is done for many previous events and this is used asvém@ eollision time. Hit times
corrected for the collision time are interpreted as drifteés and used in pattern recognition. To
perform the final track fit, an additional time of flight cortien is performed assuming massless
particles.

The helical track, when projected into the two dimensionab plane, is a circle. This simpli-
fies pattern recognition, so the first step of pattern redammin the COT looks for circular paths
in radial superlayers of the COT. Supercells in the radiakdayers are searched for sets of 4
or more hits that can be fit to a straight line. These sets diedcaegments”. The straight-line
fit for a segment gives sufficient information to extrapolategh measurements of curvature and
¢o. Once segments are found, there are two approaches to tnadakgfi One approach is to link
together segments for which the measurements of curvamare.sare consistent. The other ap-
proach is to improve the curvature apgilmeasurement of a segment reconstructed in superlayer 8
by constraining its circular fit to the beamline, and theniagdhits which are consistent with this
path. Once a circular path is found in the ¢ plane, segments and hits in the stereo superlayers are
added by their proximity to the circular fit. This results ithaee-dimensional track fit. Typically,
if one algorithm fails to reconstruct a track, the other alipon will not. This results in a high
track reconstruction efficiency{(95%) in the COT for tracks which pass through all 8 superlayers
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(pr > 400 MeV /c). The track reconstruction efficiency mostly depends on hmamy tracks there
are to be reconstructed in the event. If there are many tqar@sent close to each other, hits from
one track can shadow hits from the other track, resultindficiency loss.

Once a track is reconstructed in the COT, it is extrapolatéal ime SVX-II. Based on the
estimated errors on the track parameters, a three-dimmaisimad” is formed around the extrap-
olated track. Starting from the outermost layer, and waykimwards, silicon clusters found inside
the road are added to the track. As a cluster gets added, adegeis narrowed according to the
knowledge of the updated track parameters. Reducing thdwidthe road reduces the chance
of adding a wrong hit to the track, and also reduces compuntdime. In the first pass of this
algorithm,r—¢ clusters are added. In the second pass, clusters with stdoemation are added
to the track.

For the identification of electrons in the forward region,pedal algorithm, called Phoenix
(PHX) tracking, is used. This forward tracking algorithnaiglog to the outside-in tracking where
an energy cluster in the PEM, instead of a COT track, and timegpyi vertex are used to construct
seed tracks. For each seed, two hypotheses about the cHatye marticle are considered by
computing the curvature for both an electron and a positooresponding to the deposited energy.
The extrapolation of those seed helices into the silicondetlctor works similarly to the outside-
in tracking algorithm.

3.2.3. Time of Flight

Outside the tracking system, still inside the superconidgehagnetic coil, CDF Il has a Time

of Flight (TOF) [114] system. The TOF system is designed sbimguish low momentum pions,
kaons and protons by measuring the time it takes these lpartatravel from the primary vertex
of the pp collision to the TOF system. The system consists of 216 bassintillating material,
roughly300 cm in length and with a cross section#k 4 cm?. The bars are arranged into a barrel
around the COT cylinder, at a radius #f140cm. They are surrounded by the superconducting
solenoid on the outside. The scintillating material is BrcA®8, which has a short rise time and a
long (380cm) attenuation length.

Particles passing through the scintillating material & bars deposit energy causing small
flashes of visible light. This light is detected by photonplier (PMT) tubes which are attached at
both ends of each bar and provide time and pulse height nerasats. The signal from the photo-
multiplier tube is processed by a pre-amplifier circuit m@gndirectly onto the tube. The readout
electronics perform both time and amplitude digitizatidnhe signal. The TDC information is a
digitization of the time when the signal pulse reaches a fokedriminator threshold. This time
depends on the amplitude of the pulse, since a large pulssasdhe threshold earlier (time walk).
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The digitization of the pulse amplitude is needed to cori@cthis effect. After correcting for time
walk effects, the timing resolution of the TOF system is addiD ps for particles crossing the bar
exactly in front of one of the photomultiplier tubes. The itgn resolution varies with displace-
ment from the photomultiplier tube. Large pulses give dtteing resolution, as light attenuates
while traveling through the scintillator material. Theyed, particles passing through the bar near
the photomultiplier tube have better timing resolutionrtiiaose which are farther away. A more
detailed description can be found 15].

3.2.4. The Solenoid

The tracking and the TOF systems are enclosed in a superctimgisolenoid which provides
a nearly uniform magnetic field of up to 1’ along the detector axis, over a cylindrical fiducial
volume 3.5m long and 2.8n in diameter.

The coll itself is 4.8m long and~25 cm thick, with an inner radius of 1.4. It is built of an
aluminume-stabilized Nb Ti superconductor, able to withstaurrents up to 5008, and operating
at liquid helium temperature. During most of Run |, the magpetrated at 4654, corresponding
to a current density of 11158/m and a central field of 1.74.

Although the design lifetime of the solenoid was only tenrged is possible to reuse the
magnet during Run Il. The cool-down procedures that were deedg Run | limited mechanical
stress to the coil, avoiding fatigue damage.

3.2.5. Calorimeters

The main effort of the Run Il upgrade of the CDF Il calorimetesteyn dealt with upgrading
the electronics to handle the faster bunch crossings. Tiheatetector parts were taken over from
Run | without modification. We will describe shortly this sgst in the next subsections. A more
detailed description can be found in the CDF Il Technical @eﬂeport@ﬁ] :

Overview

The basic structure of the CDF calorimeters is based on Bafimtg sampling. That is, the
detector after the absorbing material is a scintillatingethguided into a fiber, where the light
produced from the incoming patrticles is passed through @leagth shifting fiber to a photomul-
tiplier tube, and then on to an amplifier. The calorimeterivgded into separate electromagnetic
(large number of radiation length’s, and small number of interaction lengthdor photon and
electron identification and energy measurement) and hadflange number of interaction lengths
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for hadron energy measurement) sections.

The entire calorimeter is segmented into “projective t@kawvhose geometry is summarized
in Table[3.83. This means that it is segmented;iand ¢ “towers” that point to the interaction
region. The coverage of the calorimetry systerrisn ¢ and|n| < 3.6 in pseudorapidity.

7 range Ao An
0-1.1(1.2 had) 15 0.1
11(1.2had)-1.8 75 0.1
18-21 78 0.16
2.1-3.6 13 0.2-0.6

Table 3.3: Calorimeter segmentation.

The calorimeter system is divided into three regions: eénptug and forward. Corresponding
to these regions, the subsystems will have one of the lete and F in their acronym. Each
calorimeter tower consists of an electromagnetic showentaw followed by a hadron calorimeter.
This allows for comparison of the electromagnetic and haidrenergies deposited in each tower,
and therefore separation of electrons and photons frorrohadr

There are three subdetectors for the electromagneticicetar: CEM, PEM and FEM. These
correspond to the central, plug and forward regiong)pfrespectively. The hadron calorimeters
in the central region are the central (CHA) and the endwall (WHAe plug and forward regions
are covered by the PHA and FHA calorimeters, respectively.

The central region of the detector is covered by the CentedtElmagnetic (CEM)6] and
Central Hadronic (CHA)?] calorimeters, in the pseudatapirangesn| <1.1 and|n| <0.9,
respectively. In the forward region, the plug electromagn@EM) [118] and hadronic (PHA)
calorimeters cover the regions £.1n| <3.6 and 1.% || <3.6 respectively. The Wall Hadronic
Calorimeter (WHA) ] fills the gap between the CHA and the PHAhe pseudorapidity range
0.7< |n| <1.3.

The pseudorapidity coverage, resolutions, thickness &sdrbaer material for the different
electromagnetic and hadron calorimeters are given in Tade The details of each calorimeter
are based on the specific physics needs and are discussed belo

Central Calorimeter

Apart from the electronics, the central calorimeter in theFODdetector is the same used
during Run 1.



50 3.2. The CDF Il Detector

System 17 coverage Energy Resolution (%) Thickness Absorber

CEM In| < 1.1 13.5//Er & 2 18X,  3.18mm lead
PEM 1.1<|n <36 16/VEr &1 21X, 4.5mm lead
CHA In| < 0.9 50/vEr & 3 4.5\ 2.5cm steel
WHA 0.7<n <13 75/VEr &4 4.5)0 5 cm steel

PHA 1.3 < | <36 80/vEr &5 7.0\  5.08cm steel

Table 3.4: Pseudorapidity coverage, energy resolution and thickifoesbe different
calorimeter subdetectors of the CDF Il Detector. Thsymbol means that the constant
term is added in quadrature to the resolutiog.signifies interaction lengths ankl,
radiation lengths.

The CEM is a sampling device made of 3inm thick layers of polystyrene scintillator, alter-
nated with 3.18nm thick layers of aluminum-clad lead. In order to maintain astant number
of radiation lengths as a function 6f some lead layers are replaced by acrylic (Plexiglas), s th
the actual number of absorber layers varies from 30 nearghiecto 20 af) ~1.1. The CEM is
divided into four arches (Noert-West, South-West, Nort#sttand South-East) made of identical
15° modules, each of them being segmented into 10 projectiversowl hus each tower covers a
solid angle of 0.1 by 15in n x ¢ space. The blue light emitted by the scintillators is cdéec
on each side of the two towers by acrylic wavelength shifteas convert it to green light and
guide the light toward two photomultipliers (Hamamatsu R5&@tside the CHA (see Fig._3.10).
The two most forward towers of one of the CEM and CHA modules atenstrumented (the so
called “chimney”), in order to provide access for cryogertiag the solenoid. Based on test beam
data, the CEM energy resolution for an electron going thrahglcenter of a tower is found to be

13.7%
BT & 2%.

The Central EM Max Detector (CESL)__L1|16] is a strip chamber dexigo provide a measure-
ment of charged tracks very close to the calorimeter, witty litle material in between. This is
done to distinguish electrons from photons, which othexwask very similar in the detector. They
are located between thé&'8ead layer and the'®scintillator layer (counting outward), which is the
expected position of shower maximumrs@X,, including tracking and solenoid material). In each
CEM module, a CES module is a multi-wire proportional chambién 84 anode wires parallel to
the beam axis, spaced 0.¢3 apart and split afz| = 121cm. The spatial resolution achieved is

~2 mm.

The CEM is also equipped with a pre-shower detector (CPR) , Lisediscriminating between
hadrons and photons/electrons. The CPR is a set of multipuaportional chambers with wires
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Figure 3.10: Wedge of the Central Electromagnetic Calorimeter.

parallel to the beam providing transverse measurementstapdcathodes providing informa-
tion, with a resolution of the order of a few millimeters.

The CHA is a sampling hadronic calorimeter surrounding the CtMbwing the same seg-
mentation (0.1 by 15in  x ¢). The WHA extends the CHA coverage and uses the same tech-
nology as the CHA. Altogether, a wedge contains 12 towers véhidh are fully in the CHA, 3in
the WHA and 3 are shared between the two. The number of intendengths is constant through
the entire range of pseudorapidity and is equal to 4.5. The @HAade of 32 layers of 2.&m
thick steel absorber and 1cth thick scintillator. The WHA is made of 15 layers of 5t thick
steel absorber and 1@n thick scintillator. Two PMT's per tower are linked to the isilators
by a wavelength shifter and a light guide. The CHA and WHA simiten energy resolutions are

0% @ 3% and™>L @ 4%, respectively.
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Plug Calorimeter

The Plug Calorimeter, shown in Fig._3]11, covers thegion between 1.1 and 3.64, corre-
sponding to polar angles between°3hd 3. It was designed and built to replace the CDF |
forward calorimeters, and to cope with the Run Il requireradhtgher luminosity and 132s

bunch spacing).
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Figure 3.11: View of the Plug Calorimeter (PEM and PHA).

The Plug Calorimeter consists of an electromagnetic (PEM) leadronic (PHA) calorime-
ter with the same projection segmentation. Figure]3.12 shtbe segmentation pattern of a°15
module: towers cover an azimuthal angle of*ddwn ton = 2.22 and 15further; similarly, the
segmentation im becomes coarser as one moves closer to the beam. EigurdsbXhaws how
towers are combined for the purpose of being used by thedriggstem.

The PEM is made of 22 layers of 4uom lead and 4nm thick scintillator tiles. Each scintillator
tile is read by a single PMT. In front of the 22 sampling layisra 1cm thick scintillator tile read
out by a multi-anode photomultiplier (MAPMT) which is useslapre-shower detector. The PEM

energy resolution ié% ® 1%.

As in the Central Calorimeter, a shower maximum detector (FE830 embedded in the PEM.
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AB = 2.7°
An = AB /sin @

Figure 3.12: Segmentation of the Plug Calorimeter (PEM and PHA).

It is made of two sets of scintillating strips that providegse 2D shower position measurement
(resolution~1 mm).

The PHA is made of 23 layers of 5.@& thick steel absorber androm thick scintillator. Its

resolution is% ® 5%.

3.2.6. Muon Systems

Muons are particles which interact with matter only by i@tian. For energies relevant to
this experiment, they do not cause showers in the electroatigor hadronic calorimeters. As
a result, if a muon is created in the collision and has enougimemtum, it will pass through the
calorimeter with minimal interaction with the material icks. Therefore, the calorimeter can be
considered as a filter which retains particles that showa&rwhteracting with matter and muons,
which do not. Muon detection systems are therefore plaadidliaoutside the calorimeters, being
the outermost component of CDF.

The muon detectors at CDF make use of single wire drift chasdewell as scintillator coun-
ters for fast timing. The various subsystems are the CentredrivDetector (CMU), the Central
Muon uPgrade Detector (CMP), the Central Scintillator uPgr&5P), the Central Muon eXten-
sion Detector (CMX), the Central Scintillator eXtension (CS¥je Toroid Scintillator Upgrade
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(TSUV), the Barrel Muon Upgrade (BMU) and the Barrel Scintiltdtipgrade (BSU). The CMU,
CMP and CSP covdr| < 0.6, the CMX and CSX cover 0.8 |n| < 1.0 and the TSU, BMU and
BSU cover 1.0< || < 1.4. Figuré 3.113 shows the coverage of each subdetectag intfp plane.

- cMx BE-CMP HH-cMU
-1 0 1

A

Figure 3.13: Coverage (in the x ¢ plane) of the upgraded CDF muon system.

Table[3.5 summarizes the information on the muon subsystem.

The first muon system built at CDF, the CM@lg], is placed jugsme the CHA.mlt pro-
vides roughly 5.5 interaction lengths for pions, absoriimge than 99% of the outgoing charged
hadrons. The threshold of the CMU is 1.4eV/c. It is cylindrical in geometry with a radius of
350cm, arranged into 24 12°6vedges, which means that there is a gap of Between adjacent
wedges. Each wedge contains three modules (stacks) withdgpers of four rectangular drift
cells. The cells have 50m sense wires at the center of the cell, parallel toltkrection. The
system is filled with an Argon-Ethane gas mixture and alc¢#®/5:49.5:1) as the COT.

A second set of chambers, the CMP, is situated outside ani@difayer of 60cm thick
steel to act as an absorber, which is 3.5 additional interadengths (for a total of 9.8). The
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CMU | CMP/CSP| CMX/CSX
7 coverage 0-06| 0-0.6 0.6-1.0
Min pr [GeV/c] 14 2.2 14
Drift Tubes
Thickness [cm] 2.68 2.5 2.5
Width [cm] 6.35 15 15
Length [cm] 226 640 180
Max drift time [us] | 0.8 1.4 1.4
Scintillators
Thickness [cm] N/A 2.5 15
Width [cm] N/A 30 30-40
Length [cm] N/A 320 180

Table 3.5: Parameters of the Muon Detectors at CDF.

pr threshold of the CMP is 2.&eV/c. It is rectangular in geometry, consisting in four layers of
single-wire drift cells, staggered by one half cell per laye

On the other surface of the CMP lies the CE[lZO], a single lafyszctangular scintillator
tiles, with a waveguide to move the scintillated light inté®®T. This provides a fast detection
mechanism used in triggering muons.

The CMX is located on either side of the detector straddlirgy libamline. It is a conical
geometry of drift tubes with drift chambers, similar to the Mnd scintillators on both sides. The
CSX is another scintillator array similar to the CSP. The CMXard®60 in ¢. The segmentation
is in 15> wedges in azimuthal angle. Each wedge consists of eightdafaectangular tubes in
the radial direction, also offset to provide better resolut

Using the timing information from the drift cells of the musgstems, short tracks (called
“stubs”) are reconstructed. Tracks reconstructed in the @@Extrapolated to the muon systems.
Based on the projected track trajectory in the muon systeenestimated errors on the tracking
parameters and the position of the muon stuf? salue of the track-stub match is computed. To
ensure good quality of muons, an upper limit is placed on &iee/ofxi, they? of the track-stub
match in thep coordinate.
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3.2.7. The Cherenkov Luminosity Counter

The Cherenkov Luminosity Counter (CL@ZZ] was desigoethie Tevatron Run Il in
order to achieve a precision measurement of the instarnademinosity up tox 2:10°2 cm 25!
and to cope with the 132s bunch-spacing that was originally envisioned. Since lwsity mea-
surement is critical to the cross section measurement mesén this document, it is explained
here in some detalil.

The detector, located in th3¢ gap between the plug calorimeter and the beam pipe as shown
in Fig.[3.14, is made of two identical CLC modules installecsatall angles, inside the Plug
Calorimeter, on each side of the interaction point. Figui& 3hows two views of such a module.
Each module is composed of 48 thin, long, conical, gaseouse@kev counters pointing toward
the interaction point and covering the pseudorapidity eaBg < || < 4.7. The counters are
arranged around the beam pipe in three concentric layetis, Iwicounters each. The cones in
the two outer layers are abol&0 cm long and the inner layer counters (closer to the beam pipe)
have a length ofl 10 cm; their diameter varies from 2 to @n. At the widest end of each one
(the furthest away from the interaction point), a conicatrori collects the Cherenkov light into
2.5 cm diameter photomultiplier tubes (Hamamatsu R5800Q). Thedtiave a concave-convex,

1 mm thick, quartz window for efficient collection of the ultralet part of Cherenkov spectra and
operate at a gain of - 10°. The modules are filled with isobutane at atmospheric presstis
however possible to increase the pressure up to 2 atm, im twrdecrease the yield of Cherenkov
light. Isobutane was chosen because of its large refraictoex at atmospheric pressure and its
good transparency to ultraviolet light. The Cherenkov amgb1° and the momentum threshold
for light emission i9.3 MeV /c for electrons and.6 GeV/ ¢ for pions.

Because of the narrow shape and the orientation of the coadgl@s produced byp inter-
actions close to the center of the detector are likely to goutph a large portion of the CLC, pro-
ducing an important light yield (several hundred phota:itans), while particles from the beam
halo or from secondary interactions traverse the detedttarge angle, and have lower energy,
hence producing a much smaller light signal. Thus the backgt is easily rejected by requiring
a certain minimal light yield threshold in each channel; tienber of particles is measured from
the total yield in the module. Thanks to the CLC’s excellenttirasolution (less than 1G), it
is also possible to select hits from prompt particles by g time coincidence between hits in
the two different modules.

At hadron collider experiments the beam luminosity can beressed as a function of the
number of hits per bunch-crossing as follows:

[ = e L, (3.6)

Oin * €




Chapter 3. Experimental Apparatus 57

Solenoid |
- =R
]
= B
cot I
4| PEM PHA
> -
=
E
E I ;
coT PEM PHA

Figure 3.14: Location of the CDF Cherenkov Luminosity Counter in tifegap be-
tween the plug calorimeter and the beam pipe.

whereL is the instantaneous luminositf,. is the rate of bunch-crossings in the Tevatrey, is
the inelastic scattering cross sectierns the acceptance times efficiency of the CLC for inelastic
scattering events andis the (measured) average number of interactions per bardsing.

In Eq.[3.8, f; ande are known and the total inelastic cross section was measurssl/eral
experiments. CDF Run | and E811 measurements were combingt g}, = 60.4 + 2.3 mb at
1.8TeV, which can be extrapolated 3.7 +2.4 mb at 1.96TeV. Therefore, we just need to know
the number of hits per bunch-crossing in order to calcula¢eliminosity. And this is what the
CLC was designed for by measuring the number of particleslagidarrival time in each bunch-
crossing. A precision of 5.93] on the luminosity is ask@d with the CLC; 4.4% comes from
the CLC acceptance and operation of the luminosity monitdr4# from the calculation of the
inelastic cross section. The luminosity measured by the GL@sed to monitor the Tevatron’s
performance.

3.2.8. Trigger

Triggering systems are necessary because it is not phlysmadsible to store information
about every singlep collision. Collisions happen roughly at a rate of 2.5 MHz, déimel readout
of the full detector produces an event roughly the size of B0There is no medium available
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/ |
p {
Parts list i /
1: Outer cone shell | |
2: Entrance window z=373cm z =405cm
3: Mounting Flange
4: Bock cylinder
5: End plate
6: Inner pipe
7: PMT Assembly
8: Inner mylar cone
9: Middle mylar cone
10: Outer mylar cone
11: PMT plate flange (not shown) /
12: End plate/inner pipe flange (not shown) Cross Section
13: Connector at z=373cm . CLC Assembly

14: Bellows beam pipe (not shown)

Figure 3.15: The CLC assembly diagram. The cross section vies=873cm is also
shown.

which is capable of recording data this quickly, nor woulbatpractical to analyze all these data
later on. The trigger system is a pre-filter, which reducda dates and volumes to manageable
levels, according to all possible or foreseen physics pigsans.

The CDF Il triggering system is designed based on three donditThe first condition is that
the trigger has to be dead-timeless. This means that thgetrigystem has to be quick enough
to make a decision for every single event, before the nexttesecurs. The second condition is
imposed by the Tevatron upgrade for Run Il, and it is the tim@vben collisions, 132 ns. The
last condition is that the data logging system can write &lB6events per second to tape, because
of limited resources. In short, the trigger has to be fasughdo analyze every collision, and it
has to figure out which 75 of 2.5 million events it should sava given second. This is achieved
by staging trigger decisions in three levels, as shown in[E@6. This new architecture is fully
capable of withstanding a 132 bunch separation, while keeping dead time as short as pessib

Each level of the trigger is given a certain amount of timestich a decision about accepting or
rejecting an event. By increasing the time allowed for triggge at different levels of the trigger,
the complexity of reconstruction tasks can be increasedeatdevel. At the first level of the
trigger, only very rough and quick pattern recognition attering algorithms are used. In order
to do this in time, the Level 1 and Level 2 triggering mecharsisare implemented with custom
electronics. The third level of the trigger is implementdthva PC farm with about 300 CPUs.

The delay necessary to make a trigger decision is achievestiobyng detector readout infor-
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Tevatron:
7.6 MHz crossing rate
(132 ns clock cycle)
Y l
L1 Storage Level 1 latency:
pipeline: 132ns x 42 = 5544 ns
42 events <40 kHz accept rate
L2 Buffers: Level 2:
4 events 20ps latency
300 Hz accept rate
\
DAQ Buffers ‘ L1 + L2 rejection factor 25000:1
Event builder

mmmme Mass storage

Data storage: nominal freq 60 Hz

Figure 3.16: Diagram of the CDF Il Detector trigger system.

mation in a storage pipeline.

A set of requirements that an event has to fulfill at Level lvdl@ and Level 3 constitutes a
trigger path. Requiring that an event be accepted throughlladeined trigger path eliminates
volunteer events. A volunteer event is an event which paagadher level (L2, L3) trigger re-
quirement but did not pass the preceding lower level (L1LRLtrigger requirement. The CDF I
trigger system implements about 100 trigger paths. An ewglhtbe accepted if it passes the
requirements of any one of these paths.

Level 1 Trigger

At Level 1, for every Tevatron clock cycle, the event is mowgdone slot in the pipeline. By
the time it reaches the end of the pipeline, the trigger waNéhreached a decision whether to
accept or reject this event. If the event is accepted, itsmétion will be sent to the higher level
of the trigger. Otherwise, the event is simply ignored.

The front-end electronics of all detectors is fitted with adyonous pipeline, 42 events deep,
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where the entire data regarding each event is stored for b&4Meanwhile, part of the data is
examined in a first layer of dedicated, synchronous, highhaltel hardware processors:

s XFT [E] , the eXtremely Fast Tracker, which reconstrucasks on the transverse plane
of the COT to propagate them to the calorimeters and muon obi@mb

= the Calorimeter Trigger, which detects electron and photmdiclates, jets, total transverse
energy, and missing transverse energy;,

= the Muon Trigger, which matches XTRP (eXTRaPolation modutaks E‘S] to stubs in
the muon chambers.

Since the Level 1 buffer has 42 slots, the time allocated faking a trigger decision is about
5 us. The rejection factor after Level 1 is about 150, so the Lévatcept rate is below 40 kHz.

Level 2 Trigger

Events matching the requirements of the Level 1 are doweldato one of four asynchronous
event buffers, and further analyzed by a second set of haedwracessors. This allows for 26
for the trigger decision. The Level 2 rejection factor isiagaround 150, and the accept rate is
around 300 Hz.

The Level 2 is able to reconstruct calorimeter clusters,tantge the maximum shower detec-
tor information. A novelty in hadronic physics, it is alsdelo use the Silicon Vertex Detector:
the Silicon Vertex Trigger (SVT 6] uses XFT tracks asmput and tries to reconstruct tracks
based on silicon hits in the neighborhood of an XFT track.sTthchnique significantly reduces
the number of candidate hits, hence allows very fast reoactgin, while achieving a resolution
comparable with the full tracking reconstruction. The Sgable to identify tracks that are signifi-
cantly displaced from the beam location, hence selectiagyhftavor enriched events. Figire 3.17
shows what information is available to Level 1 and Level 2.

Level 3 Trigger

Finally, after being accepted by the Level 2, the entire edata is read out and loaded into
a Linux PC farm, where the event is fully reconstructed invgafe. The Level 3 reconstruction
program is almost fully written in C++, using object-oriesiteechniques. After an event is re-
constructed, it is sent to an event counter, where its ctenatics are histogrammed; if the event
passes the Level 3 cuts, it is also permanently stored to tape
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Figure 3.17: Block diagram of the Level 1 and Level 2 trigger paths.

Every CPU in the farm provides a processing slot for one ew&fth roughly 300 CPUs, and
an input rate o~ 300 Hz, this allocates approximately 1 second to do event rénat®n and
reach a trigger decision. As a result, nearly offline quaditgnt reconstruction is available at the
third level of triggering. The Level 3 rejection rate is abdy resulting in about 75 events/sec
being accepted by the Level 3 trigger and written to tape.

Fig.[3.18 shows the implementation of the Level 3 farm. Theder readout from the Level
2 buffers is received via an Asynchronous Transfer Mode (NBMitch and distributed to 16
“converter” node PCs , shown in Fig._3]18 in light blue. The mtisk of these nodes is to
assemble all the pieces of the same event as they are ddlivere different subdetector systems
through the ATM switch. The event is then passed via an E#teronnection to a “processor”
node, of which there are about 150 in the farm and are showmifBEL8. Each processor node
is a separate dual-processor PC. Each of the two CPUs on thepnockess a single event at a
time. The Level 3 decision is based on near-final quality metroiction performed by a “filter”
executable. If the executable decides to accept an evénthién passed to the “output” nodes of
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the farm. These nodes send the event onward to the Consurver SBata Logger (CSL) system
for storage first on disk, and later on tape.

Front End
Crates

W

Event Builder

Switch SCRAMNet

Ring

Level-3
PC-Farm

Internal Network

Consumer Server External Network

Data Logger

L3 Gateway(s) z Data Logger

Disks

Figure 3.18: Principle of Event Building and Level 3 Filtering. Data frohetfront end
crates is prepared by Scanner CPUs (SCPU) and fed into the ATieghswdn the other
side of the switch, converter nodes (CV) assemble events as&lthem to processor
nodes (PR). Accepted events are passed to output nodes (OtH sénd them to the
Consumer Server and Data Logging systems (CS/DL).

Online Monitoring

The CDF detector consists of many detector subsystems asdrhigh rate large bandwidth
data transfer environment. To take data with high efficieaegl high quality, it is necessary to
quickly spot problems with one of these subdetectors intiesd. Multiple event monitor pro-

grams are attached to the DAQ syst&[ 128] . The onlineitorang programs are called
Consumers, where a Consumer is defined as a process whichesees®nts from Consumer
Server Logger (CSL) in real time. CSL sends the data to the ctengenter where they are
written to tape and forwards copies of a subset of the dataetonline monitoring programs. Fig-
ure[3.19 shows a schematic view of the CDF online monitorirsjesy (Consumer Framework).
The task of the Consumers is to analyze and monitor the evémiagia to make histograms and
tables. These results could be viewed by the display browaex server in real time. Results of
the monitor are also stored as data files periodically duaingn, and also archived systematically.
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The display browser provides a GUI to view the online momitbresults, while also providing
some basic utilities to do comparisons with previouslyediaiesults. By separating the two tasks
of monitoring and displaying, we remove CPU bound associat#odisplaying graphics from the
machine which runs the consumers. During the data takindtjpl@uconsumer processes run in
parallel, receiving event data with the desired triggees/fsom the CSL. Communication between
consumers and run control, which controls the overall CDF A&em, is handled by the error
Receiver. Severe errors detected by a consumer monitorgsmogre forwarded to run control to
take necessary actions. The state manager watches thefstatesumers.

Consumer Server [ Run-Control ]
File
/ ¢ 7N
—A/f— —~— \ serious errors
o, o <*.> < .
toring | &1 & &[] i |
monitoring S S = % \ Error Receiver
programs 7 2 2 %
5 5 5 5
<
O O O OIS [ ]
socket configuration via
push protocol connections ‘talk to’
v v v v

[server] [server] [server ] .............. %[ State Monitor ]

control room

pull protocol

clients
Web page Web page

Figure 3.19: Design of the CDF online consumer framework.
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Chapter 4

EVENT SIMULATION AND

RECONSTRUCTION

The understanding of efficiencies, acceptances and kinemetperties of collision events
is essential for data analyses and thus requires deep kuhgevief the physics processes and the
detector response. To evaluate measured data, it is therefeful to simulate all physics processes
expected to contribute to the corresponding data sampleardulate the detector response. Both
measured and simulated objects are subject to the sameregenistruction algorithms, which
allow for a direct comparison between simulated processeé®bserved data.

4.1. Event Simulation

The hard interaction of the incoming beams results in thelyoecon of up to hundreds of out-
going particles. Unfortunately, a full theoretical quantmechanical treatment is unfeasible due
to two main reasons: first of all, the number of particles ined gives rise to a tremendous num-
ber of interfering contributions that grows factoriallyttvithe number of particles. Furthermore,
perturbation theory is not able to account for the transitbpartons to hadrons. This failure of
perturbation theory necessitates other strategies tonobtdetailed description of the production
of multiple particles. This is realized by Monte Carlo (MC) egenerators which randomly pro-
duce collision data according to the probability densitplofse space and the matrix element of a
given process.

Any theoretical model describing an elementary procestsdtam the knowledge of its cross
section and must both contain a way to compute or to estirhateffects of higher-order perturba-

65
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tion theory and a way to describe hadronization effectsluthing finite higher-order corrections
through the exact computation of a given number of emissiomerformed by matrix element
event generators. The common approach to estimate théseffee to emissions at all orders in
perturbation theory is done by the parton showering teealaiq

4.1.1. Monte Carlo Generators

Effects of higher-order corrections in perturbation tlyecain be taken into account by exact
computation of the result of a given and usually small nundfermissions. This can be realized
by considering only those diagrams corresponding to thesom of real particles. Basically, the
number of emissions coincides with the perturbative order,i This approach forms the core
of the parton-level generators, which compute tree-levalrim elements for a fixed number of
partons in the final state.

A Monte Carlo generator uses an “unweighting” method to sataeuthe relative rate of differ-
ent event kinematics.First, it creates a large number aftswsith randomly assigned kinematic
properties. It calculates a weight for each event based erdifferential cross section for the
event’s kinematic properties. Then it converts each weigha probability, taking the highest
weight to be unity. This gives the relative contribution ath region of phase space. The gener-
ator then examines each event again, choosing a random nibetiwesen O and 1 for each event
and keeping only events for which the random number is lems the probability for that event.
This results in a set of discrete, unit-weight events whaserkatics, for a large number of events,
properly reflect the differential cross section of the pesce

PYTHIA

The most used event generator at CDF is calleadHA [IE@] This program contains
showering routines as well as an event generator and it takteseffort to pass events between
the two. The event generator ivPHIA can handle simple Feynman diagrams; however, it does
not include spin correlations of polarized top quarks, andés a parton shower approximation to
account for the effects of initial- and final-state radiatiwhich does not include color information.
When color and polarization effect are not significant, haeven performs very well.

MADEVENT

MADEVENT [ﬂ] is a Monte Carlo generator that can calculate arbitnag-level diagrams
with full color and spin polarization information includeth this analysis it is used for the simu-
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lation of the signal diagrams in which the polarization af tbp quark is an important part of the
event kinematics. MDEVENT is powered by the matrix element generatornDMGRAPH ].
Given a standard model process, MadGraph automaticallgrgees the amplitudes for all relevant
sub-processes and produces the mappings for the integater the phase space. This process
dependent information is passed taMEVENT and a stand-alone code is produced that allows
the user to calculate cross sections and to obtain unweighvents. Once the events have been
generated, they may be passed to showering MC programs.

ALPGEN

Processes with an electroweak boson and radiated gluordifeicalt to deal with because
of the large amount of radiation they produce. The showesjpygroximation used by PYTHIA,
being based only on the tree-level diagram, does not inaiféets of color flow. However, a full
calculation of the matrix elements involved is difficult beise the number of distinct diagrams
grows as the factorial of the number of jets.

ALPGEN ] is a Monte Carlo generator designed specifically focpsses whose final state
contains an electroweak boson and several radiated quadlg@ons, a major background in this
analysis. APGEN calculates the matrix elements for processes with gluoiatiad and passes
the color information to the showering algorithm. This sldogive a more accurate modeling of
the kinematics of the process thamT®iIA’s showering approximation, since it includes proper
matrix element calculations of the eventL®GEN also calculates the leading-order cross section
of each interaction it generates, which is useful for conmgiifferent processes.

4.1.2. Parton Showering and Hadronization

All events, regardless of how they were generated, are gasseyTHIA for parton show-

ering ‘@] and hadronization. The showering proceduresgas initial- and final-state gluon
radiation for each event and allows them to decay to quanis paicreasing the number of parti-
cles in the final state of the event. More particles may be édiden effects of beam remnants
or multiple interactions. This gives the final set of pad&that are passed to the hadronization
routine.

Since the hadronization of quarks and gluons, which desstifie formation of jets, takes place
at low Q% and larger,, perturbation theory cannot be applied. The phenomenologidels, used
to describe hadronization in the absence of any firm theaetinderstanding are different for
distinct Monte Carlo generators.YPHIA performs its hadronization using the Lund color string
model ‘@,5]. Each pair of quarks is modeled as thougmected by a relativistic string
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which increases linearly in energy as separation increasgshe energy in the string increases,
it becomes increasingly more probable that it will form a regrark-antiquark pair. These new
particles can then be grouped with the original ones to foesans and baryons.

Most of the particles resulting from hadronization are ahkt, so RTHIA causes them to de-
cay into relatively stable particles (electrons and mu@ngtons and neutrons, pions and kaons)
that can actually be detected. This step uses branchiras ratid lifetimes measured in various
experiments to calculate the final decay products. In thesguiure, RPTHIA ignores spin infor-
mation and uses a simplified algorithm for B mesons and taotsp

4.2. Detector Simulation

Once the final long-lived particles have been generated,iihportant to determine how the
detector will respond to them. This requires a full detestorulation which simulates the response
of the different subcomponents of the detector, includesplution effects, inherent inefficiencies
in the detector, and the behavior of the particles as they ffasugh passive material (such as
cables or support structures) in the detector. When thisne dihve Monte Carlo events can be
put into a data structure identical to that obtained frontisioh data, thus allowing reconstruction
algorithms to work exactly the same way on data and Monte Gadats.

The modeling of the CDF detector response is based on a dkewsiieulation using the
GEANT3 package6]. The charge deposition in the silicon layesalculated using a sim-
ple geometrical model based on the path length of the iogiparticle. The drift model used in
the COT simulation is based on theAGFIELD package/[137], a general drift chamber simulation
program. To speed up the simulation, the charged particlization and drift properties in the
COT are parameterized and tuned to data. The calorimetetatiorubased on the shower de-
velopment package KbASH [@] was also tuned using test-beam data for electrons i
pions. A detailed description of the CDF Il detector simulatcan be found in referenAf“[]iUg]

4.3. Event Reconstruction

Once the detector data is obtained, either from Tevatrolsimols or simulated MC events,
it needs to be converted from the raw data in the detectordonstructed physics quantities in
order to be analyzed. First, information from subdeted®rombined to form high-level detec-
tor objects: tracks in the tracking detectors, stubs in themchambers, and clusters of energy
towers in the calorimeters (see Chajtler 3). Then these sleetanalyzed to associate them with
candidates of physical objects: electrons, muons, jetseotrinos. These can finally be used in a
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physics analysis.

4.3.1. Primary Vertex Reconstruction

Accurate determination of the primary interaction pointloé hard scattering is essential for
any high precision analysis. Because the interaction regfidime particle beams has a substantial
volume, the knowledge of the position of the primary vertégas the measured kinematic prop-
erties of the event objects. Primary vertices are recocigtduby fitting prompt tracks fulfilling
certain quality requirements to a common vertex. Tracksrimrting a largey? to the fitted vertex
are iteratively removed if thg? exceeds a given threshold. The iteration stops either ifackt
fails the x? cut or the number of tracks associated to the vertex fallsvibel minimum quantity.
This gives the final position of the primary vertex.

4.3.2. Lepton Identification

In CDF, an electron is identified as an isolated track matchaah electromagnetic calorimeter
cluster. A muon requires an isolated track matched to a stabnmuon detector. Since a muon is a
minimum ionizing particle (MIP), it is further required thide muon candidate object leaves only
minimum ionizing energy as it passes through the calorimeterder to reduce fake muons from
energetic particles that make it through the calorimeter.

Good lepton identification is vital to purify the sample bynaving fake leptons, making it
easier to understand and estimate the background to the sopgsignal. One important variable
for lepton identification is isolation. This quantity allewdiscrimination against leptons coming
from jets and do not originate from hard scattering evergslation is defined by computing the
transverse energy in a cone of radi& = \/m = 0.4. The isolation is the ratio of
the transverse energy that is not in the lepton cluster tdrdresverse energy in the cluster. A
small number indicates that there is little extra activitythe calorimeter near the lepton, so it is
unlikely to come from a jet. If this quantity is less than GHe lepton is said to be isolated or tight;
otherwise, it is non-isolated or loose. All leptons in thigbysis are required to be tight, however,
loose leptons are still used to remove dilepton events (segd®[5.2.P2) and to model fake leptons
in some muon categories (see Seclion 6.2.5).

Another common cut for all lepton types is the primary vereguirement. The coordinate
of the reconstructed vertex of the traek, must be less than 60 cm from the center of the detector.
This requires the tracks to come from a hard scattering ggoaed not elastic scattering or cosmic
rays. This affects the luminosity calculation because siougehard scattering events occur outside
this region. Measurements in data, using a trigger on eweititshits in the CLC, show that the
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efficiency of this cut in data ig** = 96.4 + 0.4%.

The geometrical coverage of all considered types of lepescribed in the next subsections,
is shown in Figuré 4l1.
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Figure 4.1: Geometrical coverage of all considered types of electrahsiid muons

(b).

Central Electrons

The largest acceptance in the single top event selectioestmom the Central Electromagnetic
Calorimeter (CEM). These electron candidates consist of actreinagnetic cluster measured
using the CEM and CES detectors matched to an extrapolatédnrtee COT. Identification cuts
are summarized in table 4.1 using a variety of energy andé tragables as follows:

= Geometry: The candidate must be fiducial to the central ica&ier region.

» [ The transverse energy of the calorimeter cluster. Sineetreins emit bremsstrahlung
photons easily, the energy, rather than the momentum, isafypused to characterize elec-
trons.

= pp: Transverse momentum of the associated track.
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» Fy.a/FEey: This requires that the shower is mostly electromagnet®uggpress hadronic
objects. The second term accounts for some leakage from the Wten the electron is
especially energetic

» F/p: The ratio of the cluster’s energy and the track’s momenfttinis ratio should be nearly
one for a true electron, so this requirement removes margy éédctrons. For sufficiently
high momentum tracks, fakes of this sort are unlikely, saréagiirement is relaxed.

» [Az| and @ x Az: Az and Az are the signed distances between the extrapolated track
and the center of the electromagnetic cluster measuredth&ICES in ther-z and r-¢
planes respectively) is the measured charge of the particle. The asymmetry incibensl
requirement results from the trajectory of particles in de¢ector, if the sign of the charge
andAx are opposite, the particle traverses a larger part of tlogioadter in adjacent towers,
which results in more radiation and a less precise final jposiT his means the cut must be
looser in this case to preserve signal efficiency.

= X2, The transverse profile of the electromagnetic clusterérQBS strip chamber must be
consistent with an electron. The measured shape is comsrgdoy strip, to the predicted
profile, derived from theoretical parameterizations asd beam studies.

= L, Characterizes the lateral sharing of the electromagnletiwsr among calorimeter tow-
ers. The value of ;. is the likelihood for the sum over towers of the differencenNmsen the
expected and measured energy deposits divided by the reatHsquared uncertainty.

= Trackzy: primary vertex requirement.

= Good COT track: The tracks in the COT must be of high quality. ffhek must have at least
five hits in each of at least three axial superlayers and tex@stsuperlayers. This ensures
that the track is cleanly reconstructed.

= Conversion: Photon conversions are an important backgrimrredectrons. A photon trav-
eling through material can convert into an electron-positpair, and the electron, though
a true electron, is not meaningful to the analysis becausanies from a photon and not a
hard scattering event. The conversion veto looks for a tvattkthe opposite charge of the
electron track that is separated from it by less than 2 mmen th ¢ plane at the point at
which they are parallel. It also requires the cotangent efggblar angle between the two
tracks to be less than 0.04. If such a track can be found, dutreh is likely to come from
a photon conversion and is not accepted.
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Selection cuts
Fiducial in CEM
Er > 20 GeV
pr > 10 GeV/c
Eyaa/Fey < 0.055 + 0.00045F
E/p < 2 unlessp; > 50 GeV/c
|Az| < 3.0cm
=3.0cm< @ x Axr < 1.5
Xatrip < 10
Ly < 0.2
Track|z| < 60.0 cm
Good COT track
Isolation< 0.1

Not a conversion

Table 4.1: Selection requirements for central (CEM) electrons.

Plug Electrons

In addition to the central electrons, we also trigger on hjgiectrons called 'plug electrons’
or '‘phoenix electrons’ (PHX). These plug electrons conslist PEM and a PES calorimeter cluster
matched to a silicon track using the Phoenix tracking atbori There is no trigger directly made
on clusters in the plug calorimeter, instead, this samgles®n the presence of large missing
transverse energy from W decay in the final state to triggentsv(see Sectidn 5.1.1). The lack
of a tracking requirement for this trigger makes it less puasging more fake leptons than any
of the other samples, thus requiring additional selectias to purify the sample. The selection
requirements are summarized in Tdbld 4.2 and discusseshftar

= Geometry: The candidate electron must be found in the plimyiogeter fiducial region.
Outside thel.2 < |n| < 2.0 region the reconstruction is inefficient and has a large back
ground from elastic proton-antiproton collision, candétan that; region are then rejected.

= pr: Although this trigger contains leptons with lower momeriteey have a large back-
ground from fake electrons and are difficult to simulate prop

» Fn./FEeyv: This requires that the shower is mostly electromagnetid anppresses
hadronic objects.

= . X%, The shower profile in the PEM detector must be consistemme@tedicted Lorentz
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distribution.

» F5/Ey: Clusters resulting from true electrons tend to have a naerwevgy distribution. This
can be seen in the PES shower maximum detector, where thgyenfahe five strips at the
center of the clusterHs) is compared to the energy of all nine strips in the clusi®)) for
both layers of the PES. For an electron, most of the enerdyowitontained near the center
of the cluster, and this ratio will be large.

» AR(PEM, PES): The distance in the-¢ plane between the position of the reconstructed
cluster in the PEM calorimeter and the PES shower maximurecttat This removes a
background from poorly reconstructed clusters that migfnitiavise fake an electron.

= N2i : The number of hits in the silicon detector of the associatack. This requirement
improves the quality of the track and reduces the backgrdrord poorly reconstructed
tracks.

Selection cuts
Fiducial in PEM
1.2 < |n| <20
pr > 20 GeV/c
Fhai/Epy < 0.05
Xppu < 10.0
Es/Ey < 0.65 for both layers
AR(PEM,PES) < 3.0cm

S
Nhi?fs 2 3

Track|z| < 60.0 cm
Isolation< 0.1

Table 4.2: Selection requirements for plug (PHX) electrons.

Muons

Muon candidates consist of a high COT track consistent with a minimum ionizing particle
that (usually) extrapolates to a track segment (stub) in afniie muon chambers. The large
amount of material to absorb other particles and the reougng of minimum ionizing energy in
the calorimeter make the muon samples very pure. We defirfeltb@ing orthogonal muon types
(see Figuré 4]1(b)) based on the muon chamber they are ategbuiith:
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= CMUP: the primary muon sample, requires stubs in both the CMGWP muon cham-
bers. These chambers are the most central and the redurmfaheytwo systems allows for
a very pure sample with high efficiency. The stubs are reduic# to fall within 3 cm of the
most forward part of the CMP detector because the detectot isomsidered trustworthy in
that region.

= CMX: requires stubs in the CMX subdetector. However, the fodwagion of the CMX,
where the radius is less than 140 cm, is too far forward to getigracking and has too high
fake rate to use in the trigger. As with the CMP, a CMX stub is nexglito be 3 cm from the
forward edge of the detector to ensure its quality.

= CMU: require stubs in the CMU detector but not the CMP. These #tiem @alledn-gap
muons because they recover muons in the higtregions left by the CMP due to its partic-
ular rectangular geometry.

= CMP: require stubs in the CMP detector but not the CMU. Thesdsoealledp-gap muons
because they recover muons in thgaps of the CMU wedges.

= BMU: require stubs in the BMU subdetector. Because it is the rurstard of the muon
detectors, the BMU's tracking is less precise, and it needsdotracking cuts. The stub
must be more than 3 cm from the forward edge of each chambémnane than 13 cm if
In| < 1.25, which puts it in a less reliable region of the subdetector.

= CMXNT: muons leave stubs in the non-triggerable region-(140 cm) of the CMX detec-
tor. They have the same quality requirements as the normal €\mxple.

= CMIO: isolated tracks matched to calorimeter clusters tbatat point toward a muon detec-
tor. An additional energy requiremenRt;y; + Fr.q > 0.1 GeV strengthens the requirement
of minimum ionizing energy in the calorimeter.

= SCMIO: muons are similar to CMIO muons but are matched to a stub mon-fiducial
region of the detector. These stubs are still required to &elmed to a track in the COT and
a low-energy calorimeter cluster. The same quality requamts as to CMIO muons apply
to these muons.

CMUP and CMX muon types are directly triggered and form the twmary muon samples.
The remainder of the muon types are included through theimgigsansverse energy plus jets
triggers (improving these triggers is discussed in appdjli All these muon types are collected
as a single muon category and referred as “untriggered mwsri&MC muons” (standing for
Extra Muon Coverage).
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For the muon identification a common set of cuts is appliedltmaon, while additional cuts
are required for each type. The common muon cuts are preseni@ble[4.8 and described as
follows:

= pr: The transverse momentum of the track.

» Fpy andEy.q: The energy deposited in the electromagnetic and the hexdeaftorimeters
respectively. This requirement removes particles, egfiggions, with enough energy to
“punch through” the calorimeter, since they will leave merergy in the calorimeter. The
second term, dependent on the particle’s momenipatcounts for the natural rise in ion-
ization energy that a true muon will leave if its momentumeige, in accordance with the
Bethe-Bloch equatiorl__[_JBZ]. The scaling is different for thectlomagnetic and hadronic
calorimeters because of the different material and thisktetween them.

= Track dy: The impact parameter of the track. This quantity is theatisé between the
beamline and the position of the track’s reconstructedexein ther-¢ plane. This cut
removes a background from in-flight decays of long-livedtipkes into pions or kaons by
requiring that the track point back to the beamline. If tremeno hits in the silicon detector,
which indicates a lower quality track, the cut must be looser

» \?.... The track is compared to the position of the hits in the COTkirg chamber and
a? is calculated. This reduces the background from poorlynstacted tracks, primarily
from kaons that decay in flight.

= COT tracking requirements: Tracks for muons in all subdetsaxcept the BMU must have
at least three axial and at least two stereo COT superlay#nisaivieast five hits each. This
ensures that a good track is reconstructed. The BMU, bectigssifar forward that tracks
do not pass through as much of the COT, cannot use as striatkangarequirement, and
instead requires that 60% of the COT wires along the track hasen them.

In addition to the common set of cuts, each muon type hastlligiferent cuts to account
for the specific characteristics and geometry of the substte®®e These particular cuts includes
fidutiality (or non-fidutiality) to certain subdetectorslading ap cut for the CMX and CMXNT
types, in addition to &\ X cut for the stubbed types antd:;,; + Fr.q > 0.1 GeV for the CMIO
and SCMIO typesAX is the distance between the stub and the extrapolated mabk direction
perpendicular to the beamline and to the radial vector telinster. A X is required to be less than
7,5, 6 and 9 cm for the CMU, CMP, CMX and BMU detectors respectively
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Selection cuts
pr > 20 GeV/c

Egy < 2.0 +max(0,0.0115(p — 100)) GeV

Fraa < 6.0+ max(0,0.0028(p — 100)) GeV

Track|zy| < 60.0 cm
Track|dy| < 0.02 cm (0.2 if no silicon hits)
X2 e < 2.3 (2.75 if run number 190697 and no BMU)
Pass COT tracking requirements

Isolation< 0.1

Table 4.3: Common selection cuts for muon identification.

ID efficiency

While all of the cuts shown here remove mostly background; ti# also cut out some true
leptons. Thus, it is important to estimate the rate at whiesé events can be reconstructed. This
can be estimated by processing Monte Carlo events; howawetpdhe imperfect modeling of the
detector, the efficiency will not be perfectly modeled. Thexessitates the addition of a Monte
Carlo scale factor, which is the ratio of the data and MontedZ&fficiencies. Applying this factor
to the Monte Carlo acceptance gives a proper estimate of filseeaty of lepton identification.

The identification efficiency of lepton identification cussmeasured in data usiffy— ¢ e™
andZ — u~pt samples. A cut around thé boson mass makes this sample very pure; counting
leptons with the same sign gives an estimate of the backdrdDne of the leptons is required to
pass the trigger and tight identification cuts, and the odineris examined to see if it also passed
the identification cuts. The fraction of identified leptossthe data efficiency. For the central
electrons the efficiency is about 80%, while for the plug etets it is about 70%, lower because
of the higher backgrounds and less efficient tracking in tnevérd region. The efficiency for the
muon identification is about 90%.

The same procedure is done in a Monte Carlo simulation of tivee gaocess to measure the
Monte Carlo efficiency. Because these two are not identicaly titio is taken as an efficiency
scale factor. The scale factors, averaged over all run saagequoted in Table 4.4.

4.3.3. Jet Reconstruction

Jets are broad streams of particles resulting from quarkummghadronization. The energy
of the jet is calculated from the energy deposited in theteletagnetic and hadronic calorime-
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Lepton type ID Scale Factor (%)
CEM 97.9+0.5
PEM 914+14
CMUP 92.6 +£0.6
CMX 99.3 +£0.7
CMuU 89.1+1.4
CMP 92.0+1.2
BMU 112.0+ 1.3
CMXNT 99.3 +£0.7
CMIO 104.0 £1.3
SCMIO 98.6 + 1.6

Table 4.4: Lepton identification data/MC scale factors.

ter towers using a fixed-cone jet clustering algorithm chlieTcLu [E] which relies only on
calorimetry. The algorithm is seeded by a local maximum tttal tower energy with at least
1 GeV of deposited energy that is not already associated avldpton candidate. The energy
deposits of all adjacent towers within a fixéd? < 0.4 cone are considered to build clusters of
energy. The algorithm recalculates the center of the alwsila an energy-weighted mean and
the jet is reclustered. This procedure is reiterated umtljét energy and its center is stable. Jets
overlapping by more than 50% of their energy are merged begebtherwise, the towers in the
overlap region are assigned to the nearest jet.

Jet Energy Corrections

The estimation of the energy of the parton associated toanstaicted jet is one of the most
difficult tasks at a hadron collider detector. The recortdéd jet must be corrected for several
effects m]l] either physical or instrumental, in order & gn accurate estimation of the energy of
the parton.

= Level O of jet energy corrections sets the energy scaleseofdlorimeters through different
calibrations.

= Jet energy corrections level 1 also referred to as the€pendent or relative correction”, is
applied to raw jet energies measured in the calorimeter teerje energy uniform along.
The transverse energy of the two jets i a» 2 process should be equal. This property is
used to scale jets outside the < |n| < 0.6 region to jets inside the region. This is done
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because CEM and CHA are the best understood calorimeters in @iDfR@ selected region
is far away of the cracks.

= Jet energy correction levels 2 and 3 are no longer used. Timbenng scheme is kept for
historical reasons.

= Level 4 is the multiple interaction correction. The energyni differentpp interactions
during the same bunch crossing falls inside the jet clustergasing the energy of the mea-
sured jet. This correction subtracts this contributionverage. The correction is derived
from minimum bias data and it is parameterized as a functidthenumber of vertices in
the event.

= Jet energy correction level 5, or the “absolute” corregtams to transform the jet energy
measured in the calorimeter into the energy corresponditiget underlying particle jet. It
corrects the jet energy measured in the calorimeter for anylinearity and energy loss in
the uninstrumented regions of each calorimeter. The jetggnmeasured is corrected to
the sum of the particlegi; within the cone of same size around the parton direction kvhic
matched the jet direction with R < 0.4.

= Level 6 corrections takes into account effects from the dgiohg) event. The underlying
event is defined as the energy associated with the spectatonp in a hard collision event.
Depending on the details of the particular analysis, thexgnneeds to be subtracted from
the particle-level jet energy. The underlying event enevgg measured from minimum bias
data requiring events only one vertex.

= Level 7 corrections is also called "out-of-cone” correntiolt corrects the particle-level
energy for leakage of radiation outside the clustering am®al for jet definition, taking the
"jet energy” back to "parent parton energy”. The level 7 caime-dependent systematic
uncertainties are evaluated by looking at energy leakawga the jet clustering cone up to
radiusk = 1.3. The uncertainty for the leakage outside radiis- 1.3 is referred to as level
8 "splash-out” uncertainty.

4.3.4. Missing Transverse Energy

Missing transverse energ§, is a signature for neutrinos or other exotic particles tiwanot
interact with detectors. Since the longitudinal compoméiie energy of the colliding initial state
partons is not known, while the initial transverse comparmeassumed to be zero, the transverse
energetic balance is used for the neutrino reconstrucfidme raw value of the transverse miss-
ing energy vecton}fT Is calculated by summing energy deposits in the calorintetgers, each
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projected on a unit vector from the beam axis to the tower:
Br=-Y Ei-sinb, (4.1)

whereF; is the energy of the-th tower,n; is the radial direction unit vector from the beam axis
to thei-th tower, and; is the polar angle pointing from the center of the detectdhéa-th tower.
This sum extends up tg| < 3.6.

After E} is calculated it needs to be corrected for the position ofpitimary vertex of the
event, which will cause an adjustment in the direction of\ibetor associated with each tower.
If muons are present, another correction is necessary sinoas pass through the calorimeter as
minimum ionizing particles. This correction is applied dang the transverse momenta of the
escaping muons to the sum and subtracting the energy déyasitions in the calorimeters as it
has been already counted in the raw calculation. A final ctioe is applied to account for the
difference between the transverse energy of level 0 andl3eserrected jets.

Neutrino Reconstruction

The missing transverse energy does not give enough infamtt fully reconstruct the neu-
trino. Thez component of the neutrino momentum in unknown, leaving sambiguity in the
event reconstruction. We can take advantage of the assumipi@at the neutrino and the lepton
come from the semileptonic decay of a rélalboson in order to reconstruct the longitudinal com-
ponent of the neutrino. This result in the following quadraguation:

" =V + )2 (4.2)

wherem" = 80.4 GeV/c? [Iﬂ]. The smallestp?| solution is chosen, and when the solution is
compleﬂ the real part is taken as the solution. This choice is codpptoximately 77% of the
time in the t-channel Monte Carlo.

4.3.5. B Jet ldentification

Identifying jets originated from bottom quarks, drjets”, is critical for many CDF analysis.
Top quarks promptly decay tol& boson and quarks, the latter hadronizes almost immediately,
regardless of its production mode, forming-get. On the other hand, the majority of single top
background events contain only light quark or gluon jetdgirtfinal states, therefore distinguish-
ing b-jets is a very useful tool to remove backgrounds. This pitace calledb-tagging, takes
advantage of the fact th@ hadrons can only decay through weak interactions and thees da

1Complex solutions can occur due to detector resolutiorctsfe
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relatively long lifetime of about 1.6 ps. Furthermore, théshadrons usually carry most of the
large transverse momentum of the origihgjuark, and thus a large Lorentz boost, causingiBhe
hadrons to travel an average transverse distaingg of several mm before they decay. Henge,
hadron decay products give rise to a secondary vertex desgpom the primary interaction point
as shown in Figure 41.2. Al-tagging algorithms at CDF exploit this feature, in this gs@ the
“SecVix” ] algorithm is used.

Jet

Displaced tracks

Decay lifetime %“
Lxy // “"Secondary vertex
L

Primary vertex

Prompt tracks

Figure 4.2: Diagram of a secondary vertex with its associated displaeeds.

SecVix Algorithm

The SecVtx is operated on an per-jet basis, where silicaksravithin the jet cone are consid-
ered for each jet in the event. The selected tracks have sogeasin quality requirements in order
to protect against poorly reconstructed tracks. Theseieciisde the transverse momentum of the
tracks, they? /ndf of the final track fit, and the number of silicon hits attachethe track to ensure
enough resolution from the silicon detector to attefafatgging. To reject long-lived particles that
can also lead to displaced vertices, any pair of tracks wimysgiant mass is consistent with/&
or aA particles are removed. Another set of cuts, such as to thedhgarameted, with respect to
the primary vertex, is applied requiring these tracks toibpldced from the primary interaction. If
at least two tracks in a jet pass both the quality and the atigpl selection requirements, the jet is
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said to be “taggable”. As will be demonstrated, taggabifitg useful requirement in constructing
control regions.

Having selected candidates for a displaced vertex, the Redgorithm performs an iterative
fit to the selected tracks to reconstruct a secondary ve@iege the secondary vertex candidate is
formed, it is defined to be-tagged if it passes a series of vertex quality requiremeédsVix uses
two passes of a vertex finder approach, the first one with st {eeee tracks emerging from a joint
vertex, the second with only two tracks yet satisfying mdrasgent track quality requirements.
Three versions of the SecVitx tagger with different set oés@bn requirements are built, the so
called “tight”, “loose”, and “ultratight”; the “tight” vesion is used in this analysis.

A b-tagged jet is said to be positively or negatively taggedetlam the sign of,,,, defined
to be positive when the secondary vertex is in the same drecf the jet. A positive value
of L,, (positive tag) is consistent with a decay of a long-livedtiote which results in a jet; a
negative value of ., (negative tag) indicates an improper assignment of a buag tb improperly
reconstructed tracks. These negative tags are usefultforagmg the rate of false b-tags.

Efficiency and scale factors

While the efficiency of tagging b-jets is only about 40%, dudrtoted tracking resolution, the
efficiency of tagging light jets is less than 1%, so thiagged sample is highly purified frjet
content.

Unfortunately, the extreme complexity of the tagging teghe means that the detector sim-
ulation is not able to accurately simulate all details ohf¢ing: simulated Monte Carlo events
typically have more taggetjets than the actual data. However, this overestimatedieiity
seems to have no kinematic dependence; it affects the rdégging but not the kinematic dis-
tributions of tagged events. This means that it can be cosgted for with a scale factor on the
tagging efficiency.

This scale factor is estimated using two methods givingisterst results, one is based on elec-
trons and the other on muons. Both methods start with a samhplogets, each with transverse
energy larger than 1&eV. One of the jets (the “away jet”) is required to béagged while the
other is require to contain an electron or a muon with trarsevenomentum of at least 9 oI(&V
respectively. The high-momentum electron in the elecimuoh jet makes it likely that it comes
from a semileptonic decay of thlequark. Requiring the away jet to be tagged increases theypurit
of the sample, sinck quarks often come in pairs and double-tagged events araaesly faked.
The tagging rate of the electron/muon jet allows an estiro&tbe tagging efficiency. The ratio
of this quantity in data and Monte Carlo is the scale factor. Biaing both the electron and the
muon method, an overall scale factor for the SecVi85ot 4 % is obtained. Figurie 4.3 shows the
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SecVixb-tagging efficiency as a function of the jet- for the “tight” and “loose” versions of the
algorithm.

SecVtx Tag Efficiency for Top b-Jets

0-77 T T
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Figure 4.3: Tagging efficiency as a function of the j&t- to for both the "tight” and
"loose” tunes of the SecVtk-tagger. The bands represent the systematic error on the
data/MC scale factors. The decrease in efficiency at higlivjets due to declining
yield of good silicon tracks passing the quality cuts.

Mistag Matrix

An important part ob-tagging is the accidental tagging of jets that do not contraie bottom
guarks, called “mistags”. Even though the fraction of nggtavery low, there are far more events
with light jets than withb-jets, causing a substantial contamination in the taggeghka

There are a variety of reasons that the SecVtx algorithnmdooauise mistags: false positive tags
that come from an incorrect identification of a secondaryexein a jet which does not contain
a heavy flavor quark. Tracks in light quark jets could haverispigly large impact parameters
because of limited detector resolution, long-lived lighrtgle decays, or material interactions.
For many of these mistags, the rate of positively and negjgttagged jets are the same. To a good
approximation a secondary vertex from a mistag is equatilylito have a positive or negative
decay length, and most vertices with negative decay lergthspurious. Thus, the number of
negatively tagged jets is a good estimate of the light-flasemtribution to the positive sample,
although corrections are applied to account for differsraetween the tagging rates for positively
and negatively tagged jets.
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Unfortunately, the detector simulation does not properbdei the rate of this contribution,
and unlike the true tags, the mistag rate modeling has agsttependence on kinematic variables.
To properly understand mistag requires a “mistag matrixhjclr is a parameterization of the
mistag rate as a function of several variables: transvareegg of the jet, the number of tracks
in the jet, the sum of the transverse energies of all jets enetrent, pseudorapidity, the number
of reconstructed vertices in the event, and theosition of the primary vertex. Each variable is
divided into four to eleven bins and used to construct a matrithe rate of negative tags as a
function of these six variables from an inclusive sampleebftjigger data. Since the negative
tag rate does not fully reflect the positive mistags due todéneays of long-lived particles and
interactions with the detector material, a correctiondaédr the mistag asymmetry3 is applied.
The factora corrects for the asymmetry between the positive and negtiyrates of light-flavor
jets, andg corrects for the presence 6fjets in the inclusive jet sample in which was used to
derive the mistag rate. These are derived from fits to digiobs of the invariant mass of the
reconstructed secondary vertex in tagged jets in an in@yst sample. A systematic uncertainty

is derived from fits to templates of pseudo-which is defined adgy - [142], wherem is the
invariant mass of the tracks in the displaced vertex, gnis the magnitude of the vector sum of
the transverse momenta of the tracks in the displaced vefigure[4.4 shows the mistag rate as a
function of the jet transverse energy.

SecVix Mistag Rate
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Figure 4.4: The rate of mistags for the loose and tight Sec¥taggers as a function
of jet E7. These have been measured from inclusive jet data and exhin@ mistags
asymmetry corrections.
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4.3.6. Neural Net Flavor Separator

Due to the long lifetime of charm hadrons, the false recocsibn of secondary vertices in
light jets, and the small fraction of events in the pretag@ancontainingB hadrons, only 52%
of the expected background events contain beglarks even after imposing the SecVtiagging
requirement. Tagged jets withoét hadrons in them can be further separated from those con-
taining B hadrons by exploiting further information from other véulies related to the secondary
vertex and its tracks. On average, vertices frBrhadrons tend to have a larger invariant mass of
the tracks and a larger track multiplicity, with higher inap@arameter and transverse momenta
relative to the jet axis per track.

To make full use of all discriminating quantities and thairrelations, these variables are used
as inputs to a neural network which is applied to jets whiehsmlected by the secondary vertex
tagger [Ll__ALlB]. The NeuroBay@spackage[E[jﬂ is used for the training of the neural netwetk |
flavor separator. The network is trained with simulated &vehsingle top quark production and
the main background processes, mixed according to the baaokd estimation. Processes with
secondary vertices due 8 hadron decays are treated as signal events, namely simytpitok,
tt, andW bb production. Physical processes containing+tuarks but charm and light flavors are

treated as backgroundlcc, Wej, andW +light jets.

While the SecVix algorithm only gives a binary decision wieeth jet contains a recon-
structable secondary vertex, the jet flavor separator outpsr, can be treated as a measure for the
probability of a trué-quark being present within the SecVix tagged jet. The dudpthne jet flavor
separator is shown in figure 4.5. For jets containiriggaiark, the output of the network accumu-
lates at +1, whereas jets without any heavy quark produceigoubclose to -1. The very similar
shapes for differeni-quark-producing processes indicates that it is senditiibe properties of
b-quark jets and does not depend on the underlying procdssggroduce them.

The by output not only will be a valuable variable as input to the twaliate analysis to
separate single top signal from backgrounds (as will be shavChaptefB), but also it will be a
crucial tool for estimating the background compositionhs tifferent flavors ofl/ +jet events (as
will be described in Sectidn 7.2.2).
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Figure 4.5: Templates of the output of the neural net flavor separatgrfor W +light,
W+charm, andi/+bottom events. The strong discrimination between themesak
this a powerful variable in multivariate analysis. Notetttiee 1/ +bottom template (in
lightest green) is under the red line, which is a good sighiadicates that ah-flavored
jets have the same shape independently of the precess timeyfoam.



86

4.3. Event Reconstruction




Chapter 5

DATA SAMPLE AND CANDIDATE EVENT

SELECTION

The common CDF event selection for single top quark candsdetploits the kinematic fea-
tures of thes- and¢-channel signature. Since top quarks promptly decay k6 &oson and
quarks, the final state of a single top production event hHs boson and two quarks, at least
one of which is a bottom quark. Boti and¢-channel single top diagrams can easily radiate an
extra gluon, so some events may have an additional gluoreifirial state, thus the desired sig-
nature is &V plus two or three jets with at least one being tagged &$ed ThelV boson can
decay into either two quarks or a charged lepton and a neutfihe branching ratio to quarks is
twice as large as that to leptons, however, the correspgreigmature is not practical due to the
overwhelming QCD multijet background. By contrast, the leptally decay of thdl into an
electron.e, or a muony, and its corresponding anti-neutring,, provides a much cleaner signa-
ture. The non-detectable neutrino is required to manifestfias large missing transverse energy
in the detector’s energy balance. Because of the difficubtntidying taus, thél” boson leptonic
decay into a tau and a tau-neutrino only enters the everdtseievhen the tau further decays into
detectable electrons or muons.

This finally gives a signal final state with a charged leptdadion or muon), large missing
transverse energy from the neutrino, and two or three jeteaat one of them originated from a
b-quark. Based on this signature, this chapter describesvidre selection used in this analysis
designed to maximize the amount of signal and minimize thewnof background in the final
data sample.
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5.1. Trigger Data Samples

The first step of an analysis is to choose a trigger to examidega is written out by CDF
along a variety of “trigger paths”, and choosing the riglgder is key to optimizing the event
selection. To collect collision data in tH&+jets sample, it is sensible to trigger on its distinct
features. The most prominent features in leptonically diecall bosons are the appearance of
an energetic charged electron or muon and the large migsingvierse energ§,. Thus, highp,
lepton triggers and- triggers are used. Each trigger is a composite of the thvedslen the CDF
trigger system, with stricter quality requirements impbaeeach level.

Because some triggers have prescales, and some have notdigerfaa as long as others,
the collected luminosity is different for each trigger. Tiheegrated luminosity recorded for each
trigger sample is summarized in Tablel5.1.

Trigger Efficiency (%) Integrated luminosity (pb)
CEM trigger 96.5+0.4 3190 4+ 190
PHX trigger  98.6 + 0.6 + turn-on 3190 + 190
CMUP trigger 91.5£0.5 3180 4+ 190
CMX trigger 95.3£0.7 3130 + 190
Fr+jets trigger turn-on 2990 £ 180

Table 5.1: Trigger efficiency and total integrated luminosity usedhis tanalysis for
each trigger path.

5.1.1. Highpr Lepton Triggers

Central electrons (CEM) have to pass the ELECTROBNTRAL 18 trigger that requires
at Level 3 a COT track witlhy > 9 GeV/c matching an energy deposition in the CEM with
Er > 18 GeV. The shower profile of this cluster has to be consistettit the expectation obtained
by measurements with test-beam electrons.

Plug electron (PHX) candidates have to pass the MAEEM trigger, which does not trigger
solely on clusters in the PEM calorimeter. This is becausegbfer background energy depositions
from elastic collisions and beam remnants in the forwardoregAdditionally, due to its central
geometry, COT tracking is not available for PHX electron gdatés. Instead, this trigger relies
on the presence of large missing transverse energy, as svadlgairing an energy deposition of
at least 20 GeV in the PEM. The lack of tracking requiremeoitsHis trigger makes it less pure,
thus requiring additional quality selection cuts to puttie sample.
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Selection Requirement

Er > 8GeV
Fyoa/EFey < 0.125
Level 1 Hoa/ Egns
pr > 834GeV/ce
Ncorhits = 4
Er > 18GeV
Level 2
In| < 1.317
Ly, < 04
|Az| < 2.0cm
Level 3
Enea/Feyn < 0.125 for three towers
pr > 9GeV/e

Table 5.2: Selection requirements for the CEM electron trigger.

Selection Requirement
Er > 8 GeV
Levell FEpy.i/Fepn < 0.0625

Fr > 15GeV
Er > 20GeV
Level 2 Eyui/FEpny < 0.125

1.1< |n <36

Table 5.3: Selection requirements for the PHX electron trigger. Theel & require-
ments are the same as Level 2, but with fully reconstructestets and tracks.

The central muon (CMUP) trigger MUONMUP18 requires at Level 3 a track in the COT
with p7 > 18 GeV/ ¢ matched to track segments in both central muon chambers CMCMP
simultaneously.

Forward muon (CMX) candidates collected by the MU@IWIX18 trigger have a COT track
matched to hits in the CMX muon chambers. Compared to the etgnce of CMUP muon hits in
both sub-detectors, CMX candidates are reconstructed fitsxinhonly one sub-detector, which
furthermore is less shielded. Even by requiring a timingnaigrom CSX scintillators consistent
with particles coming from Tevatron collisions, this treggeads to a higher background rates of
non-muon entries. Therefore, additional prescaling angosad during different run ranges in
order to control trigger rates with increasing instantarsdlaminosity.

A summary of the selection cuts required at each trigge @reall the highp triggers is
shown in TableE5]2-8.5. In later run ranges (@26196), a highyr stereo XFT confirmation for
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Selection Requirement
Stub in CMU and CMP
Level 1 pSMU > 6 GeV
pr > 4.09 GeV/c
Minimum ionizing energy

Level 2
pr > 14.77GeV/c
|AXcyu| < 10cm
Level 3 |AXcup| < 20cm
pr > 18GeV/c

Table 5.4: Selection requirements for the CMUP muon trigger.

the COT track was added to the Level 2 requirements of both riniggers.

Selection Requirement

Stub in CMX
pSMX > 6 GeV
Level 1 pr > 4.09GeV/c

Ncotnits > 4
Pass CSX timing requirement
Level 2 pr > 14.77 GeV/c
IAXeux| < 10cm
pr > 18GeV/e

Level 3

Table 5.5: Selection requirements for the CMX muon trigger.

Trigger Efficiencies

The triggers, while very efficient, will not trigger everyes that they ought to. Thus, each
trigger’s efficiency must be estimated to properly predie tate of each physics process. The
basic approach to this is to examine a pure sample obtaimedgh a different trigger, apply the
trigger’s selection cuts, and see how often the trigger ichsvents actually fired. In particular,
the CEM trigger efficiency is estimated by examining even jjure sample dfl” bosons which
decay to an electron and a neutrino, selected from a trigggruses a single electron and large
missing transverse energy.

For the PEM trigger efficiency determination, a samplé&/dfosons that decay to electrons is
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used, with one electron triggered in the central electrigyér and the other detected in the plug
calorimeter. Requiring that these electrons come frofh laoson makes this sample very pure.
Missing transverse energy is calculated more carefullynyrecessed offline than at trigger level,
so the final value may lie below the value that the trigger udgscause of this, Monte Carlo

events must be corrected by a turn-on function to sculpt theematics to match the data. This
function is parameterized in & sample triggered with only a calorimeter energy requiremen

modeled by the function(z) = This parameterization gives a weight that is applied

to Monte Carlo events in this region. Because additional ctimes are applied to plug energy
measurements in offline processing which are not includedari_evel 2 trigger calculation, the
distribution of transverse energy in this sample also ne@esn-on curve. The curve is derived
in the same way as the missing transverse energy curve arettothe electron energy in this

sample to match the data.

The efficiencies of the muon triggers are measured in eveitisZvbosons that decay to two
muons, requiring the muons to have opposite charges andvanant mass near th& mass.
With these events, one muon activates the trigger and thex otte is examined to see if it also
activated the trigger. Much information can be gained byngrang the events in which one
muon is detected in the CMUP and the other is detected in the CIMI. comparison allows a
simultaneous extraction of efficiencies for both muon teigg

5.1.2. FEp+Jets Trigger

CDF's triggered muons lead to fewer fake events comparedeitirehs, but at the expense
of a lower muon acceptance. Thep coverage of the triggered muons, which is limited by the
fiducial volume of the detectors supplying the muon stubsiired by the triggers, is shown in
Figure[4.1(b). This figure also shows the coverage of othesmuategories that can be recon-
structed offline but are not triggerable. Thus, many muom&venissed by the muon triggers
are potentially recoverable at a later stage during offlee®nstruction if the events are collected
by a non-muon trigger. Since the most prominent featur@/efets events besides the high-
leptons are large missing transverse energy and sevesaitjet feasible to trigger on this signa-
ture. Furthermore, since muons are minimum ionizing in therameter, the missing transverse
energy at trigger level can be enhanced by the presence afsmuthe event over the true missing
transverse energy due the escaping neutrino.

The MET35& TWO_JETS trigger path requireg, > 35 GeV and two jets with uncor-
rectedEr > 10 GeV. As instantaneous luminosity increased at the Tevaitomas necessary
to modify this trigger in order to reduce the trigger ratesatweptable values. The resulting
MET35 & CJET & JET trigger additionally requires one of the jets to be anity| < 1.1. More
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details of the trigger requirements at different leveldisven in Tablé 5.6. Even with the central jet
requirement this path had to be dynamically prescaled witheasing instantaneous luminosity.
As a result, the integrated luminosity acquired with thigger is smaller than that of the other
discussed triggers.

Selection Requirement

Level 1 FEr > 25GeV (15 GeV for later run ranges)
Two jetsEr > 10 GeV
Level 2 ]
One central jetn| < 1.1 (only MET35& CJET & JET)
Level 1 Fr > 35GeV

Table 5.6: Selection requirements for the,+jets trigger.

Trigger Efficiencies

The study of the efficiency of this trigger is done in two stapsrder to satisfy both the two
energetic jets required at Level 2 and the missing transvengrgy cut at Level 3. The result
of studies using independent samples from generic jets ammhrtriggers show that the Level 2
trigger requirement on the jets is fully efficient if simpl#lioe jet requirements are made:

= Two jets with Er > 25 GeV corrected by level 5 jet energy corrections. Becauseftlieeo
transverse energy differs from the energy reconstructée\atl 2 trigger, it is necessary to
apply a stronger cut on this variable to ensure fully efficien

= One central jet withn| < 0.9. Again, a stronger cut than the one applied at trigger lesvel i
necessary to ensure fully efficiency.

» Distance between the jefsRR > 1.0. This is applied to ensure that the trigger jet reconstruc-
tion algorithm really detects two jets.

With these cuts we lose about 30-40% of the potential muomasigcceptance. Fortunately, the
AR cut is very effective removing some of the backgrounds, migaar only about 40% of the
W+heavy flavor jets pass the above requirements. As a reself; t+jets trigger end up in a very
pure sample even though it is not as large as the main CEM or CNMuBIss.

The second step is to study the trigger efficiency with refsjpeiie missing transverse energy.
A stringent cut to thef);- could be applied making the trigger efficiency to be close Q6%,
however, in order to increase the signal acceptance, aetriggn-on curve parameterized as a
function the vertexf); is derived and applied as an event-by-event weight to the M@ptes to
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reproduce the efficiency of the trigger in data. The verigxis the raw - corrected only by
the primary vertex position (see Sectlon 413.4), it is a wefined offline observable that closely
models thef;- reconstructed at Level 3 of the trigger. THe trigger turn-on was studied with a
sample of CMUP triggered events. The efficiency is defined@stimber of events passing both
the CMUP andf+jets trigger out of all CMUP events which pass the Level 2 gefuirements
defined above. The trigger turn-on is derived by fitting thesueed efficiency as a function of the
vertex /- to the following function:

_ Po
e(z) = Ty (5.1)

wherepy, p; andp, are the parameters to fit, ands the vertexf. The result of the fit is shown
in Figure5.1.

After the trigger Level 2 jet requirements are satisfied dmttigger turn-on is applied to
the MC, this trigger adds an effective signal acceptanceldquabout 47% of the total accep-
tance recorded by the triggered muons. While the additioce@ance gain for the sum of the
backgrounds is only about 25%.
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Figure 5.1: Trigger turn-on curve applied to the untriggered muonsipatarized as a
function of the missing transverse energy corrected onlynbyrimary vertex position.

5.2. Candidate Even Selection

Once an event is selected by the trigger, it is recorded asgbplethrough the offline reconstruc-
tion as described in Chapter 4. Further selection requirésrame applied to the trigger samples



94 5.2. Candidate Even Selection

in order to create a final candidate event sample with a maeitnsingle top signal content while
keeping the backgrounds as low as possible.

5.2.1. Jet Requirements

Since single top quark signal events feature forward jbts jét acceptance is enlarged up to
In| < 2.8, while CDF’s standard lepton+jets selection is limited7p < 2.0. All jet candidates
have to fulfill E- > 20 GeV, where the jet energies are corrected up to Level 5, wingeisforms
them into an absolute scale.

For the untriggered muons further jet requirements areiegpbd make thel/ - +jets trigger at
Level 2 fully efficient as described in Section 5]1.2. At ks jets with Er > 25 GeV, where at
least one is centrah| < 0.9, and separated by a distanté? > 1.0.

The distribution of Monte Carlo signal events as a functiohef jet multiplicity before any
selection cuts further than the trigger and the jet idemiiifis requirements is shown in Table]5.7.
This analysis examines events with two or three, thus getechost of the single top events.
Events with only one jet have a very large background fidmjets processes that make them of
little use for measuring a single top production signal.

Finally, in order to reduce the amount of background contation, in particular events from
light-flavor processes, at least one of these jets is redjtirée tagged asiajet using the SecVix
tagger algorithm. Because the composition of signal and drackd events is very different
among the jet multiplicities and for single and double tabgeents, we usually divide our sample
into four separate samplegl’+2 jets and 1 tagll+2 jets and 2 tagd)/+3 jets and 1 tagllV +3
jets and>2 tags.

Sample Ojets ljet 2jets 3jet 4jets>5jets
s-channel 1% 14% 46% 29% 8% 2%
t-channel 1% 18% 48% 26% 6% 1%

Table 5.7: Fraction of Monte Carlo single top events as a function ofé¢henultiplicity.

5.2.2. Lepton Requirements

The basic lepton selection cuts made by the trigger stilldesalarge number of fake leptons.
Additionally, some triggers have no lepton requirementliat @herefore, further identification
cuts are applied in order to select good offline isolatedtelas and muons as described in Sec-
tion[4.3.2.
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To ensure that there is exactly one lepton per event, thegttih veto” is applied. This veto
looks for any leptons in an event, including non-isolatqutdes, and rejects the event if there is
more than one lepton. This requirement is very efficient ingbackground events from top
pair production in which both final stat& bosons decay to leptons.

5.2.3. Missing Transverse Energy Requirements

Missing transverse energy, the signature of a neutrinay isn@ortant part of event selection
cuts because it removes events from many QCD multijet presdhat have no final-state neutrino.
Combined with the lepton identification requirement, a nmigsransverse energy cut makes it very
likely that an event included & boson in its final state that decayed leptonically. Becausei®f
it is important that missing transverse energy be calcdlate accurately as possible, therefore
primary vertex position corrections, muon corrections jghenergy corrections are applied to the
raw f); (see Section 4.3.4).

This analysis requires the missing transverse energy todageay than 25 GeV, which removes
a large portion of the QCD multijet background. However, ¢se¢hat do not pass this selection
requirement are useful for estimating the remaining QCDifgtittontribution (see Sectidn 7.2.1).

To simulate the PEM and thg+jets trigger efficiencies, event-by-event weights froma th
corresponding? trigger turn-on functions are applied to the MC samples.

5.2.4. Event \etoes

Several additional selection requirements are requirgeénove specific backgrounds to in-
crease the purity of the final sample and to improve the backgt modeling.

Z Boson Veto

To remove events fro@ boson production, events are rejected in which the chamgetdn
can be paired with any more loosely defined jet or lepton tenfan invariant mass in a range
consistent with & boson mass (76—106 GeV). This leaves very little residuatiasnination from
Z+jets events.

Cosmic Ray Veto

Muons coming from decays of cosmic-ray pions in the uppeoaphere pass through the de-
tector frequently. They pass the muon identification rezpagnts, as they are real muons, although
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they must be remove since they do not originate from colisio the Tevatron. Thus, events with
a pair of back-to-back tracks consistent with the charattertiming and topology of that of a
cosmic ray are rejected.

QCD Veto

The safest way to deal with the difficult QCD multijet samplédsemove as much of it as
possible. These events often have very strong kinemattaresanot described by other Monte
Carlo samples that can be observed as a difference betwesrani@tMonte Carlo prediction.
Because these events do not contalit doson, we apply additional selection requirements which
are based on the assumption that these events do not hage #lafrom an escaping neutrino,
but rather thef),- that is observed comes from lost or mismeasured jets. IntgVacking alV’
boson, one would expect small values of the transverse mefsed as

My = \/2 (o Er —poE, —DSE,). (5.2)

Because the/; in events that do not contaii’ bosons often comes from jets which are erro-
neously identified as leptons, it often points opposite ®lépton, giving the event a low trans-
verse mass. Thus, applying a cut of 10 GeV on the transverse meoves a large part of the
QCD multijet background. This purifies the muon samples wedlgih since it is very hard to fake
a muon stub and a calorimeter cluster with minimum ionizingrgy. However, for the SCMIO
muon category a cut of 20 GeV is required since this sampleoi® reensitive to QCD multijet
contamination.

The electron samples, lacking the advantages of the mu@ctdes, have a more significant
contamination from QCD multijet events. A transverse massatR0 GeV is applied, nonetheless
further purification in the electron samples is needed toexeha fraction of the QCD multijet
background similar to that of the muon sample. This can beiged by a variable called MET
significance, defined as

METSZg — \/ET/ET . E'%nclustered7 (53)

where unclustered energy refers to energy not includedyimesonstructed jets. Carefully chosen
triangular cuts (see Figuke 5.2 for an example) are apptigdduce the amount of QCD multijet
events. Central electron events must ha¥é/T'sig > 0.05mr + 3.5 and M ET'sig > 2.5 —
3.125A¢y, in- Plug electron, due to the lower quality of its tracks, hagenmontamination
from QCD events and requires tighter cuts suchVABT'sig > 2 and Fp > 45 — 30A¢ g, jet
for all jets in the event. These cuts improve the modeling sutzktantially reduce the amount of
contamination from noi¥” events.
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Chapter 6

M ODELING OF PROCESSES

In order to perform a search for a previously undetectedasignch as single top quark pro-
duction, accurate models predicting the characterisfittssoexpected data are needed for both the
signal being tested and the SM background processes. Spa@anust be taken for analysis us-
ing multivariate techniques, as the final result is highlysséve to kinematic mismodeling. Most
of the processes involved in this analysis are describedyidonte Carlo simulation, while some
background processes are derived from data.

6.1. Signal Event Modeling

Top quarks are expected to be produced singlypircollisions via weak, charged-current in-
teractions. The dominant processes at the Tevatron aréc¢hannel and the-channel. The
next-to-leading-order (NLO) cross sections for these tvazesses are, ... = 0.8870 17 pb and
Ot nan = 1.987035 pb, respectively, assuming,, = 175 GeV/c? [12,/13]. A third process, asso-
ciated production of & boson and a top quark, is not expected to be observable aetagrdn,
due to the massive final state}lda boson and a top quark that must originate from a bottom sea
quark.

The matrix element generator AWEVENT ] is used to produce simulated events for the
single top samples. This generator fully incorporates e sf the top quarks in contrast to the
PYTHIA generator, thus preserving the information from the ppédion of the top quark which is
an interesting feature of the electroweak top quark pradnctThe generator is interfaced to the
CTEQSL [@] parameterization of the parton distribution func8¢®DF). The M\DEVENT output
is passed to the WHIA ,@] program to perform the parton shower and hadatioz to
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W+

(a) (b)

Figure 6.1: The two differentt-channel processes considered in our signal model: (a)
the2 — 2 process and (b) thz — 3 process.

generate all expected final-state particles.

6.1.1. s-channel Single Top

Although the MADEVENT program only calculates events at leading-order (LO) aamur
studies|[1 ‘] indicate that the kinematic distributionsafhannel events are not affected by Next-
to-Leading-Order (NLO) corrections. Thereforehannel events are generated at leading-order
and scaled to the Next-to-Leading-Order cross section.

6.1.2. t-channel Single Top

Thet-channel process is more complicated. Several authors poirlﬂ,@ IAI6] that the
leading order contribution to-channel single top quark production as modeled in parkanver
Monte Carlo programs does not adequately represent thetexidistributions of observable jets,
which are better predicted by NLO calculations.

The leading-order process i2a— 2 process with @ quark in the initial stateb + v — d + ¢,
as shown in Figure6.1(a). For antitop quark production,ctherge conjugate processes are im-
plied. A parton distribution function for the initial stabequark is used for the calculation. Since
flavor is conserved in the strong interactiom,guark must be present in the event as well. In what
follows, thisb quark is called the spectatbquark. Leading-order parton shower programs create
‘jj%el]. Only the
low-pr portion of the transverse momentum distribution of the sggech quark is modeled well,

the spectatob quark through backward evolution following tbeLAP scheme
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while the highp+ tail is not estimated adequatem12]. In addition, the peapidity distribu-
tion of the spectatob quark as simulated by the leading-order process is biaseards higher
pseudorapidities than predicted by NLO calculations.

We improve the modeling of thechannel single top quark process by using two samples: one
for the leading2 — 2 proces® + ¢ — ¢’ + t, and a second one for tRe— 3 process in which an
initial-state gluon splits intdb, g + ¢ — ¢ +t + b. In the second process the spectatquark is
produced directly in the hard scattering described by thgixelement (Figuré6l1(b)). This sam-
ple describes the most important next-to-leading ordei@Ntontribution tai-channel production
and is therefore suitable to describe the hightail of the spectatob quarkp distribution. This
sample, however, does not adequately describe the{opertion of the spectrum of the spectator
b quark. In order to construct a Monte Carlo sample which clog#lows NLO predictions, the
2 — 2 process and the — 3 process must be combined.

A joint event sample was created by matching at generatel [pefore any showering or
hadronization) ther spectrum of the spectatérquark to the differential cross section predicted
by the zTop program [12] which operates at NLO. The matchethannel sample is created in
such a manner that ther distribution of spectatob quarks in the matchettchannel sample
consists o2 — 2 events for transverse momenta below a certain cutgffand of2 — 3 events
for transverse momenta abo¥&-. The ratioR between the two processes is varied until the rate
of events with a detectable spectatajuark jet, withpr > 20 GeV /c and|n| < 2.8, matches the
NLO prediction byzTopr. This gives a continuous distribution in the transverse matom that
matches the theoretically predicted distributia 147].

6.2. Background Event Modeling

The major experimental challenge of a single top measuremmehe large amount of back-
ground events that mimic the signal events. Top pair praduocin contrast, has a clean signature
of a single lepton, four energetic jets, and a neutrino thatvs up as large missing transverse
energy, and there is far more top pair production than angtklse of events with this signature.
On the other hand, the single top production has a smallss&ection and a final state consisting
of a lepton, missing transverse energy, and only two or ti@tsevith at least one being originated
from ab-quark. This is also the final state of thEbb process which has a much larger cross
section. Other processes with similar final states, sudiVasandt¢, also mimic the single top
signature because of misreconstruction or loss of one oe m@mponents of the expected final
state. A detailed understanding of the rate and kinemadittifes of the background processes is
necessary in order to measure the single top quark productoss section precisely.
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(@) (b)

Figure 6.2: Feynman diagrams of theé background to single top quark production. To
pass the event selection, these events must have one clegugmdor two hadronic jets
that go undetected.

6.2.1. Top Pair Production

Top pair production can be a substantial background to tisgestop production, mainly in the
three jet sample or in the double tag samples since top padugtion final state contains many
jets with two realb-jets. While no top pair decay has the same final state as dinygjet can be
misidentified if particles fail to be detected. This happendilepton top decays in which one of
the leptons is missed, or in lepton + jets decays in which at®are not detected (Figurel6.2). The
resulting events, since they also come from top decays, esesimilar kinematically to single
top events, making this background difficult to deal with. eTlop pair production events are
generated by PTHIA [@] and scaled to the NLO theoretical cross section pt‘ieniict@,]
of o = (6.70 + 0.83) pb, assumingn, = 175 GeV/c®. The systematic uncertaingj:ontains a

50].

component which covers the differences between the céilenlehosen and otherg [

6.2.2. Diboson Production

Electroweak diboson production, includif@g, W Z, or ZZ production (Figuré 6]3), also
creates a small background, especidllyl andW Z, which have the same final state as single
top production. However, since their cross section is sntladly constitute a small contribution
to the total background. The diboson production sampleganerated using YHIA Monte
Carlo and normalized to the NLO theoretical cross sectiodipted for a center of mass energy
of /s = 2.00 TeV [E] and extrapolate the value tgs = 1.96 TeV. This leads toryyw =
(13.30 + 0.40) pb, oz = (3.96 £ 0.12) pb, andoz; = (1.57 4+ 0.05) pb.
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Figure 6.3: Feynman diagrams for diboson production, which providesallsback-
ground for single top quark production.

6.2.3. W+Jets

The largest background to single top production comes fraarlginteractions that radiate a
W boson in association with two jets, which has the same fiage sts single top and a much larger
cross section. Because most of the quarks in the final statghtejuarks (up, down, or strange
quarks), the level of this background can be reducedt-tagging , but their cross section is very
large, so they still form a substantial background. Howethas fails to help in the case where
a radiated gluon splits into at least one heavy flavor quarkar(m or bottom). Thes@/+heavy
flavor (W+HF) processes ard’ + bb, W + c¢ andW + ¢, each with possibly more jets, and
constitute the largest background processes in this dasalys

The IV +jets production is described by a huge amount of possibfarRan diagrams (some
are shown in Figure 6.4) which describe the color and kinentdttaracteristics of the radiated

gluons. ALPGEN[133] generator is used to generate these events becauepetly calculates all
tree level matrix elements with full color and spin correlatinformation. The generated events
are passed to they®HIA showering routine.

Parton-Jet Matching

The PrTHIA showering algorithm gives rise to a difficulty when used wkbPGEN because
there is an overlap in their generation of events.PAEN generates events at the matrix element
level with initial- and final-state radiation, whiley®PHIA approximates the effects of radiation by
its showering. RTHIA performs much more showering thanAGENdoes, but the initial stages of
showering overlaps: BPGEN might produce a diagram withi& boson and two radiated gluons,
or it could produce a diagram with a W boson and one radiataohghhile FrTHIA adds another
gluon through parton showering. Because both these casescarn these events will appear with
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(@) (b) ()

Figure 6.4: Some representative diagramdg/@ftjets production: (a)V’ + bb, (b) W +
¢ + jet, (c) W+light flavor jets. The productions cross sections of thesegsses are
much larger than that of single top quark production.

too large a rate.

In order to solve this we follow the so-called “MLM matchingegcription” ,Ll_iJS] . In this
method, after parton showering, the final-state partialegyeouped into jets by a jet-cone cluster-
ing algorithm, which groups all particles within a certaggion ofn — ¢ space. Each jet is then
matched to a parton if the parton lies within the cone of tihe@nly one parton can be matched
to each jet. An event is rejected if it cannot match everyquatd a jet.

To get the counting right, the number of jets is required tthieesame as the number of partons.
Exclusive samples are generated with different numbemstsfihen added together after matching
Is performed. This removes double-counting in the showgerin

Heavy Flavor Removal

There is another problem of double-counting when usisgH?A with ALPGEN, and it in-
volves quarks with non-trivial masses, i.e. heavy flavorrgsialt is important to separate events
with these quarks because their kinematic behavior isrdifiiefrom the lighter quarks. However,
they can arise in two different ways: they can be createdeatrtatrix-element level in &/ + bb
event, or they can arise from gluon splitting in the partoaver from all/+light flavor event.
Because there is no difference between these two cases @heytlie same Feynman diagram),
combining ALPGEN and PYTHIA will overestimate the heavy flavor rate by counting the same
events in botbV + bb and 1V +light flavor samples.

The scheme for removing the overlap of heavy flavor dividem/hdlavor events into two
disjoint sets based on matching to fully reconstructed jetisavy flavor events generated by the
matrix element are kept only if the heavy quarks lie in twdedént jets, while events generated by
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the parton shower are kept only if the heavy quarks lie in #mesjet. This division is motivated
by the expectation that quarks from showering will usuadyclose to their parents, while quarks
from the matrix element are more likely to be well separailéds prescription removes the overlap
between these events.

Mistags

Modeling the contribution of?/ +light flavor jet events that are nonetheléssigged [V +LF,
or the so-called mistag sample) is difficult because, whigeNlonte Carlo simulation does a good
job predicting generdll’ +jets kinematic shapes, some events are more kinematatiafipsed to
mistagging, and the Monte Carlo does not model their kinenfatitures well. Therefore, the
W+light flavor sample is not tagged directly; rather, the taggequirement is relaxed to require
only one taggable jet, and each event is weighted by the ptaduhe mistag probabilities of its
taggable jets. This results in a kinematic distributiort tlasely models the kinematic shapes of
the mistag sample.

Because events with one and two tagged jets are treated wdypaitas necessary to have a
different mistag model in each region. The single-taggedehis constructed as described above;
the double-tagged sample uses only events with at leastygable jets weighted by their mistag
probability, and taking into account the combinatoricoasged to multiple jets.

The problem with the method described above is that the aggetd jets do not have a neural
net flavor separator output (see Secfion 4.3.6). To simthateutput of the jet flavor separator, a
random value is chosen from the distribution in light-flajets shown in Figure 415. If &/ +LF
event has more than one taggable jet, then random valuessigned to both jets. These events
are used for both the single-mistag prediction and the @oeobstag prediction with appropriate
weights.

6.2.4. Z+Jets

SinceZ bosons decay to either two leptons or two neutriribggets events do not often fake a
single top signature and the background is not large. Horvbeeause of its large inclusive cross
section, some background remains from events in which areptlost and its energy is counted
as missing transverse energy (Figuré 6.5).

The Z+jets process has the same difficultiesisjets and is generated byLRGEN in the
same way, with PTHIA is used to model the parton shower and hadronization.ZFhgets cross
section is normalized to that measured by C[lEm?j:- Br(Z — (t47) = (336.0 £ 8.0) pb,
whereBr(Z — ¢*¢7) is the branching ratio of events with leptonically decayihosons.
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@)

Figure 6.5: Representative Feynman diagram fo# a&jets production. To pass the
event selection, these events must have one undetectagedhapton.

6.2.5. QCD Multijet

The most difficult events to model come from QCD multijet egeaiso referred to as “non-
W” events. In order to be confused with a single top event, dnhejets must fake a lepton
and a mismeasurement has to create a large missing tramsvengy (Figure 616). The extremely
large cross section of QCD multijet events means that evesnidtically unlikely configurations
can contaminate the signal sample significantly. Becauskeoéxtremely small probability of
these events occurring, and because they come from sewuéeatict QCD processes, all of them
difficult to calculate or model, it is impossible to simuldhese events with Monte Carlo events
and a data-based sample and estimation must be constructed.

A data-based model of this sample is complicated as wetieddifferent lepton types may have
vastly different rates and shapes of QCD multijet events ganth needs to be examined separately.
This analysis uses three different models for QCD multijetngs. All of them are based on the
principle that QCD multijet events must contain a jet thatisély identified as a lepton. Thus, by
looking at jets that are not leptons but come close to pasdetgron cuts, it is possible to create a
model of this background.

Jet-Electrons and Anti-Electrons

One strategy for creating a model of this sample uses a saofipielusive jets, triggered
through a generic jet trigger which simply looks for clustef energy in the calorimeter. Since
QCD multijet events must involve a jet that is falsely idertifias an electron, this sample is
examined for jets that look similar to electrons. Speciljcahey must be energetic, having a
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Figure 6.6: Representative Feynman diagram for QCD multijet event, ircivhijet has

to be misidentified as a lepton a#fi: must be mismeasured to pass the event selection.
Because the cross section of ndnevents is so large, it still appears as a background
process to the single top signature.

transverse energy of at least 2@V; they must have a high fraction of energy deposited in the
electromagnetic calorimeter, between 80% and 95%; andrthest have fewer than four tracks,
since a true electron has only a single track. This jet is #msumed to be an electron and all
the other event selection cuts are applied. The electrorgeha assigned randomly since jets
have multiple tracks and their charge cannot be determiBedause they come from generic jets
similar to electrons, these events are referred to as lgeti@ns”.

Another sample takes advantage of the fact that fake leftormsnon41” events have difficulty
passing the lepton selection requirements. We look at hrepamdidates in the central electron
trigger that fail at least two of five identification cuts tllatnot depend on the kinematic properties
of the event, such as the fraction of energy in the hadrondaricaeter. These objects are treated as
leptons and all other selection cuts are applied. Because thents are similar to electrons with
some selection cuts inverted, they are called “anti-edestr.

The drawback of these two samples is their small size. Beaauke similarities in the kine-
matic properties of the anti-electron and the jet-electeents, we combine the two samples for
our noni¥ model for triggered central electrons. For plug electrevis use only the jet-electron
sample because the other sample does not include electididages with high pseudorapidities.
Remarkably, the same samples also simulate the kinemategeots with misidentified triggered
muon candidates (CMUP and CMX); we use the samples again tolithade events.
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Non-Isolated Muons

Misidentified, untriggered muons cannot be modeled wellithee of these samples because
the kinematic properties of this sample are sculpted by tbstantially different trigger require-
ments. For this sample, we use muon events that fail therepdtation requirement, referred to as
“non-isolated” muons; such events come from the same trigiget model the noMm¥ contribution
well for this sample. This is based on the rationale that isotated events are typically leptons
contained in jets, and jets that contain energetic leptomnmare likely to pass lepton identification
cuts. This sample has the advantage of a large size, unkkettier models; however it does not
reproduce kinematic variables for the triggered leptongoasl as the other models and therefore
this model is only used for untriggered muons.

b-tagging

The statistics of the QCD multijet samples are too small foeatitagging; only a handful
of jet-electron and anti-electrons events contain a taggganaking them useless for modeling
kinematic distributions. In order to increase sensitjvitye b-tagging requirement is relaxed to
requiring a taggable jet instead of a tagged jet to increlasesize of the selected samples. This
matches the missing transverse energy distribution in &itee af the QCD-enriched sample of low
missing transverse energy. In addition, the measuredrigggite in data shows no significant
dependence on missing transverse energy, indicatinghtéed ts no large change in the kinematic
distributions of this sample after tagging.

The distributions ofbyy (see Section 4.3.6) for QCD multijet events are more difficoilt
predict because the flavor composition of the jets is poonigwkn. The fraction of each flavor:
bottom, charm, and light-flavored jets (originating fromhii quarks or gluons), is estimated by
fitting the jet flavor separator templates (shown in Figu tb thel5 < F < 25 GeV sideband
of the data. In this sample, we find a flavor composition of 4b8tiark jets, 40% quark jets,
and 15% light-flavored jets. Each event in the QCD modelingptesnis randomly assigned a
flavor according to the fraction given above and then assignjet flavor separator value chosen
at random from the appropriate flavor distribution. The nbelgte possibility of the errors on the
flavor measurement gives an alternative “worst-case” flagarposition of 60% quark jets, 30%
¢ quark jets, and 10% light-flavored jets. This alternativedtacomposition affects the shapes
of the final discriminant distribution through the diffetdtavor-separator neural network values
and therefore a shape systematic uncertainty will be assatio the flavor model of the QCD
background as described in Section 9.1.



Chapter 7

PREDICTED EVENT YIELD

Properly estimating the signal and background composafdhe sample of candidate events
after applying the event selection is an essential and ed#éb@rocess. First, the background
estimate method assumes that all processes contribugindisantly to the lepton+jets sample are
known. In case of the search for single top quark producti@lyses, these are single top quark,
top quark pair and diboson productidi,+jets andZ+jets production, and QCD-multijet events.
Precise NLO calculations exist for the production crossise®f some of the processes, thereby
making the estimation of their contributions is a relatyvstraightforward process. However,
because the Monte Carlo simulation is not a perfect model doressamples, the background
estimate relies heavily on data.

The single top sample is broken up into events with exactty dwthree jets, and with one or
moreb-tags. This gives a total of four categories with a separstienate of the sample composi-
tion. Treating each sample separately improves the sahsf the analysis by combining regions
with different signal purities. In addition, backgrounds aalculated for other orthogonal control
regions. The sample of one jet events is an important corggibn of thell/ +jets background.
The “untagged” samples, which requires at least one taggabbut no tagged jets, are important
W+light flavor enriched control samples. Finally, four jeeats are useful for validating the top
pair production background.

7.1. MC-based Predictions

For any process with a well understood cross section, the gstimate is derived from the MC
simulation. These processes include the single top santpfegair and diboson production, and
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Z+jets events. The cross sections for these processes aréddsn Chaptellé and summarized
in Table[7.1. The expected number of events for these sangpigen by:

N=o0- Eevt * Linta (71)

whereo is the predicted cross section times the branching ratibeféspective process,, IS
the event detection efficiency, adg,; is the integrated luminosity. The predicted productiorssro
sections for each process will be discussed in the next stibss. The integrated luminosity used
in this analyzed is quoted in Talile b.1 for each trigger sampl

The determination of event detection efficiency for eacltess starts from the calculation of
the acceptance in MC of the given procesg:. The acceptance is derived from the simulated
MC samples as the fraction of events passing all the eveattsmh cuts. This number needs
to be corrected in order to take into account the differetet®een the simulation and the real
experimental setup. Thus, the event detection efficiencybmdecomposed in the following
factors:

€evt = EMC * Etrig * Erag - S L - SFuyp, (7.2)

wheree,,;, is the corresponding trigger efficiency described in Sesfle.1.1 an@5.11.2; the factor
€rag COITECts by the SecVti-tagging scale factor and mistag matrix described in Seéi8.5;
SF, = exa/e)C = 1.09 is the scale factor that takes into account the observedrdiftes

between data and MC in the efficiency of the primary vertex(seé Section 4.3.2); anglF,, is
the lepton identification scale factor described in Sedi@2.

For the PEM and the/+jets trigger samples, the trigger efficiencies correspuntb the
turn-on curves are absorbed by the MC acceptance by apmyimyent-by-event weight derived
from the turn-on functions to each MC event.

Process Cross section (pb)
s-channel  0.887017[12, 13]
t-channel  1.98702° [12, 13]

tt 6.70 £ 0.83 [148, 149]
Ww 13.30 £ 0.40 [151]
w2z 3.96 + 0.12 [151]
Z7 1.57 4+ 0.05 [151]

Z+jets 336.0 4+ 8.0 [152]

Table 7.1: Cross sections used for the yield estimate of the MC-basedlsantor the
single top and top pair samples a top massg, = 175 GeV/c? is assumed.
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The b-tagging correction requires special attention. Each MGsj@assigned a tagging prob-
ability weight based on whether it can be matched (beforeatiet simulation) to a heavy flavor
quark. If a jet is matched to a heavy flavor hadron and tagges given a weight equal to the
b-tag scale factor. If it is matched to heavy flavor but not &ygt is given a weight of zero. If the
jet is not matched to heavy flavor, it is assigned a weight lefguigs mistag probability, regard-
less of whether or not it was tagged, because the Monte Canldation does not properly model
mistagging. Untaggable jets always have a weight of zero.

After a tagging weight is assigned to every jet in an evermt,event is given a tagging proba-
bility for every assumption of number of tags in the eventisTgrobability must take into account
all possible combination of jets for the given assumptioor. &ample, the tagging probability of
a two jet event to be single-taggedus(1 — w2) + (1 — wy )ws, Wherew; is the tagging weight of
the jeti or the probability of the jet to be tagged (wheréas w; is the probability of the jet not to
be tagged). Thus, every MC event is assigned a probabilipaégs, exactly one tag, and two or
more tags. This probability is used as an event weight in thwithg of the histograms and in the
calculation of the event yield estimate (with this weiggtmethod, the factos;,, is absorbed by
eMC)-

Including all trigger and identification efficiencies, wediavent detection efficiencies for the
signal processes of the order=f; (¢-channe) = (1.2+0.1)% ande.(s-channe) = (1.8+0.1)%.

7.2. Data-Driven Predictions

Estimating the QCD multijet contribution to the final samdifficult because of the difficulty
simulating these events. Having a data-based model foctnisibution (see Sectidn 6.2.5) allows
a method for the estimation of its rate by fitting to a kinemalistribution in a QCD multijet
enriched region.

Events with dV boson accompanied by heavy flavor productidn{HF) constitute the major-
ity of the b-tagged lepton+jets sample. These processed/ate 1V cc andW ¢, each with possibly
more jets. While these events can be simulated using tIEGAN generator, the theory uncer-
tainties on the cross sections of these processes remgindampared with the size of the single
top quark signaIO]. It is because of these largeiori uncertainties on the background
predictions and the small signal-to-background ratio exgblected data samples that we must use
advanced analysis techniques to purify further the sicarad, also we must use the data itself to
constrain the background rates.

The W+HF and thelV/ +light flavor (W +LF) contributions in the tagged samples are derived
from the totallV+jets contribution in the pretag sideband region, wheresaléction cuts are
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applied except the SecVix tag requirement. For the fornherhieavy flavor fraction calibrated
in the W +1 jet sample and the tagging rate are applied to estimateathigibution in the tagged
sample. For the latter, the mistag matrix probability islegapin order to estimate its contribution
in the final sample.

7.2.1. QCD-Multijet Estimate

The expected number of QCD multijet events is first calculatethe pretag sample. The
QCD multijet events are expected to fall at small values offfhespectrum, since they have no
true neutrino. Thus, removing the missing transverse gneut creates a sample with a large
QCD multijet component which can be fit to the data. The MC-basedples are fixed to their
expected value while the normalization of the QCD multijed &ii+jets samples is fit to the data.
As Figure[ 7.1 shows, the resulting templates describe ttee glate well. The fraction of QCD
multijet events in the pretag samp@g;ge]gag, Is then calculated counting the events that pass the
missing transverse energy cfif. > 25:

FEEHE = NOSE /NDeke. (7.3)

total

The number of// +jets events in the pretag regioN{jﬁf:;gts, is also extracted from the pretag
fit. This number is used to extract th€+HF andWW+LF contribution in the tagged region as
described next. This provides a second fit to fhedistribution in the final tagged sample, where
only the QCD multijet contribution is allowed to float. The uéis\g shape is shown in Figure 7.2
and is used to derive the QCD multijet fraction in the final sEmBecause of the uncertainties in
the tagging rate, template shape, and method estimatiomsate is given a generous systematic
uncertainty of 40% in single-tagged events and 80% in detagged events.

7.2.2. W+Jets Estimate

The number ofiV +jets events is estimated by assuming that if the contobudif all other
backgrounds (i.e. MC-based and QCD multijet) is accountedainy remaining events must be
from W +jets. It is safer to use the pretag sample to ensure thagstiimate is statistically inde-
pendent of the signal events. This sample is ten to twentgdilarger than the final sample, and
it is dominated by light jets. This gives an estimate for therall normalization of thél +jets
sample using pretag data:

pretag pretag X . pretagy pretag
NW+jets - Ntotal (1 FQCD ) NMCfﬁxed‘ (74)

It is necessary now to differentiate between ifie-HF and thell/+LF components of the

sample. The heavy flavor fractiofyr = NVJZHF

Is calculated by looking directly at Monte Carlo

+jets !
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Figure 7.1: Fits to frdistributions in thél +two jet pretag sample for the five different
lepton types. The fraction of QCD multijet events is estirddtem the fraction of the
template above thg-threshold shown.

events. However, the Monte Carlo simulation does not prggeddict the heavy flavor fraction in
this sample, therefore we apply an additional fackgsy, to match the observed fraction in control
data region (see next Section). This gives an estimate o&teefl//+HF contribution in the final

tagged sample as follows:

tag o pretag pretag pretag
Nivfr = (Vigtar* + (1= FEED®) = Mic heea)  Frar - Kui - €rag, (7.5)

wheree;,, is the corresponding tagging rate calculated using the saethod as described in

Sectior 7.1L.

Once the heavy flavor has been properly estimated, the reperaof the pretag sample is
assumed to bE/+LF. This is by far the largest contribution to the pretag peywhich means that
a substantial number of events will be mistakenly tagge@. &dtimation of thé//+LF contribution
in the final tagged sample uses the mistag matrix describ&@eation[4.35. The number of
mistags,Vmistag, from the pretag samples is obtained by applying the panistag rate corrected
by the mistag asymmetry factors. This gives the followingression for théV +LF final estimate:

N,

tag o pretag pretag pretag pretag mistag

NW+LF - (Ntotal ) (1 - FQCD ) - NMCfﬁxed - NW+HF) ) yPretag” (7.6)
total
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Figure 7.2: Fits to Frdistributions in thd? +2 jet single-tagged sample for the five dif-
ferent lepton types. The fraction of QCD multijet events isneated from the fraction
of the template above thEthreshold shown.

Heavy Flavor Fraction Calibration

As mentioned above, the fraction Bf +jets events that contain heavy flavor quarks is not well
predicted by our APGEN+PYTHIA model. In order to improve our modeling of these fractions, w
perform fits to templates of flavor-separating variablefi@bttaggediV +1 jet data sample, which
contains a vanishingly small component of single top quagka events and is not otherwise
used in the final signal extraction procedure. This sampdenigh statistics and is almost entirely
composed ofl +jets events, making it ideal for the estimation of the heflayor content. We
include the contribution of the MC-based backgrounds asragptemplates, normalized to their
SM expected rates, in the fits to the data. Care must be exéinifiee estimation of th&/’+heavy
flavor fractions, because fitting in tH&+1 jet sample and using the fit values for thét+2 jet
and W+3 jet samples involves an unavoidable extrapolation. ¢k $e estimate the bottom
and charm fraction in these events with as many independetitads as possible and we assign
generous uncertainties that cover the differences in tifereint estimations of the rates.

We use the jet-flavor separatioy described in Section 4.3.6 and. AGEN+PYTHIA Monte
Carlo samples to produce template distributionsWotlight, W + ¢, andW + b events. The
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W+light template’s rate is constrained by the data-derivéstag estimate within its uncertainty;
the otherlV +jets templates’ rates are not constrained. Thigh and ¥ cc components are scaled
together, as corresponding diagrams, witindc quarks interchanged, contribute in the ’GEN
model, and we expect a similar correspondence for the lggttiocesses in the data. We also let
the W ¢ fraction float in the fit. The best fit in thid’+1 jet sample is shown in Figufe 7.3(a).

The fitindicates that the BPGEN-predictedV bb+W cc fraction must be multiplied by.440.4
in order for the templates to match the data. In addition ®fthto theby distribution, we
also fit thel+heavy flavor fractions in thé-taggedi/’+1 jet sample with another variable, the
reconstructed invariant mass of the secondary vertex. \(ferpethis alternate fit in our standard
b-tagged sample as well as in one with loosehadg requirements. The results are found to be
consistent with the result using thg v variable.

The problem with the heavy flavor estimate is assumed to lade with the difficult theo-
retical problem of the infrared divergence in the case obglsplitting. Thus, the contribution of
the W + ¢ + jets sample, which has no gluon splitting, is not scaledly ements with two heavy
guarks in the final state are scaled by this factor. A recerisonement of thél” + ¢ + jets cross
section at CDFEl] is consistent with the. AGEN calculation, reinforcing this view. Thus, the
multiplicative factor of théd ¢ component is set td.0 & 0.3 for the use in the two- and three-jet
bins.

The 30% uncertainties assessed onlth& + Wce and W e yields cover the differences in
the measured fit values and also approximates our uncegrtairgxtrapolating this fraction to
W+2 and 3 jet events. We check these extrapolations ilithe2 and 3 jet events as shown in
Figured 7.3(B) and 7.3(c) where no additional fit is perfairfa this comparison. The rates and
flavor compositions match very well with the observed datl@se samples.
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Figure 7.3: Distributions of the jet flavor separatby; . Panel (a) shows the fit to the

W+1 jet data sample allowing thec and light-flavor components float. Panels (b) and
(c) compare the data and the corresponding predictionseifitt2 jet andi/+3 jet
samples.
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7.3. Candidate Event Yield Prediction

The results of the candidate event yield estimate in themdifft signal regions, as well as the
observed number of events in data, are summarized in [ahleA\l.quoted uncertainties include

W + 2 jets W + 3 jets

Process

1b-tag 2b-tag 1b-tag >2 b-tag
Whb 581.1 +175.1  75.9423.6 | 173.9+52.5 274+ 8.5
Wee 288.5 4+ 89.0 3.7+1.2 95.7+29.4 24+0.8
Wetjet 247.3 +76.2 3.2+1.0 50.8 £15.6 1.3£04
Mistags 499.1 £69.1 2.24+0.6 150.3 £21.0 1.6 £0.4
QCD multijet 88.4+ 354 2.3+0.9 354 +14.1 0.2+0.1
tt 167.6 +£24.0 36.4 4+ 6.0 377.3+54.8 104.7+17.3
Diboson 83.3+8.5 5.04+0.6 28.1+£2.9 2.04+0.3
Z+ets 34.8+5.3 1.7+ 0.3 14.6 2.2 1.04+0.2
Total Background 1990.1 +349.6 130.4 +26.8 | 926.1 + 113.4 140.6 +19.7
s-channel 453 +6.4 12.8 £2.1 14.7+ 2.1 4.5+ 0.7
t-channel 85.3+12.6 24+04 22.7+ 3.3 3.5+0.6
Total Prediction | 2120.5 +350.1 145.6 £26.9 | 963.4 + 113.5 148.6 +19.7
Observation 2090 139 920 166

Table 7.2: Expected signal and background event yield and observetauof events
in data. The background prediction is consistent with thalmer of data events; how-
ever, the systematic uncertainty on the background piedic far larger than the ex-
pected single-top signal.

the systematic uncertainties on the theoretical crosgosecalculations, the trigger efficiency, the
lepton ID efficiency, the b-tagging scale factor, the migtaafrix uncertainties, the heavy-flavor
K-factor, the QCD multijet estimate, the primary vertex gositscale factor, and the luminosity,
where appropriate.

FiguréZ.4 compares the final result of the candidate eveld gistimate in terms of jet multi-
plicity with the number of observed collision events. Eveaugh events with one or four jets are
not considered for the search of single top-quark prodoctiee outcome in those data sidebands
Is shown. The uncertainty corresponds to the overall sunti gbatributing processes derived in
the procedure of the background estimate method . The sgpattation is much smaller than the
overall uncertainty on all background processes, makinmgple counting experiment impossible.
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Figure 7.4: Predicted and observédl +jets events as a function of the jet multiplicity.
The data are indicated with points, and the colored histograhow the signal and
background predictions which are stacked to form the tadiption. The systematic
uncertainty is far too large to use a simple counting expeninto measure the single
top quark cross section.

7.4. Validation of Monte Carlo Simulation

In the previous section it has been shown the good agreemeémeén the expected and ob-
served number of events passing the candidate event selediecause multivariate analyses
depend so heavily on properly simulating events, it is vergartant to further validate the mod-
eling of the distributions in Monte Carlo by checking themhwiihe data. Thousands of data and
Monte Carlo distributions are compared for several vargblethe signal samples and in many
control regions. These control regions include sampleshithvno jets have beehtagged to
test thell/ +light jets shaped)/ +1 jet events to examing’ +heavy flavor fraction and shapes, and
W+4 jet events wheré& is dominant and thus can be checked.

A sample of the validation plots we examine is shown in FigliféE7.24. In these plots,
data is compared to the signal and background contributidmnsh are stacked to form the total
prediction. Some basic kinematic quantities are showw#2 or 3 jets with zero or at least one
b-tag for each lepton type. The close match of the distrilmstigives confidence in the results.
Other distribution will be shown in the next Chapter.
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Out of the thousands of distributions checked for discrean only two distributions in the
untagged/V +jets data were found to be poorly simulated by our Monte Qawddel: the pseudo-
rapidity of the lowest energy jet in bofly+2 jet andil’+3 jet events and the distangeR(j;, jo)
between the two jets in the ¢ space il +2 jet events. These discrepancies are used to estimate
systematic uncertainties on the shapes of our final disgéntivariables. These distributions and
the discussion of associated systematic uncertaintiegiar in Section 9]1.
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Figure 7.9: Validation plots comparing data and MC for the lepton pseagidlity in
W+2 jet events with zeré-tags. Events are shown for CEM, PHX, CMUP, CMX,
EMC, and for all lepton types together, respectively, frofhteright, top to bottom.
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Figure 7.11: Validation plots comparing data and MC for the lepton pseapiality
in W+3 jet events with zeré-tags. Events are shown for CEM, PHX, CMUP, CMX,
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Figure 7.14: Validation plots comparing data and MC for the leading janhsverse
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Figure 7.15: Validation plots comparing data and MC for the leading jansverse

energy in/+3 jet events with zeré-tags. Events are shown for CEM, PHX, CMUP,
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Figure 7.16: Validation plots comparing data and MC for the leading jansverse
energy inWW+3 jet events with at least ortetag. Events are shown for CEM, PHX,
CMUP, CMX, EMC, and for all lepton types together, respectivéiym left to right,
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Figure 7.17: Validation plots comparing data and MC for the leading jetymorapidity
in W+2 jet events with zeré-tags. Events are shown for CEM, PHX, CMUP, CMX,
EMC, and for all lepton types together, respectively, frofhteright, top to bottom.
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in W+2 jet events with at least ortetag. Events are shown for CEM, PHX, CMUP,
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Figure 7.19: Validation plots comparing data and MC for the leading jetymorapidity
in W+3 jet events with zeré-tags. Events are shown for CEM, PHX, CMUP, CMX,
EMC, and for all lepton types together, respectively, frofhteright, top to bottom.
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Figure 7.20: Validation plots comparing data and MC for the leading jetymrapidity
in W+3 jet events with at least ortetag. Events are shown for CEM, PHX, CMUP,
CMX, EMC, and for all lepton types together, respectivelynirteft to right, top to
bottom.
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Figure 7.22: Validation plots comparing data and MC for the missing tvanse energy
in W+2 jet events with at least ortetag. Events are shown for CEM, PHX, CMUP,
CMX, EMC, and for all lepton types together, respectivelynirteft to right, top to
bottom.
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Chapter 8

MULTIVARIATE CLASSIFIER

The search for single top production and the measuremet# ofdss section present substan-
tial experimental challenges. Compared with the searchi¢fproduction, the search for single
top suffers from a lower SM production rate and a larger bemkgd. The most serious challenge
arises from the systematic uncertainty on the backgrouadigtion, which is approximately three
times the size of the expected signal. Simply counting eveshiich pass our event selection will
not yield a measurement of the single top quark cross sestianatter how much data are accu-
mulated because the systematic uncertainty on the baakdiieso large. In fact, in order to have
sufficient sensitivity to expect to observe a signal atithéevel, the systematic uncertainty on the
background must be less than one-fifth of the expected sigtel

Further separation of the signal from the background isirequ Events that are classified
as being more signal-like are used to test for the presensingfe top quark production and
measure the cross section, and more background-like easntssed to improve our knowledge
of the rates of background processes. In order to optimeedmsitivity to single top quark, we
construct a discriminant function based on kinematic amaigoproperties of the events in order to
classify them in a continuous spectrum that runs from veggalilike events to very background-
like events. These distributions are then fit to the backgiaand signal+background predictions,
allowing uncertain parameters to float, as described in@d6t2.1.

While there are many distinctive features of a single-topaligno single variable is sufficiently
sensitive to extract the signal with our current statistitisis requires the use of a more powerful
technique that combines the discrimination power of mamjabées. In this thesis, a Boosted
Decision Tree (BDT) technique is utilized, constructed amohed using the TMVA packag@BZ].
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8.1. Discriminating Variables

To separate signal events from background events, we ladkdtures of the event that differ
between signal and background. Events from single-topymtozh have distinctive energy and
angular features. Some of the most sensitive variablegdecl

= () x n: the charge of the lepton times the pseudorapidity of thagged jet. If there is more
than one untagged jet, the most energetic is chosen (seeeldl). Large) x 7 is char-
acteristic oft-channel single-top events, because the light quark inrtiiali state usually
carries most of the momentum of the collision and therefadseip going far forward in the
detector in a direction that is correlated with the charggefepton. This correlation comes
from the fact that the lepton charge determines whetherie#ent a top or an antitop quark
was produced, and single top quark production is most liteelye initiated by a: quark in
the proton direction, while single top antiquark is moselkto be initiated by a quark in
the antiproton direction.

= My, the reconstructed top mass, i.e., the invariant mass défiten, neutrino, and quark
from from the top decay (see Figurel8.2). The neutrino foormantum is reconstructed as
described in Section 4.3.4. The SecVix tagged jet is asgigmbe theb-jet from the top
quark decay, in case of more than one ashthexy jet, if there is more than ortetagged jet
in the event, the one with large@tx 7 is picked for the top reconstruction. This distribution
is expected to peak at the mass of the top quark for eventaioarg one real top quark.

» Hr: the scalar sum of the transverse energies of the jets, etiéggton, and’ in the event
(see Figur& 8]3). This quantity is much larger for top evéms forll/ +jet events.

= Mj;: the dijet mass, i.e., the invariant mass of the two jets Esgere[8.4). If more than two
jets are identified in the event, the two leading jets are usad is substantially higher for
events coming from top quarks.

= M}Y: the transverse mass of the reconstrudfédoson (see Figuie8.5). This variable is

defined asM}’ = \/2p%p4(1 — cos Ag), wherep} andpy. are the transverse momenta
of the lepton and neutrino, anfl¢ is the azimuthal angle between them. The missing
energy is assumed to come from the undetected neutrineftinep’. = £,.. For events not
containing a reall’ boson or events in which the missing transverse energy idueto the
neutrino, the shape of this distribution is expected to fferdint from the reall’ transverse
mass distribution.

= byy: the jet flavor separator described in Secfion 4.3.6.
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Figure 8.1: Templates (left) and validation plots comparing data and felGhe dis-
criminating variable) x . Plots in the top are for 2 jet events, while plots in the botto
are for 3 jet events. Left and middle corresponds to events atileast oné-tagged
jet, and events in the untagged control sample are showringht.
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These variables are useful to distinguish signal from basked events, however, individually
they are not powerful enough to extract the small signal ftbenlarge backgrounds. Therefore,
they will be used, together with other variables, as inputs Boosted Decision Tree classifier that
will exploit all their features and correlation.

It is important to make sure that the Monte Carlo properly niotiee data for all these vari-
ables. Figureg 8[1-8.5 show the MC templates of these Vasidthe plots fo, can be seen
in Figured 4.6 and71.3) for each process and the comparigareer data and MC for the signal
samples and for untagged control regions. The template®mignates the separation power of
these variables, while the good agreement between the ddtédna MC predictions validates the
use of these variables into the multivariate analysis aakases our confidence in the result.

8.2. The Boosted Decision Tree Technique

A Decision Tree (DT)4] is an algorithm that classifevents with a series of binary
decisions, each one based on a single variable. It is burktyrsively splitting the initial sample
into two disjointed subsets until the number of events in ad&’ drops below a set minimum.
Each node in the tree splits the sample based on a cut adjusstgvide optimal separation
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between signal and background events. The same variabldbenaged in multiple nodes, and
some variables may not be used at all. The phase space isn$pliegions that are eventually
classified as signal or background, depending on the magfriraining events that end up in the
final “leaf” nodes. A schematic view of a DT is shown in Figlré.8

A single DT is very similar to rectangular cuts. However, wdas a cut-based analysis is
able to select only one hypercube as region of phase spacBetision Tree is able to split the
phase space into a large number of hypercubes, each of vehidéritified as either signal-like or
background-like. The path down the tree to each leaf nodesepts an individual cut sequence
that selects signal or background depending on the typesdétf node.

A shortcoming of Decision Trees is their instability wittspect to statistical fluctuations in the
training sample from which the tree structure is derived.dx@ample, if two input variables exhibit
similar separation power, a fluctuation in the training seenpay cause the tree growing algorithm
to decide to split on one variable, while the other varialdald have been selected without that
fluctuation. In such a case the whole tree structure is ateedow this node, possibly resulting
also in a substantially different classifier response.

Figure 8.6: Schematic view of a Decision Tree. Starting from the rooty@ksequence
of binary splits using the discriminating variablesis performed. Each split uses the
variable that at this node gives the best separation betsigeal and background when
being cut on. The same variable may thus be used at severes notile others might
not be used at all. The leaf nodes at the bottom end of the teclalaeled S for signal
and B for background depending on the majority of eventsehdtup in the respective
nodes.
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This problem is overcome by a boosth&ll%] procedure tkegnels this concept from one
tree to several trees which form a “forest” of Decision TreHse trees are derived from the same
training ensemble by reweighting misclassified eventsHerttaining of the next tree. The trees
in the forest are finally combined into a single classifierahhis given by a weighted average of
the individual Decision Trees. Boosting stabilizes the oesie of the Decision Trees with respect
to fluctuations in the training sample and is able to consiolgrenhance the performance with
respect to a single Decision Tree. However, the advantateeddtraightforward interpretation of
the Decision Tree is lost. While one can of course still loola éitmited number of trees trying
to interprete the training result, one will hardly be ableltoso for hundreds of trees in a forest.
Nevertheless, the general structure of the selection caady be understood by looking at a
limited number of individual trees.

As other multivariate techniques, Boosted Decision Treessansitive to overtraining, i.e.,
over-performing the training data while poorly generalizto new samples. To reduce this effect,
a “pruning” algorithm, that removes statistically insifioant nodes, is employed.

8.2.1. Buildinga DT

The training or building of a DT is the process that definessihldting criteria for each node.
At each node, the split is determined by finding the variallé eorresponding cut value that
provides the best separation between signal and backgrdinednode splitting is stopped once it
has reached a minimum number of events. The leaf nodes a®f@d as signal or background
according to the class the majority of events belongs to.

A variety of separation criteria can be configured to asdesgérformance of a variable and
a specific cut requirement. Because a cut that selects pradatlyi background is as valuable as
one that selects signal, the criteria are symmetric witheesto the event classes. All separation
criteria have a maximum where the samples are fully mixed, at purityp = 0.5, and fall off
to zero when the sample consists of one event class only. Uihgy p of a node is defined as
p = s/(s + b), wheres andb are the weighted sum of signal and background events, ridsglgc
in the node; hence pure signal nodes have 1, whereas pure background nodes have 0.
Since the splitting criterion is always a cut on a single alle, the training procedure selects the
variable and cut value that optimizes the increase in tharaéipn index between the parent node,
I

1%
relative fraction of events, this is

arent, @nd the sum of the indices of the two daughter nodgs,and I,;.1;, weighted by their

Al = (S + b) : [parent - <Sleft + bleft) . Ileft - (Sright + bright) : [right' (81)

The separation criteria used in this analysis is@ne Index[@], definedadg =p- (1 —p) =
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s-b/(s + b)%. Other splitting criteria quantities have been invesgdgahowever, the results based
on the optimization of the Gini Index has been found to penfatightly better than the results
from other methods.

The cut values are optimized by scanning over the variablgaaith a granularity given by the
parametenCuts. The value olC'uts = 25 proved to be a good compromise between computing
time and step size. Finer stepping values did not increatsesiably the performance of the BDTSs.

In principle, the splitting could continue until each leadde contains only signal or only
background events, which could suggest that perfect disaation is achievable. However, such
a Decision Tree would be strongly overtrained.

8.2.2. Boosting Algorithm

Boosting is a general procedure in which the same classifieaiised several times using a
successively boosted (reweighted) training event sandfie.final classifier is then derived from
the combination of all the individual classifiers. This aiséd uses the AABOOST[E,IEV]
(adaptive boost) algorithm, where events that were misitled during the training of a tree are

given a higher event weight in the training of the next foliogvtree. Starting with the original
event weights when training the first Decision Tree, the sgbent tree is trained using a modified
event sample where the weights of previously misclassiﬁm@ are multiplied by a common
boost weightv. The boost weight used for the training of thth tree is derived from the weighted
fraction of misclassified events, of the previous tree,

oy = L= Timt (8.2)

Ti—1

The weights of the entire event sample are then renormadizel that the sum of weights remains
constant.

The resulting event classificatiog , () for the Boosted Decision Tree is given by

yspr(z) = Y In(a) - hi(z), (8.3)
i€ forest
where the sum is over all trees in the forest. Large (smalllegforyz pr () indicate a signal-like
(background-like) eventh(z) (« being the tuple of input variables) is the result of an ingial
tree that can either be defined to-bé (—1) for events ending up in signal-like (background-like)
leaf nodes according to the class the majority of trainingnés belong to in that leaf, or it can be
defined as the purity of the leaf node in which the event is dfoue found that the latter option

A given eventr is considered as misclassifiediifr) < 0 (h(x) > 0) for signal (background) events, whérér)
is the classification result of the individual tree as willdefined later in this section.
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performs better for the training of the single-tag samplgsje the double tag samples —which
have fewer events— perform better when trained with the éoroption. For this analysis, it has
been found that the performance of the classifiers stopsasarg after about 350-500 boosting
cycles, depending on the trained sample.

8.2.3. Pruning Method

Overtraining occurs when a machine learning problem hafetealegrees of freedom, because
too many model parameters of an algorithm were adjustedodeto data points. Overtraining
leads to a seeming increase in the classification perforejainmeasured on the training sample,
over the objectively achievable one and to an effectivequarance decrease when measured with
an independent test sample. Boosted Decision Trees usufity §om at least partial overtraining
due to their large number of nodes. To avoid overtraining ei¥den Tree must be pruned.

Pruning is the process of cutting back a tree from the bottpnafter it has been built to
its maximum size. Its purpose is to remove statisticallygngicant nodes and thus reduce the
overtraining of the tree. It has been found to be beneficitigbgrow the tree to its maximum size
and then cut back, rather than interrupting the node spiitat an earlier stage. This is because
apparently insignificant splits can nevertheless lead t@gplits further down the tree.

In this analysis we use th@ost Complexiti@] pruning algorithm. This algorithm relates the
gain, in terms of misclassified training events, obtainedhaysubtree below a node compared to

\ TMVA overtraining check for classifier: BDT \ \ TMVA overtraining check for classifier: BDT \

o 16 [T Sihnal (tbstsampie) | ||+ Sihral (aining 'samplk) | ' o, [ Signal flestsampié) ' | |+ 'Signal (trahing'sample) | ]
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€ =
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Figure 8.7: Example of an overtrained BDT (a) and a BDT trained with enough

PruneStrength to avoid overtraining (b). Blue are signal events and red ackb
ground events. Points are events from the training sampkk hesstogram are events
from the test sample.
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the node itself with no further splitting. The cost estimata node is given by the misclassification
error in the nodé? = 1 — max(p, 1 — p). The cost complexity for this node is then defined by

subtree
pP= <(S + b) - Ruode — Z (Si + bl) ’ RZ) / (leel;?zgee - 1) ) (84)

i€leaves
where the sum is over all leaves in the subtree below the gioee.

The node with the smallest value in the tree is recursively pruned away as long as
PruneStrength, where PruneStrength is a parameter which has to be tuned for each analysis
until overtraining is completely avoided. A validation bktovertraining is provided by comparing
the shape of the BDT output between the sample used for thengaand an independent test
sample. An example of an overtrained and a non-overtrainetliBBhown in Figuré 817.

8.3. Training of the BDTs

For the search of electroweak single top quark productiony tlifferent Boosted Decision
Trees are optimized in each of the four signal regions: tweyents with oné-tag, two jet events
with both beingb-tagged, three jet events with ohdag, and three jet events with at least two
b-tagged jets. In this way, the training of each BDT exploits different background composition
in each sample and the different features to separate thke $op signal from the backgrounds in
each sample.

8.3.1. Training Samples

A natural way of choosing the sample composition for thentrey of the Boosted Decision
Trees is to use a mixture of all the expected processes vatbdirect estimated composition. The
simulated samples have been generated with different M@rgéars (see Chaptel 6), therefore
one should expect different sample sizes for each procelkas lbeen found that the performance
of the classifier for the single top search improves signitigeby increasing the training samB]e
as long as there is no single process with a sample size evabig larger than the others, in which
case the performance of the trained BDT could be degradedhedmiistag sample typically has
~ 10 times more events than the other samples, this sample satieshto approximately the size
of the next larger sample for the training, to avoid a degiiadaof the BDT. The TMVA package
has the ability of introducing event by event weights inte training sample, in this way we can
use as much statistics as we have available in our MC sanhés, keeping the correct predicted

2With an infinite sample, a training algorithm is expected ¢ébdve ideally.
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composition between processes. To build a BDT, half of thetsvare used for the training and
the other half is used for overtraining tests as describ&eitior 8.2.3.

The signal events are given a global weight such as the wesighum of signal events in the
training equals the weighted sum of background events itréfi@ing. The signal training sample
is a mixture oft- ands-channel events weighted according to the expected cotigrgsxcept for
the BDT training of the two jet two tag sample where it has beemdl a better performance when
using only the dominant-channel events. The backgrounds processes included irathing are
tt, W+bottom,W+charm and¥ +light; all of them are used for the training of the singleagged
samples, while for the doubletagged samples only the former two are used as they are byefar
dominant contributions to those samples. The inclusiorldfaekgrounds (except QCD multijet)
into the training has been investigated; since no improveimas been found, the simpler case has
been chosen.

8.3.2. Input Variables

One advantage of Decision Trees compared to other muliieatechniques is that they are
insensitive to the inclusion of poorly discriminating inpariables (as long as the variable is well
modeled), an extra variable can only do good to the classditgroblem. The Decision Tree
training algorithm will basically ignore non discriminatj variables as for each node splitting
only the best discriminating variable is used.

22 variables are used for the training of the Boosted DeciBieas in the two jet event samples.
For the three jet event samples, 30 variables are used dbe fésence of a third jet. The input
variables are:

= The transverse energy and pseudorapidity of each jet.

= The transverse momentum and pseudorapidity of the lepton.

» [,: the missing transverse energy in the event.

= Hp: The scalar sum of the transverse energies of all the olijette event.

= )M,;: the invariant mass of the di-jet system. In three jet evaltpossible pairs of jets are
used, as well as the invariant mass of the tri-jet system.

= M,,,: the invariant mass of the reconstructed top quark.

= My,;;: the invariant mass of the lepton, neutrino and both jetghilee jet events, the two
leading jets are used, as well &5, ;,, where all jets are used.
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@ x n: the charge of the lepton times the pseudorapidity of thagged jet.
= byy: the neural net jet flavor separator.

= m}V: the transverse mass of the reconstrudtédhoson.

= 7 - the pseudorapidity of the reconstruciédboson.

= A¢ between each jet and the missing transverse energy.

= A¢ between each jet and the lepton.

= A¢ between the lepton and the missing transverse energy.

= The cosine of the angle between the lepton and each jet.

All energies involved are level-5 corrected. When a variabdguires a-quark jet, itis chosen
as theb-tagged jet for the singlé-tag events, and as the jet with largésk 7 for the doubles-tag
events. The neutrino is reconstructed as described indB&ETB.4.

Validation plots of all input variables are shown in ApperiBI

A ranking of the BDT input variables is derived by counting haften the variables are used to
split Decision Tree nodes, and by weighting each split aetwe by the separation gain-squared
(see Equatioh 8]1) it has achieved and by the number of eirettis node. Tables 8[1-8.2 show
the variable ranking for each trained channel.

8.4. BDT Output Distributions

The outputs of the Boosted Decision Trees trained in eachedfollr signal samples are used
as the discriminant for the combined searck-adnd¢-channel single top quark production. These
output are use to create templates of each process, whidly fara to be fitted to the output
distribution of the observed data events. By definition, #n& output of the Boosted Decision
Trees lie always inside the range [-1, 1], however, due toctiraplicate topology of the final
tress, the output may fall in a small subrange inside thevakbrange [-1, 1] (see for example
Figure[8.7). Therefore, a linear transformation of the atitp applied in such a way that the final
output always goes from -1 (for very background-like evetdst1 (for very signal like-events).
To prevent problems with insufficient Monte Carlo statisatghe most signal-like extreme end of
the BDT output range, bins in the highest output regions avegd together until it has a nonzero
background prediction.
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Figure[8.8 shows the final templates used in the fit for thescsestion measurement. For
ease of display, different processes are grouped in thela¢espabeled agl/’+HF (17 +bottom
andWW+charm),t (lepton+jets and dilepton top quark production) and “Ottéy' W/, W2 and
7/ 7 diboson productionZ+jets, and QCD multijet), however, in the actual likelihood very
process has its own template.

Figure[8.9 shows the predicted distributions of the BDT otiipeach of the four signal sam-
ples. Here is where the separation power of the BDT discrintiissshown, for instance, we started

2 jets, 1b-tag 2 jets, 2b-tags
Rank | Variable Importance Variable Importance
1 | byw 4.597e-01 | M;; 7.453e-02
2 | My, 1.799e-01 | M, 6.599e-02
3 Q@ xn 1.077e-01| m}Y 6.453e-02
4 My 4.684e-02 | Ag¢j,, 5.142e-02
5 | B} 4.570e-02 | My, 4.805e-02
6 my 1.890e-02 | by 4.656e-02
7 | B 1.874€-02 | cosf;,,  4.645e-02
8 | ph 1.639e-02 | 7, 4.563e-02
9 |cosf;, 1.572e-02| E} 4.522e-02
10 | Ady, 1.481e-02 | B 4.424e-02
11 | n, 1.063e-02 | 7, 4.366e-02
12 | 8.744e-03 | A¢j,, 4.339e-02
13 | My,;  8.106e-03| Ag;,,  4.252e-02
14 | Hr 7.755€-03| cosfj,,  4.249e-02
15 | A¢j,, 7.589e-03 | A¢y, 4.098e-02
16 | Agje 6.232e-03 | Agjs 3.886e-02
17 | cosbj,. 6.035e-03 | pf 3.869e-02
18 | By 4.676e-03| ) x n 3.850e-02
19 | A¢y,,  4.174e-03| Fr 3.840e-02
20 | n; 3.922e-03 | 7, 3.573e-02
21 | nw 3.881e-03| Hr 3.227e-02
22 | Ay 3.839e-03 | ny 3.188e-02

Table 8.1: Variable ranking result for the BDT training in the 2 jet eveamples in an

arbitrary scale. Top variable is best ranked.
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3 jets, 1b-tag 3 jets, 2b-tags
Rank| Variable Importance Variable Importance
1 | byy 3.846e-01| Q xn  7.785e-02
2 | Mj,, 7.124e-02| Hy 5.032e-02
3 | mY 5.449e-02 | My, 4.698e-02
4 | M, 5.358e-02 | M,,;, 4.100e-02
5 | Hy 4.978e-02| M;,;, 3.864e-02
6 | Qxn  4.729e-02| M;; 3.735e-02
7 | My, 3.924e-02| A¢y, 3.677e-02
8 | My, 2.642e-02 | mY 3.632e-02
9 | Ep 2.609e-02 | 7, 3.573e-02
10 | n, 2.549e-02 | cosf;,,  3.447e-02
11 | My, 2.490e-02 | B 3.400e-02
12 | cosf,,, 2.370e-02| EJ 3.324e-02
13 | ph 1.910e-02 | M;,j, 3.307e-02
14 | 1.774e-02| 7;, 3.275e-02
15 | Aoy, 1.382e-02| cosf;,,  3.046e-02
16 | nj, 1.373e-02 | B} 3.017e-02
17 | Agje 1.223e-02| ny 2.993e-02
18 | cosfj,,  1.069e-02| A¢;,,  2.988e-02
19 |cosfj,, 9.661e-03| A¢;,  2.898e-02
20 | B} 8.641e-03 | byy 2.894e-02
21 | A¢j,  8.278e-03| i, 2.873e-02
22 | Ay, 8.256e-03| A¢j,e 2.855e-02
23 | Br 8.141e-03| M,,;;;  2.828e-02
24 | A¢;,,  7.496e-03| Agj,,  2.692e-02
25 | Ady 6.743e-03 | cosf;,,  2.616e-02
26 | BF 6.133e-03 | p% 2.518e-02
27 | A¢;,y  6.035e-03| Ag;;,  2.508e-02
28 | nw 5.932e-03 | A¢j,e 2.204e-02
29 | My, 5.417e-03| Py 2.160e-02
30 | My,;;  5.108e-03| My, 2.060e-02

Table 8.2: Variable ranking result for the BDT training in the 3 jet eveamples in an

arbitrary scale. Top variable is best ranked.



Chapter 8. Multivariate Classifier 143

0.1W+2Jets, 1b Tag CDF113.2 b
c — Single Top W + 2 Jets, 2 b-Tags CDF 1132
3 tt 5 [
Q WHHF s B I
© o 9o 0.1 ©
L — WHLF < © | g
g | t 5 z
2 0.05 2 3 °
TR T3 - 5
i 5§ Woos g
® =
£ i £
2 5
C el O — T O- e—_
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
BDT Discriminant BDT Discriminant
(@) (b)
W + 3 Jets, 1 b-Tag CDF 11 3.2 o™ W + 3 Jets, 2 b-Tags CDF113.210*
c [ c [
2 0.15 s 0 —
s | g s g
LC i < L 0.15F <
s O 2 & I = :
T M g o Of =
0.05 ! g ; g
= § 0.05F || §
O- o o T - | 0_ NI B B s = e
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
BDT Discriminant BDT Discriminant

() (d)

Figure 8.8: Templates of the predictions of the BDT outputs for the sigmal back-
ground processes, each scaled to unit area. Single top quanks are predominantly
found on the right-hand sides of the plots while backgrowehts are mostly found
on the left-hand sides. (a) is the two jet drtag sample, (b) is the two jet twistag
sample, (c) is the three jet ohdag sample, and (d) is the three jet thwtag sample.

from a signal to background ratio 8fb ~ 1/15 in the two jet oné-tag events (see Taklle ¥.2), and
we end up with a discriminant with a signal to backgroundorafis/b ~ 6.8 in the most signal-
like bin with an expected signal yield of about three singjeévents and less than 0.5 background
events (in the five most signal-like events we expgét~ 2.3 with about 12 signal events against
about 5 signal events).
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Figure 8.9: Predicted distributions of the BDT outputs. The four sigregions are
shown: (a) two jets and ortetag events, (b) two jets and tvbetag events, (c) three jets
and oneb-tag events, (d) three jets and at least tatag events.

8.4.1. Validation of the Discriminant

The distributions of all the input variables to each BoostettiBion Tree are checked in the
zero, one, and two-tag samples for two- and three-jet eveSuse figures have been shown in
Section$ 74 and 8.1, a complete set of validation plotsasvahin AppendixXB.

Further than checking the input variables to the Boosted di@tiTrees, the output of the
classifiers are validated in control regions before lookihthe single top candidate events. Fig-
ured 8.1D show the output of the four BDT classifiers applietiéaintagged samples with two or
three identified jets. For the inputs variables that requaé-quark jet, the leading jet is chosen;
and the neural net flavor separator (which is only definedfiagged jets) a randomized value
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Figure 8.10: Distribution of the BDT outputs applied to the untagged colnsample
with two ((a) and (b)) and three ((c) and (d)) identified jstsowing close modeling of
the data and good control of thE&+light-flavor shape. The classifiers are optimized in
the signal samples of (a) two jets with olvag, (b) two jets with twa-tags, (c) three
jets with oneb-tag,(d) three jets with at least twbetags.

from theWW +LF template is picked. This sample is orthogonal to thelsitap signal regions with
very little contribution from top quark productior<(0.5%). The dominant contribution in the
untagged samples 1¢ +light-flavor jets, therefore the good agreement found endlstributions
indicates a good control over thE+LF shapes.

The distribution of the BDT outputs are also checked in #henriched control sample of

W+4 jet events (Figure 8.11). The good agreement in this samplicates a good control of
the shape of the dominant contribution (about 75%). This cross-check is very impatrtas
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the ¢t process is one of the most difficult backgrounds to distisigdrom the single top quark
production, and its contribution in the discriminant tygdig lies closer to the signal-like region
than other backgrounds.

The good agreement seen between the predictions and thevatiises in both the input vari-
ables and the output variables gives confidence in the tabdiithe technique.
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Figure 8.11: Distribution of the BDT outputs applied to the control samyiéh four
identified jets and at least orietag, showing close modeling of the data and good
control of thett shape. The classifiers are optimized in the signal samplés) dfvo
jets with oneb-tag, (b) two jets with twa-tags, (c) three jets with onfetag,(d) three
jets with at least twa-tags.
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ANALYSIS

9.1. Systematic Uncertainties

The search for single top quark production and the measureoi¢he cross section require
substantial input from theoretical models, Monte Carlo $ations and extrapolations from control
samples in data. We assign systematic uncertainties toredigtions and include the effects of
these uncertainties on the measured cross sections asswied significance of the signal.

We consider three categories of systematic uncertaintgemainty in the predicted rates of
signal and background processes, uncertainty in the slodies distributions of the discriminant
variable, and uncertainty arising from the limited numbeMonte Carlo events used to predict
the signal and background expectations in each bin of eagrigiinant distribution. Sources
of uncertainty may affect multiple signal and backgrounthponents. The effects of systematic
uncertainty from the same source are considered to be fothgkated; for example, the integrated
luminosity estimate affects the predictions of the Montel@hased background processes and
the signal, so the uncertainty on the integrated luminadicts all these processes in a correlated
way. The effects of different sources of systematic una@stare considered to be uncorrelated.

The effects of all systematic uncertainties are includatiénhypothesis tests and cross section
measurement, as described in Sedtioh 9.2. Detailed désosmf the sources of uncertainty and
their estimation are given below.

147
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9.1.1. Rate Uncertainties

Rate uncertainties affect only the expected contributictmefignal and background samples.
Some sources have asymmetric uncertainties. All rate tainoBes are assigned truncated Gaus-
sian priors, where the truncation prevents predictionsfo@ing negative for any source of signal
or background. The sources of rate uncertainties in thifysisaare listed below with their range
of impact summarized in Table 9.1.

= Integrated Luminosity A symmetric uncertainty of-6% is applied to all Monte-Carlo
based predictions. This uncertainty includes the ungeytam thepp inelastic cross section

as well as the uncertainty in the acceptance of CDF’s lumiypasonitor ,EJB]. The re-
guirement that the primary vertex positionzis within +£60 cm of the origin causes a small
acceptance uncertainty that is included as well.

= Theoretical Cross Section®ur MC-based background processes are scaled to theoretical
predictions at NLO (or better). The associated theoreticalertainties are applied (see
Chaptef® and Table7.1). For the single top quark cross sefitjdghis uncertainty is not
applied since this is the quantity being measured.

= Monte Carlo Generator The impact of using LO instead of NLO Monte Carlo event gener-
ators is evaluated for single top quark events (see SdcHifjn Bhe uncertainty is quantified
by taking the differences between the default LO Monte Canmkation with MADEVENT
and the theoretical NLO calculation provided by ].

= Acceptance and Efficiency Scale Factor§he predicted rates of Monte Carlo background
processes and the signals are affected by trigger effici@agtion$§ 5.1]11 arild 5.1.2), lepton
identification efficiency (Sectidn 4.3.2), and théagging efficiency (Sectidn 4.3.5). Known
differences between the data and the simulation are ceddot by scaling the prediction,
and uncertainties on these scale factors are collectethtg@ one source of uncertainty
since they affect the predictions in the same way.

» Heavy Flavor Fraction in W+jets The prediction of thdV + bb, W + c¢, andW + ¢
fractions in thelV + 2 jets andWW + 3 jets samples are extrapolated from fhe+ 1 jet
sample as described in Section 712.2. It is found that ALPGENerpredicts thél + bb
andW + cc fractions in thelV + 1 jet sample by a factor of .4 + 0.4. We assume that
the W + bb and W + cc predictions are correlated. The uncertainty on this scattof
comes from the spread in the measured heavy-flavor fraatising different variables to fit
the data, and in the difference between Wiet- bb andW + cé scale factors. Th&V + ¢
prediction from ALPGEN is compared with CDF’s measureml]and is found not to
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require scaling, but a separate, uncorrelated uncertasiatysigned to th&” + ¢ prediction,
with the same relative magnitude as thé+ bb+WW + c¢ uncertainty. This is one of the
largest systematic effects in this analysis.

= Mistag Estimate The total contribution of the mistag is calculated usingtagsprobabili-
ties described on Section 4.B.5. The largest source ofragsi® uncertainty in the mistag
estimate comes from extrapolating from the negative tagirathe data to positive tags by
estimating the asymmetry between positive light-flavostagd negative light-flavor tags
(see Section 4.3.5). Other sources of uncertainty come fliffarences in the negative tag
rates of different data samples used to construct the nisggx.

= QCD Multijet Estimate The QCD multijet rate prediction varies when the distribution
is constructed with a different number of bins or if differenodels are used for the QCD
templates (see Section 7.2.1). The fits also suffer from small data samples, particularly
in the double-tagged samples.

= [nitial State Radiation (ISR) The model used for ISR is PYTHIA's “backwards evolution”
method ]. This uncertainty is evaluated by generatieg Monte Carlo samples fat
and single top quark signals with,p doubled or divided in half, for samples with more
ISR and less ISR, respectively. Simultaneously, the inithsverse momentum scale is
multiplied by four or divided by four, and the hard scattgrgtale of the shower is multiplied
by four or divided by four, for more ISR and less ISR, respetyiv These variations are
checked with Drell-Yan Monte Carlo and data samples. jhdistributions of dileptons are
compared between data and Monte Carlo, and the ISR moreflessriptions generously
bracket the available data, as can be seen in Figure 9.1. i8R 3R rate uncertainties are
not evaluated for thél’+jets Monte Carlo samples because they are scaled to therthta a
given an extrapolation uncertainties.

= Final State Radiation (FSR)PYTHIAs model of gluon radiation from partons emitted
from the hard-scattering interaction has been tuned wih precision to LEP dat9].
Nonetheless, uncertainty remains in the radiation fronmbesamnants, and parameters anal-
ogous to those adjusted for ISR are adjusted in PYTHIA fofitied-state showering, except
for the hard-scattering scale parameter. The effects atiams in ISR and FSR are treated
as 100% correlated with each other.

= Jet Energy Scale (JES)The calibration of the calorimeter response to jets is airstép
process (see Sectign 413.3), and each step involves antaintgmhich is propagated to
the final jet-energy scale. Raw jet energies are correcte@$ttbeam scales, detector non-
uniformity, multiple interactions, and energy that is nesigned to the jet because it lies
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Figure 9.1: The ratio of transverse momentum between data and Monte @aré
function of the invariant mass of the leptons in the evente $isstematic uncertainty
covers the data points and their statistical uncertainty.

outside of the jet cone. The uncertainties in the jet energlesare incorporated by process-
ing all events in all Monte Carlo samples with the jet energlesgaried upwards and again
downwards. The kinematic properties of each event aretaffeand some events are re-
categorized as having a different number of jets as jetsgehtireir /.-, inducing correlated

rate uncertainties.

= Parton Distribution Functions (PDF) The central PDFs used in this analysis are the
CTEQSL set @]. To evaluate the systematic uncertaintietherrates due to uncertain-
ties in these PDF’s, we add in quadrature the differencesdsat the predictions of the

following pairs of PDFs:

CTEQ5L and MRST?ﬂS], PDF sets computed by different gro@BEQS5L is an
NLO PDF set, and MRST72 is a LO PDF set.

MRST72 and MRST75, which differ in their value af. The former uses 0.1125; the
latter uses 0.1175.

CTEQ6L and CTEQ6L1, of which the former has a 1-lagpcorrection, and the latter
has a 2-loopx, correction.

The 20 signed eigenvectors of CTEQ6M, each compared withethizal PDF.
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Figure 9.2: Example of two shape systematic templates in the two-jetetag sample.
(a) shows the jet energy scale shifted histograms for siogl@vents, while (b) shows
the shifted histograms for the factorization and renornadilon scale systematic for
Wbb events.

9.1.2. Shape Uncertainties

Many of the sources of rate uncertainty listed above alsodadlistortions in the shapes of the
templates for the signals and background processes useddel the data. These include ISR,
FSR, JES, and PDF uncertainties. Here we list the sourcesapesincertainties which do not
have associated rate uncertainties.

Shape uncertainty templates are all smoothed with a methanthing algorithm. This proce-
dure takes the ratio of the systematically shifted histogr#o the central histograms and replaces
the contents of each bin with the median of the ratios of alfivenindow around the bin. The first
two bins and the last two bins are left unaffected by this pdoce. The smoothed ratio histograms
are then multiplied by the central histograms and normadizee integral of the central histograms
(since smoothing can introduce a rate change) to obtainetvevaried template histograms. This
procedure reduces the impact of limited Monte Carlo stasisti the bins of the central and varied
templates. An example of two of the most important shapeesyatics for the two-jets onketag
sample is shown if Figuie 9.2.

= Jet Flavor Separator Modeling Since no cut is applied on the output of the neural net
jet flavor separator (see Section 413.6), the uncertairggcated with this quantity does
not imply a rate uncertainty, but a shape uncertainty on éneptate distributions. The
distribution ofbny for light-flavor jets is found to require a small correcti@]. The full
difference between the uncorrected light-flavor Monte Car&liction and the data-derived
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9.1. Systematic Uncertainties

corrected distribution is taken as a one-sided systenfaitice a pure sample of charm jets is
not available in the data, a systematic is also assesseaa@hdpe of the charm prediction,
taking the difference between the distribution predictgdi® Monte Carlo simulation and
the Monte Carlo distribution altered by the light-flavor @mtion function.

Mistag Model: Mistagged events are difficult to properly model, so themmhmay not

be totally trustworthy. This can be covered with a systemsiiape uncertainty that uses
untagged data, weighted by the mistag matrix, to constnuct@rnate shape template for
the mistags. The untagged data largely consistieflight flavored jets, but there is a
contamination fromiV + bb, W + c¢, tt, and even single top quark signal events, making the
systematic shape uncertainty conservative.

Factorization and Renormalization Scale:Because APGEN performs fixed-order calcu-
lations to creatdV +jets diagrams, it requires renormalization and facttiorascales as
inputs. The factorization scale is set in our central samate

\/Maw S 9.1)

partons

The sum is over all final-state partons excludingittidboson decay products. The renormal-
ization scale is set in the central samples to the transveoseentum of the hard-scattering
vertex. Both parameters are halved and doubled in order wupetemplates that cover
the scale uncertainty. The heavy-flavor fractiorilintjets events is strongly dependent on
the factorization scale in BPGEN, and this rate is determined from data, so we need no
additional rate uncertainty for this source of uncertainty

QCD Multijet Flavor Composition: The distribution ofbyy is used to fit the flavor frac-
tions in the low#;- control samples (as discussed in Seclion 6.2.5). The lihsitatistical
precision of these fits and the necessity of extrapolatirthadiigher#- signal region mo-
tivates an uncertainty on the flavor composition. A systé&rsitape uncertainty is applied
using the “worst-case” (because it makes the QCD multijeppsamore signal-like, making
it harder to discriminate from the signal) variation of thavfir composition: 60% jets,
30%c jets, and 10% light-flavor jets.

Jet n Distribution: Checks of the untaggdd’” + 2 jet control region show a mismodeling
of jets at high|n| (Figure[9.3(d)). This mismodeling has a potentially sigaifit impact

on the analysis because of the sensitive varigbbe n, which is highly discriminating for
events with jets at largly|. Three possible explanations for the mismodeling are ptesst
beam halo overlapping with redll' +jets events, miscalibration of the jet energy scale in the
forward calorimeters, andLPGEN mismodeling. We could not distinguish between these
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Figure 9.3: Plots showing the mismodeling of the second jet pseudotg@add the

distance between the two jets in the plane. These must be accounted for with shape
systematic uncertainties.

possibilities with the data, and thus chose to take as aragsite uncertainty the difference
in the shape predictions of all Monte Carlo samples after igdvtieg them based based
on the ratio of the data and Monte Carlo in the untagged sidkbslin corresponding rate
uncertainty is applied.

= Jet AR Distribution: Similarly, the distribution oA R = /(An)? + (A)2, a measure of
the angular separation between two jets, is found to be ndstad in the untagged control
sample (Figurg 9.3(p)). This mismodeling is believed to be i the gluon splitting fraction
in ALPGEN, but since this conclusion is not fully supported, we taka agstematic uncer-
tainty the difference in predictions of all Monte Carlo basethplates after reweighting
them using the ratio of the untagged data to the prediction.

9.2. Statistical Interpretation

The goal of this analysis is to eventually discover single goark production, and to make
a precise measurement of its cross section. For the firstyanation of the significance of the
excess of events compared with the background predictiessential. These goals have much
in common: better separation of signal events from backgtavents and the reduction of un-
certainties help improve both the cross section measurtsnagl the expected significance if a
signal is truly present. But there are also differences. Kamgple, systematic uncertainty on the
signal affects the precision of the cross section measureret has little effect on the observed
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Source of Uncertainty Rate  Shape Processes affected
Jet energy scale 0-16% 0O single top,tt, diboson,Z+jets
Initial state radiation 0-11% 0O single top,tt

Final state radiation 0-15% [ single top,tt

Parton distribution functions 1-3% [ single top,tt
Acceptance and efficiency scale factors 0-14% singlettodjboson,Z +jets
Luminosity 6% single toptt, diboson,Z+jets
Jet flavor separator U W+charm, W +light
Mistag model O W+light

QCD flavor model 0 QCD multijet
Factorization and renormalization scale U Wbb

Jetn distribution 0 all

JetAR distribution 0 all

QCD normalization 40% QCD multijet

Wbb andW cé normalization 30% Wb, Wee

We normalization 30% We

Mistag normalization 13-22% W+light

Z+jets normalization 11% Z+jets

tt cross section 12% tt

Diboson cross section 2% diboson

Monte Carlo generator 1-2% single top
Single top cross section 12% single top

Top mass 2-12% single tofd,

Table 9.1: Sources of systematic uncertainty considered in this argahA range with
the minimum and maximum observed effect on the normalinagicross all different
processes and alanlysis imput channels is given in the cddeno. Last three sources
are used only in the calculation of thevalue and the calculation of the lower limit of
the [Vy|.

significance level, and only a minor effect on the predicigdifcance level. More importantly,

a precision cross section measurement relies most on siogeacceptance and understanding
the background in a larger sample. The significance of anssxd®wever, can be much larger
if one bin in an analysis has a very low background and datathat are inconsistent with that
background, even though that bin may not contribute muatrinétion to the cross section mea-
surement.
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The contents of the low signal-to-background bins are itgmarfor the proper interpretation
of the high signal-to-background bins. They serve as sigepleted control samples which can
be used to help constrain the background predictions. Ndiirsd are fully depleted in signal,
and the signal-to-background ratio varies from very sn@lnbre than 2:1 for the most signal-
like bins. Simultaneous use of all bins’ contents, compatite observations to the predictions, is
needed to optimally measure the cross section and comguiéicance. Systematic uncertainties
on the predicted rates and shapes of each component of tkgrband and the two signals, and
also bin-by-bin systematic uncertainties affect the g@dlation of the background fits to the signal
regions.

These considerations are addressed below, and the presefdurmeasuring the cross sec-
tion and the significance of the excess are performed separdihe handling of the systematic
uncertainties is Bayesian, in that priors are assigned fow#tues of the uncertain nuisance pa-
rameters, the impacts of the nuisance parameters on thietiwad are evaluated, and integrals are
performed as described below over the values of the nuigzareeneters.

9.2.1. Likelihood Function

The likelihood function we use in the extraction of the cresstion and in the determination
of the significance is the product of Poisson probabilit@seach bin in each histogram of the
discriminant output variable of each signal channel. Thiesem probabilities are functions of the
number of observed events in each hjrand the predictions in each bin, where: ranges from
1 to Nyins. The likelihood function is given by

Nbpins

L= 11 S (9.2)
The prediction in each bin is a sum over signal and backgreonttibutions:
Npkg
pi=p0-si+ Z bik, (9.3)
k=1

whereb;,, is the background prediction in birfor background sourck. The signal predictions;

in bin i is the sum of the-channel and-channel contributions based on the Standard Model rates,
and scaled by to test other values of the single top quark production csession. A flat prior

for non-negative values ¢f is assumed, while non-physical negative values afe not allowed.

The likelihood is complicated by the presence of systematgertainties. Bayesian statistics
provides a framework for incorporating systematic ungeties by treating them asuisance pa-
rameter,], whose values, known with some limited accuraffgcathe result but which
are not themselves of interest to the analysis. The prediti;, ands;, therefore, depend on



156 9.2. Statistical Interpretation

Ngyst UNcertain nuisance parametérs, wherem = 1... Ny, one for each independent source
of systematic uncertainty. These nuisance parameters\eme Gaussian priors centered on zero
with unit width. The systematic uncertainties include aierate uncertainties on the background
estimate and uncertainties on the shape of the discrimteanylates (see Sectién P.1). When an
uncertainty source affects both shape and rate, the etiestseated as 100% correlated. Finally,
bin-by-bin Monte Carlo statistical uncertainties are taken account introducing another set of
nuisance parameterg,. This bin-by-bin uncertainties arise from limited Monte [©afor data
control sample) statistics and are taken to be independerdaln other and all other sources of
systematic uncertainty.

The contribution to a bin’s prediction from a single symreetate uncertainty parameterized
ast, which causes a percent changen the background estimate of procéd®r a+1c¢ variation,
is given by
bir. = b?k (1 + prd), (9.4)

whereb!, is the central prediction for binh Usually, the shifts caused by systematic effects are not
symmetrical. If the fractional uncertainty on the centralue isp;” for a+10 variation andp,, for

a negative variation, then a quadratic functia 170] isedmined to make a smooth application
of the nuisance parameter to the predicted value:

+ - + -
bik:b?k. (1_1_%.97”_#%.9;)7 (9.5)

For many systematic uncertainties

pes P + Pi Phm = P
bix = b2 - H(1+W.9m+w.gfn) ‘ (9.6)

m=1

The contribution to a bin’s prediction from a given sourcesbfpe uncertainty is modified
by linearly interpolating and extrapolating the differentsetween the central predictidf) and
the prediction in a histogram corresponding te- & variationd;,  if 6,, > 0, and performing a
similar operation using & 1o varied histogram if,,, < 0:

Nsyst
bip = bY, - {1 + Z [k H (0m) + K H(—6,)] - |9m|} , (9.7)
m=1

where H (6) is the Heaviside step function, and where we have introdtivedelative shape un-
certaintiess;, = (b), — b, )/tY,.. By definition, the shape uncertainties only affects the shap
of the templates and not the overall rate of the backgroutichate, therefore . x;x,, = 0. The
application of shape uncertainties is not allowed to predunegative prediction in any bin for any
source of background or signal. The nuisance parametegdlaveed to vary into regions which
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would cause bins to go negative, but those particular biterds for those contributions are set to
zero in that case.

Each template histogram, including the systematicallyedahistograms, has a statistical un-
certainty in each bin. These bin-by-bin uncertainties areally interpolated in each bin in the
same way as the predicted values. If the bin-by-bin uncetain 2!, is 6%, and the bin-by-bin

uncertainty orb: isdz, , then
bix = by + ir - i, (9.8)
with o
Oik = i + Z Oikem = O ) H (Om) + (Oig, — O H (—Om)] - |0, (9.9)

wheren;;, are the assomated nuisance parameters which are givesi@apsors centered on zero
with unit width.

Putting together all sources of uncertainties, by applyirsg the shape uncertainties, followed
by the bin-by-bin MC statistical uncertainties and finale toverall rate uncertainties, the final
expression takes the form:

Nsyst
Nsyst B +
'{H(ler . +% 92)} (9.10)

m=1
The rate uncertainties are applied multiplicatively bessamost of them affect the rates by scale
factors, such as luminosity uncertainty, or acceptancemaioties, and they are applied last be-
cause they affect the distorted shapes in the same way astaned shapes. Multiple shape
uncertainties are treated additively because most of tleeregpond to events migrating from one
bin to another.

Because the same systematic uncertainties can show up al sigoackground samples, and
because signal template are also affected by statistic@rtainties in each bin, an expression
similar to Equatioi 9.70 is obtained for the signal predicsiin each birs;.

To summarize, the likelihood function depends on the ofeskdatan = {n,}, the signal scale
factor 3, the nuisance parametés= {6,,} andn = {n..;, m.}, as well as the central values of
the signal and background predictions- {s{} andb = {#9, }, and the rate, shape, and bin-by-bin
uncertaintiep = {p;,, p;, o }s K = {K i Kt 8 = {0252 05 ims O 52:7,km}.

Nbins

L=L(n|B,0,n,sbp ko) =[]

=1
wherey; is given by Equatiofi 913j,, is given by Equation 9.10 and similarly fef, andd;;, is
given by Equation 9]9.

: (9.11)
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9.2.2. Cross Section Measurement

The total cross section of single top quark productign is measured assuming the SM ratio
betweens-channel and-channel production. A Bayesian marginalization technié&} is used

to incorporate the effects of systematic uncertainty. Théans that each nuisance parameter is
assigned a prior that gives the degree of belief of diffepastsible values and then marginalized,
or integrated, to calculate the reduced likelihood as atfanonly of the parameter of interest (the

cross section):
L(nl3) = [ L(n|8.6.1.5.b.p.. 8)x(6)x(n)d6c (9.12)

where ther functions are the Bayesian priors assigned to each nuisamaepter. The priors are
unit Gaussian functions centered on zero which are trudoateenever the value of a nuisance
parameter would result in a non-physical prediction. Is t@ase, zero represents the central value
and+1 represents the result of a shift up or down by the amount guadehe uncertainty. This

IS a conservative treatment because most uncertaintisshasen to include at least 95% of the
possible range of values, whereas treating an uncertasntyy@ standard deviation on a Gaussian
covers only 68%.

Assuming a flat prior for positive values of

B 1 : B>0
wm_{o e

and using Bayes’ theorem one can obtain the posterior pridigatiensity as a function of the
parameter of interest:

_ U(nlp)(p)
= L{nl@)r(3)d5

The most probable value of the single top quark cross sectimesponds to the maximum of the

p(Bln) (9.13)

posterior curve, which occurs gt"**. Thus, the measured single top quark cross section is given

by:

o = gmax . oS (9.14)

The uncertainty corresponds to the shortest interval aunta68% of the integral of the posterior:

Bhigh
0.68 = /ﬁ p(B)dB. (9.15)

low

This prescription has the property that the numerical valute posterior on the low end of the
interval is equal to that on the high end of the interval.

Because the signal template shapes andtthigackground template rates and shapes are
functions of m,, the single top quark cross section is quoted assuming a wapkgmass of
my = 175 GeV/c?; anddo,;/Om; is also evaluated. Therefore the uncertainty on the topkquar
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mass is not included when measuring the cross section. Téasunement is repeated with sep-
arate Monte Carlo samples and background estimates getheriibemasses of 170:eV/ ¢ and
180GeV/ c?, and the result is used to firdb, . /Om;.

Extraction of | V|

In the Standard Model, the single top quark cross sectionaggstional to the square of the
CKM matrix elemtent,,, thereforelV,| is identified as the square root of the paramgter

meas

Us
Val = VB =/ Z5r (9.16)

s+t

This is true only under the assumption the|*> + |Vis|> < |V,|?, and that new physics contri-
butions affect onlyV,,|; neither a3 x 3 structure of the CKM matrix nor its unitarity needs to be

assumed for the extraction fif,,|. The theoretical uncertainty erfX, must be introduced for this

calculation. The 95% confidence lower limit ¢¥i,| is calculated by requiring < [V;,|*> < 1
and finding the point at which 95% of the posterior probapititirve (including the systematic
uncertainties from the top quark mass and single top crag®sg lies to the right of the point.
This calculation uses a prior which is flat|iv,|?.

9.2.3. Hypothesis Testing and Significance Calculation

In order to compute the expected and observed significartbe aihalysis, a modified frequen-
tist approach is used, which extends a technique develd ]. Except for the treatment
of the systematic uncertainties, which is Bayesian-likeeguentist approach is used to caracter-
ize the significance by a-value for single top quark production. Thevalue is the probability
of observing an outcome of an experiment at least as sigteabk the one observed, assuming
that a signal is absent. We follow the convention thatvalue less than.35 x 1073 constitutes
evidence for a signal, and thapavalue less thaf.87 x 10~ 7 constitutes a discovery. These corre-
sponds to the one-sided integrals of the tails of a unit GansBstribution beyond-30 and+50,
respectively.

For this approach, two hypotheses are considered. The yodithesisH,, assumes a Stan-
dard Model production of all processes except for singlego@rk productionf = 0). The test
hypothesisH;, assumes background and single top quark signal produatiamate given by the
Standard Model predictions(= 1). The goal of the analysis is to observe single top quark pro-
duction, that means to reject the null hypothdsis Experimental outcomes are ranked based on
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the test statistic given by the likelihood ratio

Lin|g =16,

—2111@: —21 ~
L(n|ﬁ = Oa OOa TIO)

(9.17)

whered, and#, are the best-fit values of the nuisance parameters whichmisi_ given the
datan for the test hypothesi&;, andé, andn), are the best-fit values of the nuisance parameters
which maximizeL for the null hypothesigi,.

The choice of a test statistic is arbitrary, however, Eque@.17 is motivated by the Neyman-
Pearson Iemm2], which indicates that a likelihoodor#ithe most sensitive variable for
separating hypotheses. Similarly, the fits to the nuisam@carpeters in the test statistic are not
intended to incorporate systematic uncertainties, buinafeded to optimize the sensitivity of the
hipothesis testing. It has been found that the sensitiith® test statistic is improved by fitting
for the most important nuisance parameters: the heavyrflaaction in 17/ +jets events and the
mistag rate. Fitting to other nuisance parameters do naeafgbly improve the sensitivity and
is computationally expensive. Furthermore, fitting forgamce parameters for which piecewise
linear interpolations are used (such as all shape unceeslinyields discontinuities in the first
derivatives of the likelihood function with respect to th@sance parameters, resulting in posible
incorrect solutions of the uncertainties quoted by thexT ] package used for the maxi-
mization. However, the heavy-flavor fraction iii+jets events and the mistag rate do not have
such discontinuities since they only control the overakseof the major backgrounds, and they
have smooth quadratic dependences. Therefore only theseuisance parameters are fit for.

The desiregh-value is then

p= p(_2 an S —21In Qobs|H0)7 (918)

since signal-like outcomes have smaller values-8fn () than background-like outcomes. Sys-
tematic uncertainties are included not in the definition-@fln 9, which is a known function of
the observed data and is not uncertain, but rather in theceegbelistributions of-2 In () assum-
ing Hy or Hy, since our expectation is what is uncertain. These uncgigaiare included in a
Bayesian fashion by fluctuating the values of the nuisancenpaters in the generation of sets of
pseudo-experiment ensembles, referred to as “prior-pireeliensembles”. In practice, this is done
by filling histograms of—21n (), one for each hypothesis, with the results of simulated gseu
experiments. The pseudo-data is randomly drawn from Podistributions of mean given by the
predicted distributions (Ef.9.1L0) after varying the no@aparameters according to their Gaussian
prior distributions.

Once the ensebles of pseudo-experiments for the two hygpedhere generated, the observed
significance is determined from the distribution-et In @) for the H, hypothesis and the observed
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test statistic in data using Equation 9.18. The sensitnvitthe analysis is defined as the expected
significance, where-21n Q. is replaced by the expected median from the distributiortHer
H, hypothesis (see Figure 9.4). Optimizations of the analysi® based on the median expected
p-value, without reference to the observed data. Indeedldteeevents passing the event selection
requirements were hidden during the analysis optimizatiogure[9.4 shows that only 35 out of
403° backgound only pseudo-experiments fall below the medighesignal+background distri-
bution, this corresponds to an expectedalue of8.7-%, or equivalently5.2 standard deviations in
Gaussian statistics.

In the computation of the observed and expegtedlues, all sources of systematic uncertain-
ties are included in the pseudoexperiments, includingraeretical uncertainty in the signal cross
sections and the top quark mass. Because the obsgfvallie is the probability of an upward
fluctuation of the background prediction to the observed,datlepends only weakly on the pre-
dicted signal model, and in particular, almost not at all lo@ predicted signal rate. Hence the
inclusion of the signal rate systematic uncertainty in theesvedp-value has practically no im-
pact, and the shape uncertainties in the signal model aisolitide impact (the background shape
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Figure 9.4: Distributions of the test statistic using 403 million of sitated pseudo-
experiments for the test hypothegis (or the signal + background hypothesist b)
and the null hypothesi#, (or the background-only hypothesig, The dashed red line
indicates the median of the distribution for the test hypstbH,. The expected signif-
icance is calculated as the area of fiigdistribution below thed; meadian divided by
its total area.
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uncertainties are quite important though). On the othedhtre expecteg-value and the cross
section measurement depend on the signal model and itstamties.

9.3. Results

Once the Boosted Decision Tree classifiers are trained, sdegptreated, cross checks com-
pleted, and systematic uncertainties accounted for, theridiinant distributions of the data is
ready to be compared to the Monte Carlo templates. Figuteth® ¢he distribution of BDT
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Figure 9.5: Distributions of the output of the BDT applied to the data canegl to the
predictions from Monte Carlo. The four signal regions arensiiga) two jets and one
b-tag events, (b) two jets and twietag events, (c) three jets and oléag events, (d)
three jets and at least twietag events.
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discriminants applied to the observed candidate eventseifour signal regions, compared to the
expected distributions. Figufe 9.5(a) show the distrdnufior the most sensitive sample, it can
be seen qualitatively that, in the most signal-like bing, dlata fall a bit lower than the Standard
Model expectation including the signal, however, it is evitithat the data prefers the prediction
that includes single top quark production. A quantitatimalgsis is given in the following sections.

9.3.1. Cross Section Measurement

To extract thes- and¢-channel combined single top quark production cross sectiee pos-
terior probability density is constructed as a functionhd tross section from the reduced likeli-
hood including all rate and shape uncertainties by marngai@n. Figurd 9.6(@) shows the pos-
terior probability function which yields a measurement lo¢ tombined single top quark cross
section ofo,, = 2.170¢ pb assuming a top quark mass of 1@6V/c%. The dependence on
the top quark mass is-0.02pb/(GeV/c?). This is below the theoretical NLO prediction of

os4¢ = 2.86 + 0.36 pb [12,113], although still statistically consistent withh iA summary of
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_CDF Run I Preliminary, L=3.2fb CDF Run Il Preliminary, L = 3.2 fb*
=
g ; —e—
ot : ) 2 Jets 1 b-Tag 1.4+ 82
(@)
E 2 Jets 2 b-Tag 5 5.+ 25
ot G T2l
@© +0.7 .
o O. =21 pb R
) | Single Top 06 P 3 Jets 1b-Tag 6.1+ 34
D‘: 7 k=29
S
I C °
E - 25 | B 3 Jets 2 b-Tag 85+ gg
+—
(72}
8 ;;;;; ——
All Channels 0.7
; o 2.1+ 0.6
0 2 4 6 8 10 \ \ \
. . 0 5 10
Slngle TOp Cross Section [pb] Single Top Production Cross Section [pb]

(@) (b)

Figure 9.6: (a) The posterior probability density as a function of thegk top quark
cross section. The measurement of the top quark cross isestextracted from as
the most probable value of the curve. The uncertainty cpomgs to the shortest in-
terval containing 68% of the integral of the posterior. (bp&&s of the cross section
measurement in each signal sample.
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the single top quark cross section measurements in eacdl sgmple is shown in Figufe 9.6(b)

9.3.2. Significance of the Result

Figure[9.7 shows the distributions ef21n () for both tested hypotheses, with n value
—2InQ,.,s = —18.8 indicated by the arrow. This results in a significance givgrihe p-value
of 0.0002 which corresponds to 3.5 standard deviations.d€fieit in data in the most signal-like
bins of the most sensitive sample (see Figure9.5(a)) madsignificance to fluctuate downward
from the expected.2 o to the observed.5 0. This is not enough to claim observation, however it
is a strong evidence that the data rejects the null hypati&siwith no single top production, in
favor of the test hypothesid;, with a Standard Model single top quark production.
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Figure 9.7: Observed test statistic compared to the distributionsifemtull hypothesis
H,, with no single top production, and the test hypothdsjs with signal at the SM
rate. The arrow indicates the observed value.



Chapter 1 O

OBSERVATION OF SINGLE TOP QUARK

PRODUCTION

Five separate analysis searching for single top quark ptemu are developed at CDF.
Four of them, including the Boosted Decision Tree analysidagmed in this thesis, share the
same lepton+jets candidate event selection described ipt&ii& using an integrated luminos-
ity of 3.2 fb~!. These analyses ara based on Boosted Decision Trees (BDThalNdstworks
(NN) ], Matrix Elements (ME)5], and multivariatekelihood Function?]. The
BDT, NN, and ME analyses use exactly the same events incluthite from the lepton triggers
and thef’+jets trigger (see Sectién®.1). The LF analysis selectstsuesing the same candidate
event selection but using only data form the lepton triggBescause there is 100% overlap in the
data and Monte Carlo events selected by these analyses,e@naréhcorrelated among each other
at the order of about 70%, additional gain in sensitivityxpected from a combination. A natural
combination technique is to use the individual analysisrthsinant outputs as inputs to a “Super
Discriminant” (SD) multivariate analysis, based on a geadly evolved neural network.

In addition to the lepton+jets analysis, a fifth search isettgyed in the orthogonal ,+jets
sample where no lepton is identified. This analysis (@Ibﬂﬁs about 30% to the signal ac-
ceptance using an integrated luminosity of f41'. The results of this analysis are combined with
the results of the super discriminant analysis to yield thal fiesults of the search for combined
s- andt¢-channel single top quark production at CDF. With the comibameof all analyses, CDF
observes single top quark production with a significance @s8andard deviation@?].
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Figure 10.1: Predicted templates (a), and data to Monte Carlo comparksoioi the
BDT discriminant.

10.1. Lepton + Jets Analyses

10.1.1. Boosted Decision Trees

The BDT analysis is listed here for completeness, a detadedrgption can be found in Chap-
ter[8. Figure_10]1 show the templates of the BDT discriminantttie signal and background
processes, and the distributions comparing the observeddsiput in data to the predicted BDT
output for all signal channels added toghether.

10.1.2. Artificial Neural Networks

A different approach uses artificial neural networks to comralsensitive variables to distin-
guish single top quark signal from background events. AR thi¢é neural network flavor separator
by described in Sectidn 4.3.6, the networks are construct théiNeuroBay€e® [@] package,
which combines a three-layer feed-forward neural netwatk &wcomplex and robust preprocess-
ing of the input variables. Bayesian regularization techegare utilized to avoid over-training.

Four different neural network are trained, one for eachaligegion, treating-channel events
as signal for all samples except the two-jet tivtag events, in whick-channel events are treated
as signal. The background training sample is a mix of theipted Standard Model process in the
predicted ratios.

Each training starts with more than fifty variables, but tteening procedure removes those
with no significant discriminating power, reducing the nenbo 11-18 input variables. Among
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Figure 10.2: Predicted templates (a), and data to Monte Carlo comparksoioi( the
NN discriminant.

the most important are: the invariant mass of the reconstiuop quark, the total scalar sum of
transverse energy in the event, the dijet mass, the chartiee dépton times the pseudorapidity
of the light-quark jet, thé jet-flavor separator output, and the cosine of the angle dxatvthe
lepton and the light-jet in the top quark rest frame. Eachralenetwork has one hidden layer of
15 nodes and one output node which returns a value betweéeand 1, where events near 1 are
very signal-like. More detailed information about this mad can be found im4].

Figure[10.2 shows the NN discriminant shapes and the cosgrabetween the predicted NN
discriminant and the observed LF discriminant in data foc@hsidered channels added toghether.

10.1.3. Matrix Element Method

The matrix element method relies on the evaluation of evestigbilities for signal and back-
ground processes based on calculations of the relevant f\edtitial cross sections. These prob-
abilities are calculated on an event-by-event basis fosifpeal and background hypotheses and
guantify how likely it is for the event to have originated rimaa given signal or background pro-
cess. Rather than combine many complicated variables, thexralement method uses only the
measured energy-momentum four-vectors of each partigerform its calculation.

The probability density of a given process is constructednbggrating over the parton-level
differential cross-sectiodos; it can be reduced to the expression:

_ 1 4 f(ﬁl) f(%)
P(z) = ;/% |M\2’E—(]1|WW(y,x)d®4qulquQ, (10.1)

whereo and|M | are the cross section and the matrix element of the pro¢éss,and£,, are the
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PDFs and energies of the incident parto#®, represents the 4-body phase, aidy, =) is the
transfer function between partonic and measured quastifide transfer functions/(z,y) are
used to include detector resolution effects. Lepton qtiaatand jet angles are considered to be
well measured. However, jet energies are not, and theitutso is parameterized from Monte
Carlo simulation to create a jet resolution transfer functidhe integration is performed over the
guark energies and over the unobservezbmponent of the neutrino four momentum to create a
final probability density. The matrix element for the evermlbility at tree-level is calculated
USiNngMADGRAPH ]. Event probability densities are computed for allngfigant signal and
background processes that can be easily modeled to first grdbannel and-channel single top
quark production as well as ti&bb, Wcg, Wgg andtt processes. In the specific case of the
matrix element, additional integrations are performed ¢fre momenta of particles not detected.
More detailed information about this method can be foun@l.

The event probabilities are used as ingredients to build vemteprobability discriminant
(EPD), a variable for which the distributions of signal eventsl &ackground events are as dif-
ferent as possible. ThEPD is defined to be&PD = P,/(P, + B,). This discriminant is close
to zero if P, > P, and close to unity ifP, > P,. Several background processes in this analysis
have nob-jet in the final state, and the matrix element probabilidesnot include detector-level
discrimination betweeh-jets and nor-jets. In order to include this extra information, the néura
net jet flavor separator is used to define ket probability ash = 0.5 - (bxy + 1), and use it to
weight each matrix element probability by th#avor probability of its jets. Since single top quark
production always hastaquark in the final state, we write the event-probabilityedininant as:

b+ Piingle—t
EPD = Smg e—top . 10.2
b (Pt Pm = ) + (1= 0)- (Pves + Pueg + Prvny) (102)

The resulting templates and distributions for the ME disanant are shown in Figuife_10.3
with all signal channels added toghether.

10.1.4. Multivariate Likelihood Funtion

A multivariate likelihood function 9] is a method for cdining several sensitive variables.
This method makes use of the relative probabilities of figdin event in histograms of each input
variable, compared between the signal and the background.

The likelihood functionZ, for event class: is constructed using binned probability density
functions for each input variable. The probability that asre from samplé: will populate binj
of input variable: is defined to bef;;.. The probabilities are normalized so t@g fijx = 1forall
variables; and all sampleg. For the signalk = 1, and in this paper, four background classes are
used to construct the likelihood functioW: b, tt, Wece/We, andW +LF, which are event classes
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Figure 10.3: Predicted templates (a), and data to Monte Carlo comparksoioi( the
ME discriminant.

k =2, 3,4, and 5, respectively. Histogram underflows and owesflare properly accounted for.
The likelihood function for an event is computed in two stdpisst, for each reconstructed variable
i, the binj in which the event falls is obtained, and the quantities
Dik = %, (10.3)

are computed for each variabland each event clags Thep,, are used to compute

P = (10.4)

> et L2 Dim

wheren.,, is the number of input variables. The signal likelihood fiime is the one which corre-
sponds to the signal class of evenfs, This method does not take advantage of the correlations
between input variables, which may be different betweemsidpeal and the background processes.
The predicted distributions of the likelihood functiongs anade from fully simulated Monte Carlo
and data sets where appropriate, with all correlations@mthand so while correlations are not
taken advantage of, they are included in the necessary mgdé\lore detailed information on
this method can be found imm] an@??].

Three likelihood functions are computed for use in the defocsingle top quark production:
one using the-channel as signal for events with two jets and érnag (L;); another optimized
for the s-channel signal and which is applied to two-jet two-tag ésdh,); and a third the sum
of both s- and¢-channel single top quark production as the signal for evetth three jets Ls;).
Even though the dedicategchannel LF analysis is developed for further event salﬂpdnﬁy the

The original s-channel search include two and three jet events, with at ke identified ag-jets using the
SecVix algorithm and/or the JetPrMSO] algorithm. Esdram thef - +jets trigger are also used.
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Figure 10.4: Predicted templates (a), and data to Monte Carlo comparigdior the
LF discriminant.

subset of two jets with twé-tags from the lepton triggers is used in the lepton+jetshbaation.

Among the most important input variables to the Likelihoaddtion in the different channels
are: the invariant mass of the reconstructed top quarkotiaégcalar sum of transverse energy in
the event, the dijet mass, the charge of the lepton timesgsbedworapidity of the light-quark jet,
the y? value of a kinematic solver used to find the most likely foactor of the neutrino, they x
jet-flavor separator output, and the cosine of the angle dmtvihe lepton and the light-jet in the
top quark rest frame.

Figure[I0.# shows the LF discriminant shapes and the cosgakietween the predicted LF
discriminant and the observed LF discriminant in data fbcahsidered channels.

10.1.5. Super Discriminant Analysis

The discriminant outputs of the individual lepton+jets lgeas are combined into a single
super discriminant (SD) using a genetically evolved neaslvork similar to the one used in
CDF’s published evidence for single top quark productErl].[Z%he neural network weights and
topology are optimized using a technique known as Neurdtfem of Augmenting Topologies
(NEAT) [181].

For each of the eight considered channels, NEAT begins frpopalation of neural networks
generated from a seed network by randomly varying the né&twerghts. The evolution then pro-
ceeds in generations, where in each generation, the folipthiree steps are completed: first, the
fithess of each neural network classifier is evaluated byutatiag its performance using a figure
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Figure 10.5: Predicted templates (a), and data to Monte Carlo comparksoioi( the
SD combination.

of merit highly correlated to the expected significance.dBeg¢ neural networks with poor fithess
are removed from the population. And last, the remainingsifeers are allowed to replenish the
population through mutation and breeding. Possible martatinclude randomly changing one
or more NN weights, randomly adding a link between nodes,randomly adding new nodes.

Breeding involves blending randomly selected features treaneural networks. The population
of neural networks remaining at the end of this process fergameration becomes the initial pop-
ulation for the next generation. At the end of the evolutithre, classifiers with the highest fitness
values are collected. A detailed estimation of the expesiguificance including all systematic

uncertainties is subsequently performed in order to séthectinal neural network. With the SD

analysis the a priori sensitivity improves by at least 13%rdte best individual analysis, result-
ing in a median expected significance>f5.9 o. The super discriminant of the sum of all eight
considered channels is illustrated in figre 10.5.

10.2. FEr + Jets Analysis

The MJ analysiSES] is designed to select events Vithand jets, while vetoing events
selected by the lepton+jets analyses. It accepts eventsiahwhelV boson decays into leptons
and those in which the electron or muon fails the lepton ifieation criteria.

The advantage of this analysis is that it is orthogonal tdep®on+jets analysis, increasing the
signal acceptance by30%. The disadvantage is the huge instrumental backgrouadodQCD
events in which mismeasured jet energies produce |Argaligned in the same direction as jets.
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Figure 10.6: Predicted templates (a), and data to Monte Carlo comparksoioi the
MJ discriminant.

To reduce this background, a QCD removal neural network id sappressing 77% of the QCD
background while keeping 91% of the signal acceptance.

Finally, the MJ discriminant uses a neural network to corahiriormation from several input
variables. The most important variables are the invaricagsof theE} and the second leading
jet, the scalar sum of the jet energies, g, and the azimuthal angle between tﬁ@ and the
jets. Figuré 10J6 shows the MJ discriminant shapes and tmpaadson between the predicted MJ
discriminant and the observed LF discriminant in data focahsidered channels.

10.3. Combination Results

Each analysis separately measures the single quark tok guaduction cross section and
calculates the signifficance of the observed excess usengédine statistical method as described
in Sectior{ 9.2. The cross sections and the observed andtegpggnificance of each individual
analysis is shown in Table 10.1.

The discriminants of the lepton+jets SD analysis is comibimigh the output of the MJ analysis
in the ortoghonalf/+jets sample. Because the samples have no overlapping etleeyscan
be combined as independent channels using the same liadlit@chnique. Fitting all channels
according to the procedure described in Sediioh 9.2, warohtaingle top quark cross section
of o, = 2.370% pb, assuming a top quark mass of 1@6V/c2. The dependence on the top
quark mass is-0.02 pb/(GeV/c?). The significance of this result is given by thevalue of3.1 x
10~7 which corresponds to 5.0 standard deviations. The posterabability used to extract the
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Posterior Probability Density

Cross Section  Significance Sensitivity

Analysis
(pb) (Std. Dev.) (Std. Dev.)

LF 1.670% 2.4 4.0
ME 2.5 ¢ 4.3 4.9
NN 1.87%0 35 5.2
BDT 2.1°91 35 5.2
LFS 1.59% 2.0 1.1
SD 2,108 4.8 > 5.9
MJ 4.9725 2.1 1.4
Comb. 2.30¢ 5.0 > 5.9

Table 10.1: A summary of the results of each individual analysis, witkithmea-

sured cross-sections, observed significance, and setysfaxpectedp-value). These
are combined into a super discriminant (SD), which is combiwith the orthogonal
Fr+jets sample (MJ) to make the final CDF combination. The LFSyaigresults

shown here only measure tkechannel production cross section, while the other anal-

yses measure the sum of theand¢-channel cross sections.
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Figure 10.7: (a) The posterior probability density as a function of thegte top quark
cross section for the combination. (b) Results of the crostsssemeasurement in each

individual analysis andcombination.
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Figure 10.8: Observed test statistic compared to the distributiond@null hypothesis
Hy, with no single top production (B), and the test hypothésiswith signal at the SM
rate (S+B) for the combination. The arrow indicates the okekwalue.

cross section, as well as a summary of each cross sectiomragant in each individual analysis
is shown in Figuré 10]7. Figuie 10.8 compares the observiet i the test statistic with the
corresponding distributions of both tested hypotheses.

10.3.1. Extraction of the CKM Matrix Element | V|

As discussed in Sectidn 9.2.2, the single top cross sectiproportional to the CKM matrix
element|V},|, therefore theV,,| value can be extracted from the measured single top quask cro
section and fromyi% = 2.86 + 0.36 pb ,] atm; = 175 GeV/c?. This corresponds to
[Vis| = 0.91 £ 0.11(stat.+syst30.07(theory), where the uncertainty on the theoretical predict
cross section is propagated.

It is also possible to set a limit oft;,|. Figure[10.D shows the posterior probability fof|?
marginalizing over all systematic uncertainties (inchglithe single top quark cross section and
uncertainties on the top quark mass) and assuming a flatiprior< [V;;|> < 1. The curve is
integrated until 95% of the area is included resulting in &9onfidence level lower limit of
|Vip| > 0.71.
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CONCLUSIONS

The establishment of the electroweak single top quark proolu at CDF is experimentally
challenging. The small single top signal hidden under largeertain background processes makes
it necessary an excellent understanding of the detectonatetailed study of the processes in-
volved. Moreover, simple counting experiments are not geffit to extract enough information
from the candidate event sample and multivariate analgsisniques are crucial to distinguish
signal from background. This thesis presents the world'streensitive individual search, together
with CDF’'s Neural Network analysis, for the combingedand¢-channel single top production.
This analysis uses a dataset that corresponds to an irgdduaminosity of 3.2fb!, and is based
on a Boosted Decision Tree method that combines informatiom fseveral input variables to
construct a final powerful discriminant, reaching a sewigjtito the combined single top quark
production equivalent to 5:2 The measured combined single top quark production cras®se
is 2.1707 pb assuming a top quark mass of 1@BV/c2. The probability that this result comes
from a background-only fluctuatiop-value) is 0.0002, which corresponds to3.5

This result of this analysis is combined with the other ntglp analysis at CDF to reach
a sensitivity that exceeds9s. The observed signal haspavalue of 3.1 x 10~ which cor-
responds to 5, thus electroweak single top quark production is concthiwbservedE?].
The combination measures a cross sectiod.®f)$ pb which corresponds to a value [6f;,| =
0.91 £+ 0.11(stat.+syst}0.07(theory) and a 95% confidence level lower limit|f,| > 0.71.

With the current integrated luminosity acquired by the CDEed®r (above 6fb'), the sys-
tematic uncertainties will start to be the limiting factor future single top analysis. In order to
improve significantly the precision of the single top crosst®n measurement and consequently
the parametefi/;,

, the systematic uncertainties, which are currently core, will need to be
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considerably reduced. On the other hand, now that the eleetik single top quark production
is firmly established, doors are open for the study of the gntigs of the single top quark. For
instance, single top quark production provides a uniqueodppity for the study of the polar-

ization of the top quarks, as the Standard Model expects uapkg to be nearly 100% polarized
when produced singly via electroweak interaction, whileeotexotic models predict a significant
deviation from the SM expectation.
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RESUMEN EN CASTELLANO

El Modelo Estandar

El Modelo Esandar (ME) de las pddulas elementales es una fieoctantica de campos que
describe los componentes fundamentales del universo yn®ragciones. Mediante principios de
simetiia, el formalismo térico del ME explica la interacen nuclear y electromag@tica entre las
pariculas, describiendo satisfactoriamente y con un nivelrdeigbn sin precedentes una gran
variedad de resultados experimentales acerca de las gaolgie de las paculas y sus interac-
ciones.

Sedin el ME, la Naturaleza estformada por unos pocos constituyentésitos, puntuales y
sin estructura llamados partilas elementales, y que se pueden dividir en dos conjgetoados
de acuerdo a su spin: fermiones y bosones. Toda la matedgidaresh compuesta de fermiones,
parfculas de spin semientero que siguen la éstaad de Fermi-Dirac. La interadm entre los
fermiones es debida al intercambio de bosonesiquadas de spin entero que siguen la ekttich
de Bose-Einstein.

Se puede distinguir dos grupos de paras fermbnicas: quarks y leptones. Los quarks se
pueden presentar en seis sabores diferentesu)ymldwn (), charm ¢), strange £), top ) y
bottom §); y esén ligados por la interac@n fuerte, formando hadrones de tres quarks de valencia
(bariones), o de quark-antiquark (mesones). Por su payesdis tipos distintos de leptones: el
electon (e7) y el neutrino electinico ¢.), el muwn (™) y el neutrino ménico ,,), el tau ) y
el neutrino tadnico (v,). Cada quarky, y cada lepbn, /—, lleva asociado una antipartila con la
misma masa pero carga opuegtg,/" respectivamente. Los quarks y leptones se pueden agrupar
en tres generaciones como se muestra en la Tabla 2.1. Ealelstae¢ muestra tanhi la carga y

179



180

masa de estas pantilas. Estas tres generaciones presentan una jaatgumasas muy llamativa,
siendo el top, con mucho, el quarkasipesado. Comprender la dazdetés de esta jeraripy
la estructura de las generaciones es una de las pregunéstasluie laibica de paftulas a las
escalas de endayde los actuales experimentos &ida de paitulas..

Las fuerzas de la naturaleza quelart entre los quarks y los leptones se describen adrav
de campos cuantizados. Las interacciones entrécpkas elementales se deben al intercambio
de cuantos que son los mediadores de las fuerzas. El ME woreolp fuerza electromagtica,
responsable de la emisi de luz por parte de l@domos excitados, la fuerzéhil, la causante, por
ejemplo, de la desintegraxi nuclear beta, y la fuerza fuerte que mantiene a lateios estables.

La gravitacon no es incluida en el marco del ME sino por la temgeneral de la relatividad.
Todas las partulas con masa o enéagsienten la fuerza gravitacional. Sin embargo, debido a la
debilidad de la gravitadn con respecto a las otras fuerzas elementéakds, no juega un papel
importante en las reacciones de partas fundamentales.

Las fuerzas electromagtica, ebil, y fuerte se describen mediante las llamadasdsaanti-
cas de campos gauge. Los cuantos de estos campos tienenyspinllaman bosones gauge. La
Tabla[2.2 muestra la carga y la masa de estos bosones. Eldoed&la fuerza electromagtica
es el fobn (y) que es una pddula sin masa, los masivég* y Z° son los mediadores de la fuerza
debil, y los ocho gluones§, sin masa, de la fuerza fuerte.

Los quarks pueden experimentar interéocelectromagetica, cbil, y fuerte. Todos los lep-
tones experimentan la interacnicebil y los cargados tamén la electromaggtica, sin embargo,
los leptones no toman parte en interacciones fuertes.

Para explicar la masa de fermiones y bosones en el ME, esanecesluir un €rmino adi-
cional en el Lagrangiano de la té@mediante un mecanismo de ruptura espoed de simeit
llamado mecanismo de Higgs. La introduatide ruptura de simé# en la tedia, no $lo dota de
masa a fermiones y bosones, sino que t@&mliiene como consecuencia la apancde un nuevo
campo real y escalar que astsociado con una partila observable masiva y de spin 0, conocida
como el boén de Higgs. Elltimo paémetro por determinar en la téaelectroébil del ME es la
masa del basn de Higgs, partula ain no observada debido a su peoacoplamiento, dapdolo
como lalltima pieza en la teda electroébil por ser testada experimentalmente.

El acoplamiento entre quarks de diferentes generaciot@pesnitido en el ME, posibilitando
transiciones entre autoestados de masa de quarks de thfesabores mediante interacciones de
corrientes cargadas (intercambio de bosdiies. A esto se le llama mezclado de generaciones
y su descripdn viene dada por la matriz unitaidax 3 de Cabbibo-Kobayashi-Maskawa (CKM)
(expresdbn[2.18), cuyos elementos de matiz, ,,| son proporcionales al acoplamiento entre los
quarksy; Yy ¢z y el bon intermediarid?’. Uno de los paametros libres de la matriz de unitariedad
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CKM corresponde a urétmino de fase, siendeste el responsable de los &@menos de violaéin

de la simefia C'P en procesos con cambio de sabor en el Modeléarigir. Uno de los retos de
la fisica de altas en€i@s es la determinami experimental de los valores de los elementos de la
matriz CKM, ya que, por ejemplo, un déewen la unitariedad de dicha matriz iseindicacon de

la existencia deisica mas alk del Modelo Estndar.

Fisica del Quark Top

El quark top es la s masiva de las pactilas elementales conocidas, su masa €8lg +
1,3 GeV/c?, unas cuarenta vecesasmpesado que el segundo quarksnpesado, el quark bottom.
Su gran masa, del orden de la escala de la ruptura de ®mettica que puede jugar un papel
importante en el mecanismo de genevadile masa, haciendo del quark top un campo de estudio
ideal como prueba désdica nas alb del Modelo Esindar. Aderas, tambén debido a su gran
masa, el tiempo medio de desintegéaciel quark topsi,, ~ 4 - 1072° s, es extremadamente
corto, mas corto que el tiempo caradsico de formadn de hadrones. Como consecuencia, no
se forman hadrones top y todas las propiedades del quarkthpyendo el spin, se pasan a sus
productos de desintegraci, proporcionando una oportunidadica para el estudio del quark top
al desnudo. Por otra parte, debido a ¢lg| ~ 1, el quark top se desintegra casi exclusivamente
en un quark y un bo®n . Desintegraciones en quarks de la primera y segunda géheesin
fuertemente suprimidas por los peduos valores de los elementds,| y |V;s| de la matriz CKM.

La seccbn eficaz de producth de pares top-antitogt] mediante interacon fuerte es de
aproximadamente 7 pb, siendo su cardstiea signatura de desintegracien dos bosoned’
y dos quarks) muy dificil de imitar por sucesos provenientes de procesos de fdegto hizo
posible que, tras el descubrimiento del quark bottom en H@€7puso en evidencia la existencia
de una tercera generaai de quarks, la carrera por el descubrimiento del quark tanfiente
viese su fin en 1995 por las colaboraciones CDF y D@ en el adelefavatron de Fermilab con
aproximadamente 100 pbde datos de colisiones a energa centro de masas dés = 1,8 TeV.
El Tevatron es de hecho@hico lugar en el que se pueden producir y estudiar directampiarks
top hasta la fecha.

El Quark Single Top

La producodbn de quarks top solitarios (single top) tagies posible en el ME a tras de la
interaccon electro@bil. Los procesos dominantes a enasgdel Tevatron son el intercambio de
bosonedV a trawes de los canalesy ¢ mostrados en las Figurgs 2.8(d) y 2.B(b). La seteficaz
de producdn esperada a segundo orden (NLO) de estos dos procesgs-e$,88 + 0,11 pb
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y o, = 1,98 + 0,25 pb, respectivamente. Existe un tercer proceso, la prodin@sociado de un
quark top junto con un bés W (Figura[2.8(d)), pero en comparénicon los otros dos tiene una
seccon eficaz de producon despreciable a enéag del Tevatron.

Las razones para el estudio del quark single toprebten motivadas. La seéci eficaz de
produccon del quark single top es directamente proporcional al eteajl,| de la matriz CKM,
permitiendo una oportunidaghica para la medida directa de dicho elemento y proporoima
ad una una prueba interesante de la unitariedad de la matriz.QKMespectro muy amplio de
extensiones al ME predicen desviaciones observables @des; con respecto a los valores del
ME, por lo que dichas medidas p@an dar informadn hacia modelos de cuatro generaciones,
modelos de corrientes neutras con cambio de sabor, u ot énos ras alh del ME. Debido a
gue la signatura del quark single top comparte estado fimalacproducadn del boén de Higgs
en el canalW H — (vbb, una medida del primero es fundamental para tener bajoatdnttos
los procesos de fondo del segundo, a la vez que las herrasigricnicas desarrolladas para la
blusqueda del primero pueden ser utilizadas parasabeda del segundo.

La medida de la seaan eficaz de producon del quark single top queda bien motivada, pero
cabe resaltar la dificultad que tiene la misma en el Tevatrtansecobn eficaz de producon
predicha es la mitad que la de la proddccde parest, y con $lo un quark top en el estado final,
la séhal es mucho menosdtida frente a los procesos de fondo. La tasa a la cual uarbids es
producido junto con jets, con al menos uno de ellos identiiceomo un jet proveniente de la
fragmentadn de un quark, es unas 12 veces mayor que la tasa de prodnats séal. Adenas,
la incertidumbre en los procesos de fondo es aproximad&merfactor tres vecesas grande que
la cantidad de g&l esperada. Para poder observar la producdel quark single top, una muestra
pura de sial debe ser separada de los procesos de fondo, para elilizseuna €cnica de aalisis
multivariable llamaddoosted Decision Tree

Dispositivo Experimental

El analisis presentado en esta tesis utiliza los datos recogidive marzo del 2002 y agosto
del 2008 de colisiones pr-antiprobn producidas por el Tevatron y observadas por el detector
CDF II.

El Tevatron es un complejo acelerador-colisionador deopeest y antiprotones situado en Fer-
milab (Fermi National Accelerator Laboratory) en Bataviindis (EEUU). Con una energ de
centro de masas dg's = 1.96 TeV es la fuente de colisiones péot-antiprobn (pp) a mas alta
enerda y laGinica naquina capaz de producir y estudiar quarks top en la actuhlichs colisiones
tienen lugar cada 39 en dos puntos de un anillo bajo tierra de cerca #enlde radio , donde
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hay situados sendos detectores: CDF Il y D@. Este anillo éftiglo eslaldon de una compleja
cadena de aceleradores que produce y acelera haces desprgtantiprotones. Esta cadena de
aceleradores se muestra en la Figl 3.1.

El detector CDF Il es un detector de paulas de cacter general con forma de barril y com-
puesto por varias capas de subdetectoresiddaes para detectar y medir las propiedades de las
parficulas producto de colisiones. Para expresar posicionesagigulos se utiliza un sistema de
coordenadas dGitdrico, con el eje: a lo largo de haz de protones. &tgulo azimutal) alrede-
dor del eje del haz se define con respecto un eje horizontabpgueta hacia fuera del centro
del anillo del Tevatron, y el radi@ se mide con respecto del eje del haz.aBbulo polarf
esh definido con respecto de la diremeidel haz de protones, y la pseudorapigest definida
comon = —Intan(f/2). La enera y el momento transverso de una parta se definen como
Er = Esinfy pr = psin§, respectivamente.

La parte nas interna del detector es el sistema de trazas, consistentedetector de silicio y
una @mara de deriva, y difado para medir el momento de las paras cargadas. El detector de
silicio consiste de tres subsistemas que cubriendo unarrggie va desde inmediatamente déspu
del tubo del haz hasta 29 cm del eje del haz. La COT es ama@ de deriva de 3.1 m cuyo
volumen activo cubre una remi radial que va de 40 a 137 cm, proporcionando una cobentura e
pseudorapidez dey| < 1. El sistema de trazas permite una precisa reconsémdadimensional
de la traza de las paculas cargadas, dekxtice primario de interacon, y a su vez es utilizado
para identificar @rtices secundarios asociados con la desintegrade paficulas de larga vida
media.

El sistema de trazas éstodeado por el detector de tiempo de vuelo, compuesto db2ids
centelladoras de unos 300 cm de largo, y fiisk para proporcionar una buena identificaaie
parfculas a bajo momento transverso. Estos dos sistemas sengracuinmersos dentro de un
solenoide superconductor capaz de generar un campoétiagdel,4 T paralelo al eje del haz.
El campo magetico es usado para curvar las trazas cargadas, permiteahnch@dir su momento
transverso.

Este iman esh rodeado por el sistema de calorinegtrformado por caldmetros electro-
magreticos y hadbnicos, que miden la endegde las partulas que interaccionan con la mate-
ria que lo formanEstos esin divididos en segmentos con forma de torres proyectieais ana
cubriendo un pequ® rango en azimut y pseudorapidez. Laoegientral|n| < 1,1, eshé formada
por el CEM y el CHA. La redn exterior,1,1 < |n| < 3,6, consta de los colametro PEM vy
PHA. Deposiciones de enéegen los caldmetros electinicos son usadas para la identifiarci
de electrones y medida de su enargnientras que jets son identificados y medidos &t ae la
enerda que depositan tanto en torres de daha@tros electinicos como hadmicos.
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En la parte ras externa del detector se encuentran los sistemas de meongsuestos de
camaras de deriva y centelladores. @stdel caldmetro central se encuentran cuatro capas de
camaras de deriva (CMU), yas alk, detas de una capa adicional de acero de 60 cm, se encuentran
otras cuatro capas damaras de deriva (CMP) seguidas de centelleadores (CSP). E] CMB
y CSP cubren la misma remi centraln| < 0,6. Las @maras CMX, seguidas de los centelleadores
CSX, extienden la cobertura en pseudorapidez del sistemaidees desde 0.6 a 1.0, cubriendo
ad la regbn completa de la COT. Muones card < |n| < 1,5 son detectados por umtimo
subsistema deatnaras de muones (BMU).

No todas las colisiones producidas por el Tevatron sonastertes desde el punto de vista de la
fisica de altas eneia@gs. Las colisiones ocurren con una frecuencia de 2.5MHagg suceso ocupa
unos 250 kB en disco. Dado que con la tecn@agctual no hay modo actico de almacenar tal
cantidad de datos, es necesario dégaun sistema de filtrado a tiempo real que reduzca la cantida
de datos a niveles manejables seleccionantinles sucesos relevantes para el estudio objetivo de
estos experimentos. Este sistema, llamamger, tiene en CDF una arquitectura basada en tres
niveles de selecoh como se muestra en la Hig. 3.16.

Muestra de Datos y Selecéin de Sucesos

La selecabn de sucesos candidatos a quark single top explota lage@stcas cineraticas
de las signaturas de sus procesos de prodocen los canales y ¢. Ya que los quarks top se
desintegran casi inmediatamente en urobd$” y un quarkd, el estado final de un suceso de quark
single top presenta un bas!¥ junto con dos o tres jets (debido posible radiadie gluones extra
en los diagramas de produenj, con al menos uno de ellos provenientes de la fragméntale
un quarkb. La desintegraéin del 1V en dos jets, aunque dominante,aestijeta a un fondo de
QCD impracticable. Sin embargo, la desintegracgemilepbnica a un elecém o mwn junto con
su correspondiente neutrino proporciona una signaturdonoas limpia. El neutrino, que no es
directamente detectable, se manifiesta como una gran adkidenerig faltante ;) en el balan-
ce ener@tico del detector. Debido a la dificultad en la identifiéacile taus, las desintegraciones
taudnicas del basn IV sdlo entran en la seledm cuando el propio tau se desintegra en un @actr
0 un mwon detectable. En definitiva, la selemtidebe estar optimizada para seleccionar estados
finales que consisten en un léptcargado (eledbn o mwon), gran cantidad de enéagfaltante
debida al neutrino, y dos o tres jets, con al menos uno dealigimado de un quark

El primer paso para seleccionar una muestra de sucesoslatogles elegir los triggers perti-
nentes que seleccionen sucesos de acuerdo a sus dat@etenas distintivas. Las caracisticas
mas prominentes en una muestraldierjets, donde el/ se desintegra lephicamente, son la
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presencia de leptones de alto momento y de alta enéatiante junto con jets endrticos. Por
tanto, los triggers elegidos son los triggers de electrgmasiones de alto momento, y el trigger
de Jr+jets. Cuatro triggers diferentes se distinguen entre iggdrs de leptones de alto momen-
to. El trigger de electrones CEM selecciona una traza en la @@pg > 9 GeV/c que apunta

a una deposioin energtica en el calometro CEM deE;r > 18 GeV. El trigger de electrones
PHX requiere deposiciones de eriegyen el coldmetro PEM deE; > 20 GeV, junto con la
presencia de endayfaltantef); > 15 GeV. El trigger de muones CMUP busca trazas en la COT
conpr > 18 GeV/c que apunten simiilheamente a las do&maras centrales de muones, CMU
y CMP. El trigger de muones CMX busca trazaspgde> 18 GeV/c que apunten a ladenara de
muones CMX y que ade@s sean consistentes con l&aetemporal de los centelleadores CSX.
El trigger def)+jets selecciona sucesos cfn > 35 GeVy con dos jets dév; > 10 GeVcon

al menos uno de ellos centrgl < 1,1. Las eficiencias de estos triggersaestesumidas en la
Tabla[5.1 y la Figura 5l1. La muestra de datos que se utiliz artlisis presentado en esta tesis
ha sido recogida utilizando los mencionados triggers, yesponde a una luminosidad integrada
de aproximadamente 3.2 fh(ver Tabld5.1).

Una vez que un suceso es seleccionado por el trigger, seagaardisco para su posterior
aralisis experimental. A estos sucesos se les aplica unacgmlaaffline para crear una muestra
final de sucesos candidatos con un contenido dalseaximizado, manteniendo los fondos a
niveles lo nas bajo posible.

A los candidatos a eleén (CEM y PHX) y mwbn (CMUP y CMX), seleccionados por los trig-
gers de leptones de alto momento, se les impone una serigtdsaffline para mejorar la pureza
de su identificadin como se muestra en las Talilag B.7], 4.2l 4.3. Se definenaadesmios tipos
adicionales de muones (EMC), exclusivos entre si y de los em@MUP y CMX, provenientes
del trigger defo+jets. En la Figura4l1 se muestra la cobertura en el glang) de las diferentes
categoras a candidato de eleodtry mubn. Se exige que en el suceso haya exactamente un candida-
to a lepbn aislado conn| < 1,6. Un lepbn se considera aislado sifg no asignada al leph en
uncono deAR = /(An)? + (A¢)? = 0,4 centrado alrededor del lépt corresponde a menos del
10 % del £+ del electdn (p del mwn). Con el objetivo de reducir la tasa de fondo proveniente

de procesos d&+jets, dibosones, ¥t con estado final dilepnico, se rechazan sucesos con un
candidato adicional a lep, bien sea aislado o no aislado.

Los jets son reconstruidos utilizando un algoritmo de coagatiioAR < 0,4. La enerfa
de los jets es corregida por la dependencia con la pseudemge la respuesta del cahoetro,
por la dependencia temporal del catoetro, y por extrali; debida a interacciones (ttiples.
Los candidatos a jet deben tener eimergprregidali; > 20 GeV y pseudorapidei)| < 2,8. La
cobertura en pseudorapidez&sitendida con respecto a losalisis eshndar de quarks top en
CDF (n| < 2,0) debido a que la presencia de un jet con alta pseudorapideaaepropiedad
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caracteistica de los sucesos de quark single top. Los sucesos sptadog si contienen exac-
tamente uno o dos jets. Al menos uno de estos jets debe seetatip como proveniente de la
fragmentadin de un quark. Para ello se utiliza el algoritmo de etiquetado SecVix,spiencarga
de buscar &rtices secundarias desplazados dentro del jet. La efisida@tiquetado del algoritmo
SecVix es aproximadamente del 40 % para jets que contiersgksiimientras que para jets que
contienen quarks ligeros es menor que el 1%, por tanto unatraugtiquetada por el algoritmo
SecVix es altamente pura en contenidd-ets.

La energa faltante se define comﬁT = — Y. Etn,;, dondeFE? es la energ transversa de la
torre: del caloimetro,n; es el vector unidad en la direéci radial que apunta desde el eje del haz
a la torrei, y donde la suma se extiende hagta< 3,6. Est expresin es corregida por varios
factores. Primero, debe ser corregida por la posidel \ertice primario de interacgn, el cual
causa un ajuste en la direénidel vector asociado con cada torre. Ya queaddudo esh basado
en la ener@a de las torres de los caloretros, tamt&n se debe ajustar por el efecto de las correc-
ciones de todos los jets. Paltimo, se corrige por la presencia de muones en el sucesquega
éstos apenas dejan eniergn los caldmetros. Esta corredmn se aplica @adiendo el momento
transverso del man en el sumatorio, y sustrayendo la depd@siaie ener@ del mwn en las torres
del caloimetro. Para purificar la muestra en contenido de bosidnhesn desintegradn lepbnica,
se exige que l&; corregida del suceso sea mayor queRY .

Varios cortes adicionales son aplicados para rechazao$oespeidicos y mejorando de esta
manera tanto la pureza de la muestra final como el modeladisderidos. Sucesos en los que el
lepton y un segundo objeto forman una masa invariante consgstentla masa del bos 7 (76—

106 GeV) son rechazados, dejando una contamiracesidual de producmn de bosoneg muy
pequéa. Muones procedentes de raydsmicos son drsticamente reducidos rechazando sucesos
cuya topologa e informaddn temporal del detector de tiempo de vuelo sea consistentacle un
rayo @smico. Por otra parte, para asegurarnos una buena reamitrdel suceso, requerimos
que la posidn z del vertice del suceso @t menos de 60 cm del centro del detector. Finalmente,
para reducir el fondo de QCD que no contiene bosdtiese aplica un corte en la masa transversa

del W, definida comaV/;’ = \/2 (05 Er — LB, —piE,). La Er en los sucesos que no tienen
bosonedV es ipicamente debida a jets érmreamente identificados como leptones, por lo que la
Fr apunta en la direcon del lepbn resultando en una baja masa transversa. Se exige, pees, qu
la masa transversa sea mayor queGHY para sucesos con muones, y mayor qués2U para
sucesos con electrones. Los sucesos con electronesasosemsibles a la presencia de fondo de
QCD, por lo que a estos sucesos se les aplica cortes adiga@rala significancia de [#; y en
correlaciones angulares entreffa y la direccbn de los jets.
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Modelado y Estimacbn de Procesos

El estado final de un suceso de quark single top es tamddiestado final de varios procesos
de fondo. Los procesos de fondaasdificiles de tratar son los de produanide IV +jets, dis-
tinguiéndose los casos en que(aiget proviene realmente de quarks de sabor pesado (charm o
bottom), o en los que los jets son de sabor ligero (up, dowraoge) pero falsamente etiqguetados
comob-jets. Otros procesos, como produatide pares top, producei de procesos electrebiles
(dibosones, Y +jets) y procesos de QCD tangni pueden imitar el mismo estado final de laade
Un modelado preciso tanto de procesos debkeomo de fondo, y una estimaaiapropiada de la
composicdn de los mismos en la muestra de candidatos final es eseamainedir una g&l tan
pequéa como es la produdm de quarks top solitarios. Muchos de estos procesos psedalar
y estimar utilizando simplemente simulaciones de MontedC@tC), mientras que para otros la
simulacbn MC no proporciona un modelo completamente adecuado pit@c@poyarse en datos
en diferentes regiones de control.

Procesos de Sl

Como ya se ha dicho, los procesos dominantes de praducie quark top solitario en el
Tevatron son los correspondientes al canglt. Para la simulaéin de estos procesos se utiliza
el generador de Monte Carlo AbEVENT, el cual incorpora informabén completa del color y el
spin de las partulas, preservando de esta manera propiedades intaresari producbin de top
quarks solitarios como es la polarizagidel quark top. Los sucesos generados paDBVENT
son pasados a la rutina de hadronigdagy showering del programa de MGPHIA .

Estudios de precién han demostrado que las distribuciones ciairas del canat a primer
orden (LO) no vienen afectadas por correcciones a seguua@n gNLO). Por tanto la muestra de
MC de la s@al en el canat es generada a LO y escalada a la gateificaz esperada a NLO. Sin
embargo, se ha observado que para el caaalsimulaciones a LO no reproducen adecuadamente
las distribuciones esperadas de los jets observablesioséstas mejor predichas poélculos a
NLO. Para mejorar nuestro modelado del canalos muestras de MC son generadas y com-
binadas: una para el proce8o— 2 dominanteb + ¢ — ¢ + t (Figura[6.1(d)), y otro para el
proces®2 — 3 donde un glan en el estado inicial se divide enun payg+q — ¢ +t+b
(Figura[6.1(0)). Estas dos muestras se combinan de manereegroduzcan las distribuciones
cinematicas predichas por el programaopP que opera a NLO.

El nUmero esperado de sucesos déspie la selecon de candidatos viene dada por
N =0"¢ev - *Cinta (Al)

dondecs es la secdin eficaz predicha para el proceso correspondiente (vea[lab),c..; €s la
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eficiencia de detecon del suceso, ¥;,; es la luminosidad integrada (ver Tablal5.1). La eficiencia
de detecdn del suceso se determina aplicando la sebecde sucesos candidatos a las muestras
simuladas de MC. Para ello, se tienen en cuenta tanto lasefasade trigger, de identificami de
leptones y del etiquetado de jets por el algoritmo SecVimatas posibles diferencias observadas
en las mismas entre datos y MC. Incluyendo todas las eficedei&rigger y de identificagn, se
encuentran eficiencias de detértide sucesos de s del orden de.,(t-channel = (1,2 +

0,1) % Y eevt(s-channel = (1,8 £ 0,1) %.

Procesos de Fondat y Electrodébiles

La produccdn de pares de quarks tefy puede ser un fondo sustancial a la prodoicaile
guarks single top. Aunque el estado final de este procesdezsrtie al de la produazn de single
tops, estdiltimo puede ser imitado si alguna dattla no se detecta o es detectadémeamente.
Esto ocurre en desintegraciones di@ptas de los quarks top cuando uno de los leptones escapa a
la detecadn, o en desintegraciones de leptones+jets cuando uno @®dos jéts no son detectados
(Figura6.2).

La produccdn electro@ébil de dibosones, incluyendo los procesos$V, W2y ZZ (Figu-
ra[6.3), tamb@n constituyen un fondo a lafs& del quark single top, sobre tod@1V y W7 ya

gue poseen exactamente el mismo estado final que los toparissli Sin embargo, debido a su
pequéa secdn eficaz, su contribugn a la suma total de fondos es muy pdtaie

Los bosones’ se desintegran bien en dos leptones o bien en dos neutromasynpo sucesos
de Z+jets no suelen imitar la signatura de quarks single topeBibargo, debido a su gran séuti
eficaz inclusiva, la produdgn de Z+jets puede contaminar residualmente la muestra i@ e
los casos en que un lépt no es detectado y su energontribuye a la energ faltante del suceso
(Figurale.b).

Para la simuladén MC de las muestras de procesositlg dibosones se utiliza el programa
PYTHIA, que incluye tanto generdxi de sucesos como showering y hadronizade los mismos.
Para la simulaén de la muestra d&+jets se utiliza el programal®#GEN para la generadh de
sucesos junto conHIA para una posterior simulari del showering de los mismosLAGEN
esh diséiado para la generdxi de sucesos con espediifasis en procesos que contienen un
bo%n electroébil junto con varios gluones o quarks radiados en el estadb Al contrario que
PYTHIA, ALPGENincorpora completamente informaaidel color y del spin de las patilas que
intervienen en el diagrama.

El mismo netodo utilizado para la estima@ci de la contribuén de sucesos defsd a la
muestra final de candidatos a quark single top (Ec€ugkil) se aplica para ebtculo de la corre-
spondiente contribuén a la muestra final proveniente de los procesas,dbosones y7+jets.
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Procesos de FonddV +jets

Elfondo nmas grande a la 8al de quarks single top corresponde a las interaccionesaurrks
en las que se radia un sV en asociad@n con niltiples jets (Figura 6l4), ya que puede tener
el mismo estado final que el de laisd con una secohn eficaz mucho @s grande. La mayt@ de
los quarks en el estado final son de sabor ligéva-LF), por tanto el nivel de este fondo puede
ser reducido mediante el etiquetadoleiets, sin embargo, debido a su enorme sateficaz, el
fondo W+LF aln contribuye de forma sustancial al fondo total. El etigdetde jets no estil en
los casos en los que el sl es producido junto con un quark de sabor pes&deiF), por lo
que los procesold’ + bb, W + cey W + ¢ constituyen los fondos as grandes de este&disis.

La muestra déV +jets se simula utilizando un modelaLAGEN +PYTHIA, al igual que para
la muestra de&Z +jets. Este modelo reproduce adecuadamente la étiesde estos procesos, sin
embargo, las incertidumbresoticas en la secén eficaz de estos procesos es muy grande en
comparadn con el tamfo de la s@al. Por tanto, una estimaci del rumero de sucesos basada
simplemente en MC (como se ha descrito en las seccionescae$)y no es suficiente para los
propositos de este atisis y un nétodo de estimaén basado en datos es necesaria para céistre
adecuadamente la contribanide estos procesos. Estétodo se detallarmas adelante.

Fondo QCD

El fondo mas dificil de modelar proviene de sucesos multijet de producQCD. Para imitar
la signatura de un suceso de quark top solitario, uno de tegligbe confundirse con un lépt
y una alta eneifig faltante debe ser creada por malas medidas del sucesodfEd@). Esto es
altamente improbable pero la gran sécceficaz de producon QCD hace posible que este fon-
do pueda contaminar lai$al. Debido a la gran cantidad de procesos QCD que puedengirodu
estas configuraciones, sienéstos adeids dificiles de calcular y modelar, y debido a la peftae
posibilidad de que estos sucesos ocurra, es imposibleaimstios sucesos con Monte Carlo y es
necesario un modelo basado en datos.

Tres modelos diferentes de fondo QCD son usados, todos elkedbs en el principio de
gue estos sucesos contienen un jet que es falsamente @ ditomo un lepn. La muestra
de jet-electronsse crea a partir de un trigger gaito de jets. Dentro de esta muestra se buscan
jets que parecen electrones, esfieamente se pide que el jet sea et £ > 20 GeV, que
tenga una frac6in alta de eneiig depositada en el calaretro, entre 80 y 95 %, y que contenga
menos de cuatro trazas. Jets con estas calstatas son asumidos electrones aaigioles una
carga aleatoriamente, y degsuel resto de cortes de sel@rtide sucesos es aplicada para crear
la muestra de jet-electrons. La muestraadé-electronsse crea a partir del trigger de electrones
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centrales. Se buscan candidatos a gectjue fallen al menos dos de los cortes de identificaci
gue no dependen de propiedades ciatras. Estos objetos son tratados como electrones y el rest
de cortes de seledui son aplicados. Debido al pedieetamdio de estas dos muestras, y ya que sus
propiedades cineaticas son similares, ambas son combinadas para crear sarmmde QCD para
electrones CMU. Para electrones PHX, solo se utiliza la maestjet-electrons debido a que los
anti-electrons no cubren la alta pseudorapidez de logetext PHX. Remarcablemente, estas dos
muestras tambn simulan adecuadamente el fondo QCD para los candidatosresi\CMUP y
CMX, y por tanto tamk#n son utilizadas para simular estos sucesos. Para los mEME, estas
muestras no describen adecuadamente su modelo de QCD yasqu®péedades cineaticas

de estos candidatos a Bruson sustancialmente diferentes debido a los difereatpssitos de
trigger. Esta muestra se modela utilizando sucesos de raywmogenientes del mismo trigger,
pero que fallan el requisito de l&pt aislado.

Predicciones Basadas en Datos

Para determinar ellnmero esperado de sucesos de QCD /dgets se comienza por la mues-
tra pretag en la que todos los criterios de selértison aplicados excepto el etiquetado de jets.
Esta muestra es entre diez y veinte vec@s grande que la muestra déiaky contiene mayori-
tariamente sucesos @E+LF, de modo que nos aseguramos que la estinees estadticamente
independiente de la muestra déiake Se espera que los sucesos de fondo de QCD tenga valores
pequéios def) ya que no contienen un neutrino real. Por tanto, ignorandoréd def - se puede
crear una muestra con alto contenido en QCD que puede seadgusios datos para obtener la
normalizacbn de QCD yIV+jets mientras que el resto de fondos se fijan a sus valoresaesp
dos (ver Figura7]1). Contando gimero de sucesos de QCD que pasan el cortgdee puede

retag

calcular la fracain de QCD en la muestra pretdd,p,*.

Es necesario ahora distinguir entre las componentég tdF y delV +LF de la muestra total
de W+jets. Para ello se calcula la frabnide sabor pesado mirando directamente a las simula-
ciones MC. Sin embargo, estas simulaciones no predicenctamente esta fradm por lo que
una calibradn de la misma en la regn de control déV+1 jet es necesaria. Esto permite una
estimacdn de la contribuén deWW+HF y deW+LF en la muestra final de 8al, aplicando la
eficiencia de etiquetado para el primero, y la matriz de foitidad de etiquetado eneo para el
segundo.

Una vez determinadas las contribucion®€sHF y de W+LF en la muestra final, se puede
repetir el ajuste dé/;- en la muestra final fijando dichas contribuciones, paralerminar la
fraccibn de QCD en la muestra final.

Los resultados de la estimaai de sucesos candidatos en las muestras finaleshdé mra
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los diferentes procesos,ia®mo el umero de sucesos observados en datos, son mostrados en la

Tabla[7.2.

Boosted Decision Trees

De la tabla de estima@mn de fondos se deduce que la incertidumbre en los fondosasstnas
veces mas grande que la Bal, imposibilitando una medida de la séutieficaz de producon de
quarks single top mediante un simple experimento de corfEsjenecesario, por tanto, constru-
ir un discriminante con una separacimas optima entre $&l y ruido de manera que sucesos
clasificados como $&l son utilizados para testar la presencia d@bkg medir su secbn eficaz,
mientras que sucesos clasificados como fondo son usadomppmar nuestro conocimiento de
los procesos de fondo. Esto se consigue medi&ctddas de aalisis multivariable, que explotan
la informacbn de varias propiedades cinaticas y de etiquetado del suceso y la corrélaentre
ellas, para construir un discriminante que clasifica steceaain espectro continuo que va dasm
a menos parecido con sucesos de fondo y de mendssgparecido con sucesos déale Estas
distribuciones son desps ajustadas a las predicciones digasg fondo para extraer la seoai
eficaz de producon de quarks single top.

Para el aalisis presentado en esta tesis,dartica de aalisis multivariable elegida estbasa-
da en los llamadoBoosted Decision Treg8DT). Un Decision Tree (DT) es un algoritmo que
clasifica sucesos de acuerdo a una secuencia de decisinagadjicada una basado en dnia
variable. Se construye dividiendo la muestra inicial en sldsconjuntos disjuntos que a su vez
son recursivamente divididos hasta alcanzar wmero nminimo de sucesos. Cada nodo édbol
divide la muestra bamdose en la eledmn de una variable cuyo corte se ajusta para proporcionar
una separadin optima entre sucesos ddisdy de ruido. La misma variable puede ser utilizada en
varios nodos, y alguna variable puede llegar a no ser wddizEste proceso resulta en una serie de
nodos finales con separanimaxima entre seal y ruido. En la Figura 816 se muestra un esquema
de un Decision Tree. Un DT es muy similar a urabsis de cortes rectangulares. Sin embargo,
mientras que los cortes rectangulares simplemente seteatiun hipercubo en el espacio de fas-
es, un DT es capaz de dividir el espacio de fases en una gradachde hipercubos, cada uno de
ellos identificado como de 8al o de fondo.

Una deficiencia de un DT es su inestabilidad con respecto au#lciones estasticas de la
muestra de entrenamiento con la que se ha construido el D€jétoplo, si dos variables presen-
tan un poder de separaai similar, una fluctuadn en la muestra de entrenamiento puede causar
gue el algoritmo elija una variable diferente a la elegida keomuestra inicial, posiblemente re-
sultando en un DT sustancialmente diferente. Este probésnsaperado por un procedimiento de



192

boosting que extiende el concepto de arbol a variosarboles que forman un “bosque” de Deci-
sion Trees, llamado Boosted Decision Tree (BDT). Caudiel es construido a partir de la misma
muestra de entrenamiento, pero repesando los sucesosajoa filasificados ebneamente en
el entrenamiento deirbol anterior. Losarboles son desps combinados en uriaica variable
discriminante que viene dada por una media ponderada delXRdadividual. El algoritmo de
boosting estabiliza la respuesta de los DT con respecto wdlciones de la muestra de entre-
namiento, a la vez que es capaz de mejorar considerablemepteler de clasifican.

Entre las variables &s importantes en el entrenamiento de los BDT se encuengaigla-
ientes:

= () x n: la carga del lefdn por la pseudorapidez del jet no etiquetado. Valores dkossta
variable son caractesticos de sucesos de quark single top producidos en el tdasto es
debido a que el quark de sabor ligero del estado inicial deakyr la mayda del momento
de la colisbn resultando en un jet con altg|. La carga del lefin esta correlacionado con
el signo de esta, ya que dicha carga determina si en el proceso se ha produtigoark o
un antiquark top, y a su vez, la produmeide quarks top son mayoritariamente iniciados por
guarksu en el probn, mientras que antiquarks top son debidos a quagtsel antiprobn.

= M,,,: la masa reconstruida del quark t(ﬁsta es reconstruida a tés/de la masa invariante
del lepbn, el neutrino, y el jet etiguetado. Se espera que la disibh de esta variable se
acumule en valores primos a la masa del quark top para sucesos de procesos dismnean
un quark top real.

= Ht:la suma escalar de las enrgjtransversas de los jets, del fapty de la enefig faltante
en el suceso. Esta cantidad tiene valores mucho mayoresyeagaos con quarks top que
para sucesos dé +jets.

= )M;;: la masa invariante de los dos jets. Esta variable resultzakemes mas grandes para
sucesos que contienen quarks top.

» M}V la masa transversa del liwslV reconstruido. Para sucesos cuyo procesos no contiene
un bo$n I o en los que la energ faltante no es debida a la presencia de un neutrino, la
forma de la distribu@n de esta variable no corresponde con la de la distdbube bosones
W reales.

= hyy: la salida de una red neuronal disela para separar entre jets de diferente sabor.

Una vez entrenados los BDTs, se consiguen distribucionesirdisantes cuyos bines as
sensibles pueden alcanzar razondskeuido des/b > 5, en comparaéin con la muestras de
candidatos con las que se comemgie en el mejor de los casos pi@sena radn s/b ~ 1/15.
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Una serie de tests de validanison realizados para asegurarnos una respuesta adeauada y
sesgada de los resultantes BDTs. Por un lado, el buen acudrddos datos y las predicciones de
MC es chequeado en detalle para todas las variables usizad el entrenamiento de los BDTSs,
tanto en las regiones defsd como en varias regiones de control cuyo contenido éalss
despreciable. Por otro lado, antes de mirar las distrimeésale los discriminantes de los BDT en
las muestras de candidatos, se comprueba que dichasuligirnibs muestran un buen acuerdo en
las regiones de control. Dichas regiones de control cooredgn a las muestras té+2 jet y W +3
jets donde ningn jet es etiquetado, dominadas pbrmas jets de sabor ligero, y la muestra de
W+4 jets con al menos un jet etiquetado, dominada por el poadeproducdn de pares:.

Analisis Estadstico

Los objetivos de este afisis son observar la produéa del quark top solitario y hacer una
medida precisa de su segnieficaz. Para el primero, una evaluacde la significancia del exceso
de sucesos comparado con la predinale fondos es esencial. La realizacde ambos objetivos
tienen en comn el logro de una mejor separacientre sucesos defsd y de fondo y una re-
duccbn de las incertidumbres de los procesos de fondo. Los ddotede los bines con bajo
cociente sBal ruido del discriminante son importantes para una iné¢ggbdn apropiada de los
bines con alto cociente 8al ruido, sirviendo como muestra de control, con un codtereducido
de séal, que pueden ser usadas para ayudar a cairdte predicciones de fondo. Por tanto, un
uso simuléneo del contenido de todos los bines del discriminantepecamdo las observaciones
con las predicciones, es necesario para medir de mapéraa la secdn eficaz y computar su
significancia.

La funcion de verosimilitud utilizada para la extragoide la sec@in eficaz y la determinatn
de la significancia viene dado por el producto de las proiokioies Poissonianas de cada bin
de cada histograma de la variable discriminante en cadarrefgi s@al. Las probabilidades de
Poisson son funéin del timero de sucesos observado y de las predicciongesen cada biri, de
forma que la fun@n de verosimilitud estdada por la expres:

Nbins nleflu"t
donde la predicéin en cada bin es la suma de las contribucionesiti sgy de cada fondo;,:
Npkg
pi =3 s+ Z bi. (A.3)
k=1

La prediccon de s@al viene dada por la suma de los procesos de prooluesi los canalesy ¢
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asumiendo una rén entre ellas dada por el ME. Esta contriliucde s@al esh escalada por el
factor 3, que es el paametro a determinar para la extramntide la medida de la seoédi eficaz.

La expresdn de la contribué@n de cada fondo viene dada por la Ecoaf@.10, y equivalen-
temente para la contribum de s@al. Estas expresiones complican la famcde verosimilitud
debido a la presencia de incertidumbres sigtigras. Las incertidumbres sistatitas son incor-
poradas como pametrosuisancemediante una interpretaui estagstica Bayesiana. Los errores
sistematicos incluyen incertidumbres en la normalizacide la estimadin de los fondos, e in-
certidumbres en las formas de las predicciones de lashisiones discriminantes. Cuando una
fuente de incertidumbre afecta tanto a la forma como a la alimatibn, ambos efectos son trata-
dos como 100 % correlacionados. Fdtimo, las incertidumbres estesticas debido al limitado
tamdio de las muestras de Monte Carlo son tenidas en cuenta bin a bin

Las fuentes de incertidumbre sistatica esin listadas en la Takla 9.1, incluyendo: incertidum-
bre en la escala de enéagle los jets, eficiencias de trigger, de etiquetado, y difdmcion de
leptones, incertidumbre en la cantidad de radiaen el estado inicial (ISR) y final (FSR), errores
en las funciones de distribui de los partones (PDF), errores en las escalas de facioriza
renormalizadn, e incertidumbres en el modelado MC de ciertas varialdbsgmente descritas.

Para la medida de la sebaieficaz de producain de quarks single top, se utiliza uéanica de
marginalizacbn Bayesiana para incorporar el efecto de las incertidunsistsaticas. Para ello, a
los paimetros nuisance se les asigpanrs Gaussianos que representan el grado de conocimiento
gue tenemos acerca de sus valores, y despan integrados para crear una fonaile verosimil-
itud reducida en funéin lo del paametro de inteés 3. El valor mas probable de la seéuri
eficaz de producbn de quarks single top viene dada por éximo de la curva de la funa@n de
verosimilitud reducida, y su incertidumbre correspondmi@rvalo mas pequo conteniendo el
68 % de su integral.

Para el computo de la significancia observada y esperaddiza uha aproximadin frecuen-
tista modificada. Excepto para el tratamiento de las irdartbres sisteaticas, que es de tipo
Bayesiano, un @todo frecuentista es utilizado para caracterizar la fsdgmicia como la probabil-
idad (p-value) de que una fluctuaesi de ruido & un resultado experimental como el observado
0 mas parecido al que se espésaen presencia de f&&l. Dos hiftesis son consideradas para
ser testadas. La hipesis nulaH,, asume producon a una tasa predicha por el ME de todos los
procesos excepto el defg@ (5 = 0). La hipbtesis testH;, asume una produdm de acuerdo
al ME tanto de procesos de fondo como déaddg3 = 1). Se define el test estetico como
—2InQ = —2In %E:g;;, dondef; y 6, son los valores del mejor ajuste de losgraetros nui-
sance que maximizan la furdei de verosimilitud, dados los datos observadppgara las hiptesis
H,y H, respectivamente. Para dlculo de la significancia observada y esperada, es nezesari

generar un conjunto de pseudo-experimentos para cadekip con cuyos resultados se llenan
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histogramas de-2 In () para cada hiptesis. Estos pseudo-experimentos son generados sirouland
pseudo-datos que son elegidos aleatoriamente de distril@scPoissonianas con media dada por
las predicciones de la Ecuaal9.10 una vez fluctuados los paretros nuisance de acuerdo a dis-
tribuciones Gaussianas. Debido a que se esperan valoreseaale—2 In () para la hiptesisH,

que para la hiptesisH,, el p-value se define como la probabilidag-21n Q < —21In Qus|Hp)-

La significancia observada del &@isis se determina calculando esta probabilidad a pastiad
distribucibn de—21n () para la hiptesisH,. La significancia esperada se obtiene sustituyendo el
valor observadad),;,s por el valor mediano esperado de la distriliuncile la hifptesisH; .

Resultados

La estimaadbn final de sucesos candidatos déajey fondo, ascomo el rumero observado
de sucesos candidatos se muestra en la Tabla 7.2. La Fidlinau@stra las distribuciones del
discriminante BDT aplicado a las muestras de sucesos caoslidaservados comparado con las
distribuciones esperadas. En la Figura 9]5(a), correspoteda la muestra as sensible a seal,
se ve cualitativamente que los datos caen ligeramente pajalde los valores esperados por el
ME, incluyendo sBal, en los bines @s sensibles, sin embargo, es evidente que los datos smajust
mejor a la predicd@n con s@al que a la predicon en ausencia de ella.

Cuantitativamente, se mide una sécceficaz de producon electroébil de quarks single top
deo,; = 2,1tg;g pb, asumiendo una masa del quark top de G#5/c?. Este valor est por
debajo de la predicon tedrica a NLO deo,.; = 2,86 + 0,36 pb, aunque es estmticamente
consistente con ella. Ekvalue esperado es @7 x 10~® que equivale a una desviaaide5,2 o
con respecto a la higesis nula. La significancia del exceso observado en datossponde a
un p-value de 0.0002 o equivalentemente a una deiade3,5 o con respecto a la higesis de
ausencia de $al. Esto no es suficiente reivindicar obserdaaie producén de quarks single top,
sin embargo, indica una fuerte evidencia de que los datbsizaa la hiptesisH,, con ausencia
de sdal, en favor de la hiptesisH,, con una producén electroébil de quarks top de acuerdo al
Modelo Eséndar.

Observacibn de Produccbn Electrodebil de Quarks Top

En CDF existen cinco aatisis para la bsqueda de produdm electroébil de quarks single
top. Cuatro de ellos, incluyendo el basado en BDTs descritcstntesis, comparten la misma
muestra de candidatos en la muestra de leptones+jets ctisr3y2a descrita. Estos alisis eshn
basados en Boosted Decision Trees (BDT), Redes Neuronales B)entos de Matriz (ME),
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y funciones de verosimilitud multivariable (LF). Losalisis de BDT, NN y ME usan exactamente
la mismos sucesos incluyendo datos de los triggers de leptde alto momento y del trigger
de [ +jets. El arlisis de LF selecciona sucesos utilizando la misma séeabé candidatos
pero incorporando solo datos del trigger de leptones. Yahayeun solapamiento del 100 % en
los sucesos de datos y de MC seleccionados por eséisiany que hay una correldci del
orden del 70 % entre cadaalisis, se espera obtener una ganancia adicional en detaihile la
combinacdn de ellos. Laé&cnica de combinagh consiste en utilizar los discriminantes de cada
aralisis como variables de entrada de un Super Discriminégid§ basado en redes neuronales
entrenadas mediante algoritmos de evdnogjerética en los que tanto los pesos como la topiaog
de la red son optimizados. Con esta combidace alcanza una significancia esperada que excede
las 5,9 0. La Figura[I0.b muestra la distribdci observada y esperada del discriminante de la
combinacdbn SD.

Ademas de los aalisis de leptones+jets, existe un quint@ksis utilizando la muestra inde-
pendiente de/-+jets en la que ningn lepbn es identificado. Este alisis (MJ) dade alrededor
de un 30 % en aceptancia déiatusando una luminosidad integrada de 22 fb

Cada aalisis mide de manera independiente la seteaficaz de producsh del quark single
top y la significancia del exceso observado usando el misétodo estaidtico ya descrito. Los
resultados se muestran en la Tdbla10.1. Tantodisamde BDT como el de NN, esperan observar
un exceso de $&l de nas de 5, sin embargo, el exceso observado en ambos corresponde.a 3.5

Ya que no hay solapamiento de sucesos entre las muestrastoiecketjets y la dg+jets,
los discriminantes de SD y de MJ son combinadosirdblos como canales independientes en el
método estaidtico. De esta combinam se obtiene una seéai eficaz de producon electroébil
del quark single top de,; = 2,3f8:§ pb, asumiendo una masa del quark top de G#%/c>. La
dependencia de esta medida con la masa del quark top-e& @ieph/(GeV/¢?). La significancia
de este resultado éstlada por ep-value 3,1 x 10~7, que equivale &,00. Esta significancia
se considera suficiente en la comunidad ¢feat para reivindicar observagi de la producéin

electrockbil del quark top.

La secobn eficaz de producon de quarks single top es proporcional al elemenig de la
matriz CKM, por tanto, el valor de dicho elemento de matrizdsuse extrado de la medida de
la secodn y de su valor predicho por el ME"® = 2,86 & 0,36 pb. El resultado corresponde
al|Vy| = 0,91 £ 0,11(stat.+syst}0,07(theory). Tamben es posible fijariinites a los valores de
|Vis|. Para ello se marginaliza sobre todas losapsetros nuisance y se asumepirior plano en
0 < |Vi|* < 1. La curva de verosimilitud es integrada hasta cubrir un 9%bfuicka, para obtener
un limite inferior de|V},| > 0,71 al 95 % de nivel de confianza.
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Conclusiones

El establecimiento de la produédi electroébil del quark top solitario es un reto experimental
en CDF. La pequta séal escondida bajo la enorme cantidad de fondos con grartichambre,
hacen necesario una excelente comp@ntnto del detector como de los procesos involucrados
para realizar dicho objetivo. Adeas, un simple experimento de contaje no es suficiente para ex-
traer suficiente informaén de la muestra de sucesos candidatos, por lo que&ania de aalisis
multivariable se vuelve crucial para distinguir entre sosede sial y de fondo. En esta tesis se
presenta la isqueda individual de produéei combinada de quarks single toasrsensible hasta
la fecha, junto con el aisis de redes neuronales de CDF. Hléis presentado usa una muestra
de datos de colisiones paéot-antiprobn, a enerta centro de masas dés = 1.96TeV, que equivale
a una luminosidad integrada de 3.2 fbSe utiliza unaécnica de aalisis multivariable basado en
Boosted Decision Treesombinando la informadn de varias variables para construir un potente
discriminante final, alcanzando una sensibilidad a la proda de quarks single top equivalente
a5,2 0. Se mide una sedmn eficaz de productn electroébil de quarks top de, ; = 2,1f83§ pb,
asumiendo una masa del quark top de 65/ c2. La dependencia de esta medida con la masa del
quark top es de-0,02 pb/(GeV/c?). La probabilidad de que el exceso observado provenga de una
fluctuacdbn de fondo es 0.0002, que corresponde a una significancidde 3

El resultado de este alisis es combinado con los otro§dguedas de quarks single top en
CDF, alcanzando una sensibilidad que excedé fle. La séial observada tiene una probabil-
idad de provenir de una fluctuaci de fondo de3,1 x 10-7, que corresponde coh0 o, por
lo que la producdn electro@bil de quarks top eatconcluyentemente observada. La combi-
nacbn mide una secon eficaz de2,3f8:§ pb, que corresponde a un valor gdg,| = 0,91 +
0,11(stat.+syst>0,07(theory) , o a unimite inferior al 95 % de nivel de confianza d&,| > 0,71.

Con la actual luminosidad integrada adquirida por el deteefF de nas de 6 fb!, las in-
certidumbres sisteaticas empezan a ser el factor limitante para futurosadisis del quark single
top. Con el objetivo de mejorar significativamente la précisie la medida de la seoéai efi-
caz de producéin, y consecuentemente del elemefifg| de la matriz CKM, las incertidumbres
sistenaticas, que actualmente son conservadoras, delssr considerablemente reducidas. Por
otra parte, ahora que la produagielectroébil del quark top eétfirmemente establecida, es el
momento de comenzar a estudiar propiedades interesankegreluccdbn de quarks single top.
Por ejemplo, la producon de quarks single top proporciona una oportunigiaida para el estu-
dio de la polarizaén de los quark top, ya que el Modelo &stlar predice questos deben estar
aproximadamente 100 % polarizados cuando son produciddsinte interacdn electroébiles,
mientras que otros modelosas alb del Modelo Esindar predicen una desviani significante
frente al ME.
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Appendix

VALIDATION OF INPUT VARIABLES

In Figured B.1 td B.19, the distributions comparing data anchtdcCarlo predictions for all
the BDT input variables are shown in the signal regions asagdih the untagged control regions.
For the variables requiringiaquark jet, the leading jet is chosen in the untagged samples
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Figure B.1: Templates and validation plots comparing data and MC forrthet vari-
abIeEg?. Plots in the top are for 2 jet events, while plots in the bottare for 3 jet
events. Left and middle show events with at least bit@gged jet, and events in the
untagged control sample are shown in the right.
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Figure B.3: Templates and validation plots comparing data and MC foirtpet vari-

ableny . Plots in the top are for 2 jet events, while plots in the bottare for 3 jet
events. Left and middle show events with at least bi@gged jet, and events in the

untagged control sample are shown in the right.
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Figure B.4: Templates and validation plots comparing data and MC foirtpet vari-
ableM,,;, ;,. Plots in the top are for 2 jet events, while plots in the botere for 3 jet
events. Left and middle show events with at least bit@gged jet, and events in the
untagged control sample are shown in the right.
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Figure B.5: Templates and validation plots comparing data and MC foirtpet vari-
able A¢,,. Plots in the top are for 2 jet events, while plots in the bottare for 3 jet
events. Left and middle show events with at least bi@gged jet, and events in the
untagged control sample are shown in the right.
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Figure B.6: Templates and validation plots comparing data and MC foirtpet vari-
ableA¢;,,. Plots in the top are for 2 jet events, while plots in the bottare for 3 jet
events. Left and middle show events with at least bit@gged jet, and events in the
untagged control sample are shown in the right.
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Figure B.7: Templates and validation plots comparing data and MC foirtpet vari-
ableA¢;,,. Plots in the top are for 2 jet events, while plots in the bottare for 3 jet
events. Left and middle show events with at least bi@gged jet, and events in the
untagged control sample are shown in the right.
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Figure B.8: Templates and validation plots comparing data and MC foirtpet vari-
ableA¢;, .. Plots in the top are for 2 jet events, while plots in the bwottare for 3 jet
events. Left and middle show events with at least bit@gged jet, and events in the

untagged control sample are shown in the right.
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Figure B.9: Templates and validation plots comparing data and MC foirtpet vari-
ableA¢;,,. Plots in the top are for 2 jet events, while plots in the bottare for 3 jet
events. Left and middle show events with at least bi@gged jet, and events in the

untagged control sample are shown in the right.
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Figure B.12: Templates and validation plots comparing data and MC foritipet
variableEgl3 for 3 jet events. Left and middle show events with at leastietagged jet,
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Figure B.13: Templates and validation plots comparing data and MC forinpet
variable)V/; ;, for 3 jet events. Left and middle show events with at leastietagged
jet, and events in the untagged control sample are showminght.
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Figure B.14: Templates and validation plots comparing data and MC foritipet
variable/;, ;, for 3 jet events. Left and middle show events with at leastietagged
jet, and events in the untagged control sample are showringht.
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Figure B.18: Templates and validation plots comparing data and MC forinpet
variableAg¢,,, for 3 jet events. Left and middle show events with at leastietagyged
jet, and events in the untagged control sample are showringht.
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Figure B.19: Templates and validation plots comparing data and MC forinpet
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Appendix C

SEARCH FOR THE HIGGS BOSON IN

ASSOCIATIONWITHA W.

The Higgs boson particle is associated to the scalar fieldigiesl by the Higgs mecha-
nism @ ] in order to account for the masses ofltieand Z bosons, as well as for the fun-
damental fermions through the spontaneous electroweaknsymy breaking (see Section 2.11.3).
Although it has a strong theoretical grounding, it has natbgen observed because of its small
coupling L_S_}Z]. A low-mass Higgs boson (with a mass of 10@-G3V) is most easily seen at
the Tevatron in the associatéld H production mode, with th&” decaying semileptonically. This
process has the same final state as single top, but its prddiobss section is ten to a hundred

times smaller than that of the single top quark producti@ssisection.

Because the final state Bf H is the same as that of single top production, the same baakdro
estimate and analysis method as the single top analysisecasdd for the search of tH& H
production. The analysis described in this Apendix was ootetl with a data set of 2.7 fh [@],
using candidate event selection similar to the one destiib€haptetb but slightly modified to
be optimized to the Higgs signal. Because the two jets inlthié signature are expected to be
central (as opposed to thiechannel signature where one of the jets is expected to kipeal in
the forward direction), the jet selection (see Sedfionl§.®as reduced up tgy| < 2.0. The Higgs
Boson decays to & pair, therefore most of the sensitivity is expected to cornenfthe double
b-tagged sample. To increase sensitivity, a sedstayging algorithm called JetProlb__L{SO] was
introduced in such a way that the sample was divided in ttaggimg categories: the sample with
two SecVix tagged jets (SVSV), the sample with one SecVtgedget and the other jet tagged
by the JetProb algorithm (SVJP), and the sample with one &aegged jet with the second jet
not being tagged neither by the SecVix tagger nor by the detiRgger (SVnoJP). Furthermore,
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Figure C.1: MEBDT and combo discriminants for a Higgs mass of Ti&//c? in the
SVSV sample.

in order to increase acceptance in the doukiagged samples, the QCD veto (see Sedtion5.2.4)
was not applied in the SVSV and the SVJP samples.

A Boosted Decision Tree (MEBDT) technique (see Chalgter 8) wead ts discriminate the
W H signal from the backgrounds. The notation MEBDT undersctiresise of inputs derived
from the Matrix-Element approach developed in refere@i{_]_%] (see Sectidn 10.1.3). Matrix
Element probabilities are calculated for the backgrourgbliyeses and for tHé&” H production hy-
pothesis for different Higgs mass points (from X66V/ ¢? to 150GeV/c?, in a step of 5GeV/ ¢?).
A BDT was trained for each Higgs mass using kinematic inputizes (being the dijet mass the
most important one) as well as the ratios of the signal eveitgbilities to various combinations of
the background probabilities, and the event probabilisgdiminant as described in Equation 10.2
(using the Higgs event probability as signal and the singeevent probability as background).
The MEBDT discriminant trained for a Higgs mass of 128V/¢? is shown in Figur¢ C.I(R) for
events with two SecVtk-tagged jets.

An independent analysis based on Neural Networks (NN) wasloleed using exactly the

same candidate event selection [184]. Both analyses werbinethusing a Super Discriminant
(SD) technique similar to that described on Sedtion IDWith this combination the sensitivity is
improved by about 5-13% (depending on the Higgs mass poiet)tbe best individual analysis.
The SD discriminant is shown in Figure C.1(b) for events witb SecVix tags and a Higgs mass
of 115GeV/ c?.

Finding no evidence for a Higgs boson signal, a Bayesian Qniit ivas calculated for each
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Figure C.2: The expected and observed 95% C.L. upper limits on the Higgerbo
production cross section relative to the SM expectationtagioed from the SD com-
bination as a function of the Higgs boson mass.

mass hypothesis based on the combined binned likelihodaeoSD output distributions. A 95%
C.L. limit was determined such that 95% of the posterior dgriei ¢ x B(H — bb) falls below
the limit The limits are displayed graphically in Figure IC.2n observed (expected) 95% C.L.
limit of 5.6 (4.8) times the SM prediction of the productiass section was observed for a Higgs
boson mass of 115eV/ ¢? [E] (NLO theory predicts x B(H — bb) = 136 fb [@]).
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Appendix D

MUON GAP TRIGGERS

High pr muon triggers are essential for many interesting physiedyais at CDF, including
single top quark and Higgs searches. In Sedtioh 5.1, highuon triggers requiring a stub in both
the CMU and the CMP muon detectors (CMUP), and a stub in the CMXctetéCMX) have
been described. Additional muon categories were intradlutéhe analysis, including those with
a stub only in the CMU detector or in the CMP detector, through-ajets trigger. However, many
interesting acceptance is lost due to the trigger requingsnan the missing transverse energy and
on the jets (the efficiency of these requirements has beesurezhto be 40-50% in single top
Monte Carlo). Therefore, inclusive CMU-only and CMP-only mudggers, which compliment
the standard higlp; muon triggers, would be preferable to recover these everdst triggers
existed before the Tevatron 2007 shutdown, for both CMU-amnig CMP-only triggers, but rates
were too high at high luminosity and these trigger paths matdeen useful for physics analysis
so far. This appendix describes the work done to improveethdggers so that the trigger rates
were manageable enough to allow them to be included dursgekatron 2007 shutdown.

Phi—Gap Trigger

Gaps exist between each calorimeter wedge, and since the Giidbers are mounted in
the edge of these wedges these gaps also affect the CMU ceveragre is a 2.25 degree gap
every 15 degrees in in the CMU coverage. The—p positions of CMP-only muons are shown
in Figure[D.1. The central crack as well as the crack betwaeh ealorimeter wedge are clearly
visible in the figure.

Although, there is clearly a contribution to CMP-only muornsnh the central crack, it is less
than one third of all CMP-only muons. Tragkinformation is available at Level-1 and Level-2,
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Figure D.1: Then—¢ scatter of CMP-only muons. The CMU coverage has a large gap
where the East and West Calorimeter modules come togetlie?, adegree gaps every
15 degrees i which correspond the gaps between the calorimeter wedges.

which is useful to reduce the trigger rate by requiring tharaak point at the gaps in. On the
other hand, no track information was available at Level-1 and Level-2 at the tmh¢his work.
For this reason the CMP-only trigger only reclaims the muorte ¢ gaps and does not include
the central crack.

A Phi—-Gap trigger existed which required tracks to pointdoys the gaps in coincidence with
a CMP stub. Rates are very high in this trigger due to fakes. dn & the time this work began,
the Phi—Gap trigger was turned off for instantaneous lusities above 20 x 10%° cm™2s~1. Two
ways of reducing the rates were considered: tightening th€ Rhi—Gap extrapolation window,
and requiring a hit in the CSP scintillating system that mesdne CMP stub.

Muon triggers work by matching XFT tracks to the muon charabehich report a stub in
detectorp. This match is based on an extrapolation window i@]:

30’k 2
o= — | +02 (D.1)
pr

where3o,, is the 3 sigma multiple scattering term, amdis the misalignment parameter. Thg
parameter dominates at high so it is where improvement can be made for highleptons. The
default value of ther, parameter was set to 1.5 degrees earlier at CDF when highdsityrand
trigger rates were not a problem. A sampleZobosons with tight offline cuts which require one
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and only one good CMP muon was used for studying the efficiehtyeoCMP-only trigger as a

function of o,. Based on this study, a new value of 0.8 was takervfoin the Phi—-Gap trigger

keeping a trigger efficiency above 99%. This results in anedection on the order of 30% at high
luminosity.

The rate reduction obtained from the tighter matching neguoent is not enough to make the
Phi—Gap trigger safe to run at high luminosities. The CDFatetas equipped with a scintillating
counter detector of the same geometry as the CMP which has bega used. The CSP has a
smaller time window € 100 ns or less than 1 bunch crossing) than the CMP {00 ns or about
4 bunch crossings) and therefore may be useful to help retieceate of the CMP-only triggers.
The CSP also provides east-west discrimination where as thieé @és not. This will be useful
when stereo pointing is available at Level-2.

Before the CSP could seriously be considered as a valuabtgetrigquirement the timing
gates and counter efficiencies had to be checked. It was fiwatdhe CSP timing window was
unproperly set before the time of this work. Once the CSP tingates were corrected, it was
checked that the CSP trigger bit always fires when there is a @&Pd good muon.

Once the timing for the CSP is set its efficiency can be checkiere are 4 walls, in the north,
the south, the top and the bottom sides of the detector. Tiogeaties for each wall are shown in
FigurelD.2. The combined efficiency for all walls is about 93%

With efficiency understood and CSP timing properly set the G3®ady for use in the CDF
trigger system. In order to use it, a matching algorithm labd designed and incorporated in
the Level-2 trigger code. There is no simple one-to-oneespondence between the CMP stacks
and the CSP scintillation counters. This is especially die#re corners of the CMP (for instance,
where the top wall meets the north wall). Therefore, the matgwas derived from data. For
good muons, it was recorded how often each CSP scintillatgrhitain coincidence with each
CMP stack. The top four or five stack for each scintillator weduded in the matching table.
In the Level-2 code when a good CMP-XFT map is found, the hit foaphe CSP is generated
and converted to the corresponding CMP stack map. If the CMEk s$aon the list of stacks
corresponding to a CSP scintillator with a hit, then the e¥eas the L2 Phi-Gap trigger. The
algorithm was found to be 93% efficient for good CMUP muons. sTikiconsistent with the
inefficiency of the CSP counters and means the matching gigofunctions properly.

The CSP-CMP matching algorithm was included in a Phi-Gap and EMest trigger start-
ing in store 5562 (7/19/07). Therefore, data was taken wightest trigger before the 2007 shut-
down. The rate reduction in the CMP triggers of about a fact@ is observed at high instanta-
neous luminosity, as shown in Figure D.3.
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Figure D.3: Observed rate reduction for the Phi-Gap test trigger dueg@SP match-
ing requirement (top) and the ratio with to without the maigh(bottom). A rate re-
duction of about a factor of 6 is observed at high instantaaéaminosity.

Eta—Gap Trigger

Because of the rectangular geometry of the CMP detectors #rapwvith the CMU coverage
is not complete. The—¢ positions of CMU-only muons are shown in Figlre D.4. Most a&f th
CMU-only muons occur near the forward corners (ldrggof the CMP where the radial distance
from the beam axis is maximal.

A Eta—Gap trigger exists which requires a track to match a Cklild enly. Rates are high in
this trigger due to fakes. Since the CMU muon chambers are tedwery close to the edge of the
calorimeter wedges it is clear that punch through could b@blem. In fact, at the time this work
began, the Eta—Gap was turned off for instantaneous luitie®abovel 50 x 10%° cm 257!,

One possible way to reduce the CMU rate is to require hadron fiidi@g confirmation in the
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Figure D.4: Then—¢ scatter of CMU-only muons. Due to the rectangular geometry of
the CMP detector, coverage is not complete for the more fahnegions with respect
to the CMU.

tower where the CMU stub is reported. In preparation for agithiis functionality the efficiencies
of hadron TDC confirmation for good muons from Z bosons wadistl The results of Figute 3.5
show that the Hadron TDC confirmation is approximately 100cgmuons. This functionality
would need to be added to the Level-2 trigger code to use tldkeadal DCs in the on-line trigger.
It is not clear how much this will reduce the rate, and for nitwe, Eta-Gap triggers can be run with
minimal prescale without any improvements.

The Phi—Gap trigger trigger has been running properly sthee2007 Tevatron shutdown,
reaching an integrated luminosity that now exceeds 2fffhis sample has been recently included
in the search for the Higgs boson in the — WW channel at CD8]. Recent studies have
been performed in order to include this trigger in théZ channel as well, resulting in an increment
in the CMU sample size of the order of 10 times the size of the Cide from thef - +jets
trigger.
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Figure D.5: Efficiencies of the Hadron TDC confirmation for good muonsrird
boson decay. The efficiencies are close to 100%.
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Appendix E

MEASUREMENT OF |V;4| AND |Vig| AT
CDF

The importance of overconstraining the CKM matrix elementsigh energy physics has been
introduced in Section 2.1.3. In this thesis, a measurenfahedeast experimentally know matrix
elementV},| has been presented. Other poorly constrained elemente @M matrix, that can
be study at the Tevatron with an unprecedented level of gitetiare the matrix elements,|
and|Vi|. This elements can be extracted from measurements of theah&umesons g, with
qg = d,s for EZ and Ei) oscillations from particle to antiparticle due to flavdramging weak
interactions. The probability density, (P_) for aFS meson produced at proper time= 0 to
decay as %2 ( BY)) at a timet is given by

Py (t) = ie_t/“f [1 + cos(Am,t)], (E.1)

27,

whereAm, is the mass difference between the heBs?y, (CP odd) and Iigth ;. (CP even) weak
eigenstates of tth; mesor@ andr, is the lifetime, which is assumed to be equal for the two mass
eigenstates. The mass differences, andAm, are proportional tdV;,|* and|V;,4|?, respectively,
and can be used to extract these fundamental parametergveliguheoretical uncertainties limit
the precision ofV;,| and|V,4|. A more reliable constraint is provided by the rdfi¢,/V;s| where
several theoretical uncertainties are reduced. This imtioven by
T =g €2

wheremp, /mp, = 0.98390 E] is the precisely measured ratio of masses of the twiraled
mesons, and = 1.2173937 196] is determined from lattice QCD calculations. The mafferd

' andc is set to the unity and\m,, = m o ,, — mpo isreported in inverse picoseconds.
q, q,
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enceAm, is very well measuredm, = 0.50740.005 ps* ]. Recently, CDF Il presented the
first precise measurement &fim,: Am, = 17.31 T332 (stat.) =+ 0.07 (syst.)ps~! [ﬂ], based
on the analysis of 1h~'of data collected with the CDF Il detector at the Fermilab T The

probability that random fluctuations would produce a corapke signal was 0.2%3¢), which
was too large to claim an observation. In a second L | [CWF reported an update 91],
that uses the same data set and improved analysis techmicuégkice this probability t8 x 108

(> 50), yielding the observation of time-dependéhtoscillations. A more precise measurement
of Am, was reported:Am, = 17.77 =+ 0.10 (stat.) =+ 0.07 (syst.) ps~'. An overview of the
improved analysis is given in this Appendix.

The production of3 hadrons at the Tevatron is dominated by processes thatgeéblpairs.
Theb quark and antiquark are energetic enough that they are expectedgménat into3 hadrons
independently of one another. Alt species B~, B°, BY, B, b-baryons) are produced, with
10% of b quarks fragmenting intES ]. The trigger used in this analysis to select thesample
is based on two displaced tracks with transverse momeptum 2 GeV, > pr > 5.5 GeV, and
large impact parametéR0 < dy < 1000 pm.

To measure time-dependent oscillations, three specifredignts are required:

1. Flavor at the time of production: knowledge of whether the meson was produced BS a
or aES. We refer to this as “initial state flavor tagging” or simpl§dvor tagging.”

2. Flavor at the time of decay: knowledge of whether the meson was3a or FS when it
decayed. If the flavor of decay is different than (the saméhesflavor at production, thB,
is classified as “mixed” (“unmixed”).

3. Proper decay time: The proper decay time is the decay time of the hadron in itdrase.
Since aB, oscillates on average four times during its decay time,ithe tlependent obser-
vation of B, oscillations requires excellent proper time resolution.

The first two items listed above refer to the flavor of theat the time of production and decay.
We begin by reconstructing, decays in fully reconstructed hadronic mod§§O & Dfn~ and
B. — Dfa~ntr), partially reconstructed hadronic modés, (— D**x~, D** — Dt~/x°
andFS — D¥p~, p~ — 7 7°) and semileptonic modeﬁ?@ — Dj(*)l—ﬂl) using charged parti-
cles onI)B. In this analysis, the flavor at the time of decay is deterchim&ng charge correlations
among the final state particles, for examﬁog — Dfn~ versusB? — D;rn*. The flavor at the
time of production is more difficult to ascertain, and selézahniques have been developed to
perform this function. The effectiveness of a flavor tag iamfified by the ternyD?, where the
efficiencye is the fraction of decay candidates that are tagged, andiligod D = 1 — 2py,
wherepy, is the probability that the flavor tag is incorrect.

2References to a particular process imply that the chargegate process is included as well
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To perform this measurement, we must map out the oscillgdgrobability as a function of
decay time for at least a portion of the decay time spectrura.edch of the three items listed
above has experimental limitations, this analysis reguaege samples aB, decays with a good
signal-to-noise. To a good approximation, the significasfdde analysis is given as

|eD? Am?o? S
S~ T X exXp (— 5 ) X \/m, (ES)

with o, the average resolution of the proper decay time measureraedtS and B the num-

ber of reconstructed signal and background events, regplyctThis expression stress again the
importance of the tagging performance, time resolutiod,signal selection.

The B? meson candidates are reconstructed in reverse order ofdbeay chain, such that
the event tracks are fit foB daughter resonances which are progressively combineckiexth
pected topology of thé3? signal. This is true for both hadronic and semileptonic nsodAs
an illustrative example, we briefly delineate the recortdionm of the main hadronic decay mode
ES — Din=, Dy — ¢nt, ¢ — KTK~. For a given event, every pair of oppositely-charged
tracks is hypothesized to be a kaon pair and is fit in three @oas with requirements on the
kinematics and quality of the vertex. The resultihngandidate vertices are then combined with
an additional track, applying another set of selectioredgatto form a higher-level collection of
candidates. These candidates are assumed to be weaklyrdetaymesons, and the vectors de-
fined by their reconstructed momentum are combined witheéheaming available tracks to form
B? candidate vertices. In each step a new set of selectiomiaritecluding kinematics and decay
vertex fit quality, is applied.

For the hadronic decay event selection, six topologie8lof> D, 7" andB? — D 7w 7"
decays are reconstructed using a progressions similaetexample described above. Each of
the B — D_x"(7m—n") channels has the charm meson reconstructed in one of tiwsviog
final states:D; — ¢n~ (¢ — KTK™), Dy — K*(892)°K~ (K*(892)° — K*n~),or Dy —
7tx 7. First, candidates are pre-selected with loose selecéiquirements to a few powerful
variables as are the quality of the vertices, the impactrpater of the decay, or the transverse
momentum of theBY candidate. Further clean-up is applied to reduce contdimmérom BY
decays. In the evidence paper, background from these deeagsremoved by a stringent cut
on D, candidates consistent with tli¢ invariant mass. The use of particle identification, based
on the time-of-flight from the TOF detector and on & /dzfrom the COT, allowed to relax
this requirement in the observation paper leading to a anbat increase in signal efficiency.
The final selection is done with a Neural Network trained sajgdy for each decay mode using
the ROOTSNNS packagéﬁ.__.{%]. The training samples arglated events for the signal, and
events from a upper mass sideband (region of the mass spemivay from the fully reconstructed
signal and dominated by combinatorial background) for gamknd. Over 30 variables are used
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Figure E.1: Comparison between the NN-based selection and the cut-lsasattion
(a), and mass spectrum for the golden hadronic decay mode (b)

in the training of the NN, including kinematics variablesytex information, angular correlations
and particle identification information. Special care isstain order not to include variables with
mass dependence. The selection is optimized with a cut ohNkheutput that maximizes the
quantityS/+/S + B. The NN-based selections corresponds to a big improvemigmrespect to
the rectangular cut-based selection used in the evidermer,pas shown in Figufe E.I[a). This
figure show that events rejected by the cut-based seleatiopassing the NN-based selection are
mostly events in the signal peak, while events accepted &é\ctit-based selection and rejected
by the NN corresponds to background events, leading to a riamglr and purer NN sample in
comparison to the cut-based sample.

The cleanest mass spectrum is found for the decay chdithet Dy 7", D7 — ¢n—, and is
shown over a wide mass range in Figure E]J1(b). The main pegkitis narrow, with an excellent
signal-to-background ratio. In addition to the fully restmucted signal, the data sample contains
incompletely reconstructed hadronic decays. For thesem)dlde reconstructed topology excludes
one or more particles from the fuB? decay. This signal is “nearly” fully reconstructed and is
therefore a potential source of significant statistical @ow the measurement. This statistical
power is reduced by the increased level of background inaWwer mass range, but the expected
large size of signal content in these partially reconseédichodes makes them very valuable. The
primary partially reconstructed modes in tB&€ — D_ 7" topology areB? — D; p* andB? —
D:~x*. In the first casep™ — 77 #°, while in the second case:~ — D;~ or D, «°. In either
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case, the soft neutraglor 7° leaves no track in the SVX or COT detectors and is neglectelein t
reconstruction.

Three semileptonic decay modes are reconstructed in tHgsa'maE(s) — (X, with —
ot (0 — KTK™), — K (892)°K* (K (892)° — K n")and— =n*n 7t. The hadronic
and semileptonic decay modes are complementary. The bsggabkl sample corresponds to
61500 B, candidates in the semileptonic decay modes, &8t B, candidates in the partially
and fully reconstructed hadronic decay modes. Due to tlye laranching ratio, the semileptonic
decays provide a tenfold advantage in signal rate at theot@sgnificantly worsened decay-time
resolution due to the unmeasurednomentum. Semileptonic decays dominate the sensitivity to
oscillations at lower values ahm,. The fully reconstructed hadroni8, decays have superior
decay time resolution, and our large sample of these desdlis unique feature that makes CDF
sensitive to much larger values Afn, than other experiments.

The reconstructed decay time in tBe rest frame is = mpg, L,,/pr, whereL,, is the B, de-
cay flight distance in the transverse plane, pads the transverse momentum of the reconstructed
B,. For fully reconstructed decays, the only significant utaiety is due to the uncertainty on
L,,. Semileptonic and partially reconstructed hadronic de¢aye an important additional uncer-
tainty on the decay time due to the incomplete reconstmafdhe B, meson. The reconstructed
momentum in data is corrected by a factor= p" /pr(B;) which is determined from Monte
Carlo simulation, and whergs«" is the combineg of the observed particles (e.g. the lepton
and theD; in the case of semileptonic decays) andghéB;) is the truep; of the B, meson. The
average decay time resolution for fully reconstructed geta< o; >= 87 fs, which corresponds
to one fourth of an oscillation period dtm, = 17.8 ps~!. For semileptonic decays, is worse
due to the large missing transverse momentum of the prothattsvere not reconstructed, leading
to an effective resolution of about 150 fs.

The flavor of theB, at production is determined using both opposite-side aneksside flavor
tagging techniques. At the Tevatron, the dominant b-quaokiyction mechanisms produég
pairs. Opposite-side tags infer the production flavor of hgrom the decay products of the
hadron produced from the othérquark in the event. The charge from leptons, from jets, and
from identified kaons are used as tags, and the informatidheske three tags are combined into
a dedicated NN to construct a final opposite-side tag. Theidi is measured on a control data
sample, resulting in a combined opposite-side tag effeatigs 0 D? = 1.8 £ 0.1%.

Same-side flavor tags are based on the charges of asso@atietbp produced in the fragmen-
tation of theb quark that produces the reconstructed In the simplest picture of fragmentation,
theﬁg (BY) is expected to be accompanied by a neafby (KT). dFE/dz and time-of-flight
information is combined into a combined particle identifica likelihood to identify the kaon
associated with thé, production. A NN is used to combine the kaon particle idecdtfon like-
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Figure E.2: (a) Combined amplitude scan and (b) the logarithm of the @&tidkeli-
hoods forA =1andA =0(A = L(A=1)/L(A=0)).

lihood with kinematic quantities of the kaon candidate iateingle tagging variabl@&'. Tracks
close in phase space to tie candidate are considered as same-side kaon tag candaladese
track with the largest value @f is selected as the tagging track. The dilution of the same-isig

is predicted using MC simulated samples, and validatedguBin andFS control samples. The
effectiveness of this flavor tag is found to BB? = 3.7% (4.8%) in the hadronic (semileptonic)
decay sample. The fractional uncertainty«d is approximately 25%. If both a same-side tag
and an opposite-side tag are present, we combine the infiemfaom both tags assuming they
are independent.

To extract the maximum amount of information from the date,pgrform an unbinned maxi-
mum likelihood fit. In this fit, decay candidates enter theliikood with different weights. These
weights are based upon the properties of the signal verskgtzaind, the proper decay time res-
olution and the probability that the flavor tag is correct. ilhé dependent measurement of the
oscillation frequency is hard due to the fast oscillatiod doe to detector effects. Instead, a more
sensitive unbinned maximum likelihood fit is performed ie fhrequency domain introducing an
additional parameter, the amplitude into the likelihood model. Following the method described
in [@], we fit for the oscillation amplitudgl while fixing Am, to a probe value. Schematically,
in the description of the proper decay time model it enters-d$ + A - D - cos(Am,t)] e7/".
The oscillation amplitude is expected to be consistent Witk 1 when the probe value is the true
oscillation frequency, and consistent with= 0 when the probe value is far from the true oscil-
lation frequency. The sensitivity of the measurement isnéeffiby the maximum value akm,
whereA = 1 is excluded at 95% C.L. if the measured valuedoivere zero.
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Figure[E.2(d) shows the fitted value of the amplitude as atiiomof the oscillation frequency
for all decay modes combined. The sensitivity is 31.3'p#t Am, = 17.75 ps~!, the observed
amplitudeA = 1.21 + +0.20 is consistent with unity, indicating that the data are cotity@awith
BQ-P? oscillations with that frequency, while the amplitude isdnsistent with zero:A/o 4 =
6.05 standard deviations from zero.

To measure\m, and to assess the significance of the signal, we use logaoithine ratio of
likelihoods A = log[£A=°/LA=Y(Am,)], where LA~ (Am,) is the likelihood of the data under
the hypothesis thaf\m, is the true mixing frequency. The likelihoo®“=? is independent of
Am,g and represents the likelihood fgr = 0, which is equivalent to oscillations withm, = oc.
Figureg E.2(H) shows the value afas a function ofAm,. The minimal observed value = —17.26
is found atAm, = 17.77 ps~!. The significance of this signal is quantified by the probighihat
the observed minimum value of = —17.26, or a smaller one, would be produced at any value
of Am, in case of random tags. This probability is evaluated by agpg 350 million times
the likelihood scan on the data while using randomized flasgrdecisions, 28 of these scans
have A < —17.26, corresponding to a probability &f x 10~ (5.40). To measureAm,, a fit
for the oscillation frequency is performed while fixitgg= 1. This results in a measure‘ﬁﬁ-ﬁg
oscillation frequency oAm, = 17.77 £0.10 (stat.) +0.07 (syst.) ps—!. This measurementis used

to extract the ratio of the CKM matrix elements,/Vi,| = 0.2060 +0.0007(exp.) T0 oous (theor. ).
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