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#### Abstract

We introduce a new definition of distinguished trajectory that generalizes the concepts of fixed point and periodic orbit to aperiodic dynamical systems. This new definition is valid for identifying distinguished trajectories with hyperbolic and nonhyperbolic types of stability. The definition is implemented numerically and the procedure consists of determining a path of limit coordinates. It has been successfully applied to known examples of distinguished trajectories. In the context of highly aperiodic realistic flows our definition characterizes distinguished trajectories in finite time intervals, and states that outside these intervals trajectories are no longer distinguished.
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This paper attempts to generalize the concepts of fixed point and periodic orbit to time dependent aperiodic dynamical systems. Fixed points and periodic orbits are keystones for describing solutions of autonomous and time periodic dynamical systems, as the stable and unstable manifolds of these hyperbolic objects form the basis of the geometrical template organizing the description of the dynamical system. The mathematical theory of aperiodic dynamical systems is far from complete. In this context, this work deals with a general definition that encompasses the concepts of fixed point and periodic orbit and which when applied to finite time and aperiodic dynamical systems identifies special trajectories that play an organizing role in the geometry of the flow.

## I. INTRODUCTION

In recent years the theory of dynamical systems has provided a useful framework for describing transport in fluid flows. Since the seminal work by Aref ${ }^{1}$ on chaotic advection much progress has been made both in theory and applications. Dynamical systems techniques were first applied to Lagrangian transport in the context of two-dimensional, time-periodic flows ${ }^{2}$ and stationary 3D flows such as the ABC flow. ${ }^{3}$ More recently these techniques have been extended to describe aperiodic flows ${ }^{4-6}$ and finite timedependent flows, such as, those rising in geophysical applications. ${ }^{7,8}$ However, the mathematical theory for both aperiodic time-dependent flows and finite time aperiodic flows is far from being completely developed.

For stationary flows the idea of fixed point is a key for describing geometrically the solutions. Fixed points may be classified as hyperbolic or nonhyperbolic depending on their stability properties. Stable and unstable manifolds of hyperbolic fixed points organize the phase portraits of the flow away from the region close to the fixed points. ${ }^{9,10}$ These manifolds comprise, respectively, the trajectories that ap-

[^0]proach the fixed points as time tends to plus or minus infinite. As they are formed of trajectories they act as barriers to transport as particles cannot cross them without violating the uniqueness of the solution. They are useful because they allow qualitative predictions for the evolution of sets of initial conditions avoiding explicit integration of initial conditions on the whole domain. Hyperbolic fixed points and their stable and unstable manifolds are the basic notions used for the geometrical description of flows in autonomous dynamical system.

The concept of the fixed point is extended to time periodic flows by means of the Poincaré map, as periodic orbits with period $T$ become fixed points of the Poincaré map. For hyperbolic periodic orbits there also exists stable and unstable manifolds that are geometric objects that organize the global dynamics. Again they are, respectively, the sets of orbits asymptotically approaching the periodic orbit as time tends to plus or minus infinity.

Aperiodic flows are still poorly understood, as theory that is well established for autonomous or periodic flows do not apply to them directly. For instance, there exists efforts in the mathematical community to extend the well known concept of bifurcation for stationary flows to nonautonomous systems. ${ }^{11,12}$ To gain insight on the geometrical structure of aperiodic flows, concepts, such as, Lyapunov exponents are used, however these are defined strictly on infinite time systems. Realistic flows, like those arising in geophysics or oceanography, are not infinite time systems and for their description, finite time versions of the definition of Lyapunov exponents, such as, finite size Lyapunov exponents (FSLE) (Ref. 13) and finite time Lyapunov exponents (FTLE) (Refs. 14 and 15) are used. Special trajectories, such as, detachment and reattachment points, ${ }^{16}$ are observed in highly aperiodic or turbulent flows. In particular these separation trajectories occur on the boundaries in simplified ocean models ${ }^{17}$ and also in technological applications in air foil design. ${ }^{18}$ Recent articles by Ide et al. and Ju et al. ${ }^{19,20}$ referring to these special trajectories introduce the concept of distinguished hyperbolic trajectory (DHT) which encompasses not only trajectories on the boundaries, but also special trajectories in the
interior of the flow. DHT are hyperbolic trajectories that, like hyperbolic fixed points and periodic orbits, have stable and unstable manifolds that are key for describing geometrically the solutions on the phase space. This generalization is an important step forward in the study of aperiodic flows, as it is a powerful tool for describing transport in realistic oceanographic flows. ${ }^{7,8,21,22}$ Distinguished hyperbolic trajectories as defined in Refs. 19 and 20 are computed from hyperbolic instantaneous stagnation points (ISPs) by means of an iterative procedure. If instantaneous stagnation points bifurcate and do not persist for all times the technique developed in Refs. 19 and 20 cannot be applied in those time intervals, leaving many questions unanswered, such as, what happens to the distinguished trajectories at those times, for distinguished hyperbolic trajectories are trajectories, and as trajectories exist at all times. In fact, Ref. 7 provides examples of vector fields with exact distinguished hyperbolic trajectories that exist on time intervals without hyperbolic ISP. References 7 and 8 discuss the impossibility of this technique for tracking DHTs after ISP bifurcations and as a consequence the difficulties in establishing whether DHTs obtained at different times are part of the same trajectory or not.

In this paper, following ideas discussed in Refs. 7, 19, and 20 , we propose a new definition of distinguished trajectory (DT) which generalizes the concepts of fixed point and periodic orbit to aperiodic flows. We have taken the liberty of calling them distinguished as in Refs. 7, 19, and 20, since although the definitions are not strictly equivalent, it is found that the studied hyperbolic trajectories are encompassed by both definitions. We remark that our notion has the advantage over the method proposed in Refs. 19 and 20 that the DTs may be computed without the presence of hyperbolic instantaneous stagnation points. Our definition does not depend on the dimension $n$ of the space on which the vector field is defined and is valid both for hyperbolic and nonhyperbolic types of stabilities. Nonhyperbolic DTs have not been studied in Refs. 19 and 20 and in this sense our definition is broader than that proposed there. In particular, we will show that exact nonhyperbolic periodic orbits fall within the category of distinguished trajectories. Trajectories of this type could be of special interest for their applications in oceanography, as they are related to eddies and vortices. Ocean eddies are well studied. ${ }^{23}$ Frequently they are long lived, and water trapped inside can maintain its biogeochemical properties for a long time, being transported with the vortex. In steady horizontal velocity fields, the presence of closed streamlines is the mathematical reason for the isolation of the vortex core from the exterior fluid. In the two-dimensional, incompressible, time-periodic velocity fields the KAM tori enclose the core, a region of bounded fluid particle motions that do not mix with the surrounding region. ${ }^{4}$ But how can one define an eddy from the Lagrangian point of view in aperiodic flows? This is still an open question ${ }^{22,24}$ for which we will discuss new possibilities suggested by the definitions given in this paper.

The structure of the paper is as follows: Section II introduces the definition of distinguished trajectory and explains its motivation in the context of 1D examples. Section III explains the algorithm used to verify the applicability of our
definition of distinguished trajectories to the solutions of the periodically forced Duffing equation. Details about technical issues arising from implementation of the definition are given. Section IV reports the results obtained in several other 2D and 3D examples, both periodic and nonperiodic, hyperbolic and nonhyperbolic. Section V discusses results on realistic flows. Attention is paid to open questions on distinguished trajectories, such as, those mentioned above and pointed out in Refs. 7 and 8. Finally, Sec. VI presents the conclusions.

## II. DISTINGUISHED TRAJECTORIES: A DEFINITION

We start by recalling the definition of distinguished hyperbolic trajectory provided in Ref. 19. Given the system

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=\mathbf{D} \mathbf{x}+g^{N L}(\mathbf{x}, t), \quad \mathbf{x} \in \mathbb{R}^{n} \tag{1}
\end{equation*}
$$

Let $\mathbf{x}(t)$ be a trajectory of Eq. (1) that remains in a bounded region for all time. Then $\mathbf{x}(t)$ is said to be a distinguished hyperbolic trajectory if

1. it is hyperbolic,
2. there exists a neighborhood $\mathcal{B}$ in the flow domain having the property that the DHT remains in $\mathcal{B}$ for all time, and all other trajectories starting in $\mathcal{B}$ leave $\mathcal{B}$ in finite time, as time evolves in either a positive or negative sense,
3. it is not a hyperbolic trajectory contained in the chaotic invariant set created by the intersection of the stable and unstable manifolds of another hyperbolic trajectory.

Remark 1: If the data span only a finite time interval, then the DHT cannot be determined uniquely. Instead, there is a small region in $\mathcal{B}$ where the DHT can exist.

In Ref. 19 this setup is extended to general vector fields as follows. Coordinate transformations are sought which put the system in the form of Eq. (1) and then the previous definition is applied.

We give now our definition of distinguished trajectory for a general vector field,

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=\mathbf{v}(\mathbf{x}, t), \quad \mathbf{x} \in \mathbb{R}^{n}, t \in \mathbb{R} . \tag{2}
\end{equation*}
$$

We assume that $\mathbf{v}(\mathbf{x}, t)$ is $C^{r}(r \geqslant 1)$ in $\mathbf{x}$ and continuous in $t$. This will allow for unique solutions to exist, and also permit linearization, although linearization will not be used in our construction.

Before giving our definition of DT, we first need to introduce some notation and to make some definitions. Let $\mathbf{x}(t)$ denote a trajectory of the system (2) and denote its components in $\mathbb{R}^{n}$ by $\left(x_{1}, x_{2}, \ldots x_{n}\right)$. For any initial condition $\mathbf{x}^{*}$ in an open set $\mathcal{B} \subset \mathbb{R}^{n}$, consider the function $M: \mathcal{B} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
M\left(\mathbf{x}^{*}\right)_{t^{*}, \tau}=\int_{t^{*}-\tau}^{t^{*}+\tau} \sqrt{\sum_{i=1}^{n}\left[\frac{d x_{i}(t)}{d t}\right]^{2}} d t \tag{3}
\end{equation*}
$$

$M$ is the function that associates to each initial condition $\mathbf{x}^{*}$ in $\mathcal{B}$ the arc length of the trajectory that passes through $\mathbf{x}^{*}$ at time $t^{*}$. The arc length of the trajectory is considered over its projection in the phase space $\left(x_{1}, x_{2}, \ldots x_{n}\right)$ and depends on


FIG. 1. Solutions (6) for different initial conditions $x^{*}$. (a) Solutions for positive times $t>0$. (b) Solutions for positive and negative times.
$t^{*}$ and $\tau$. As the function $M$ is defined over an open set it does not necessarily attain a minimum, but if it does, the minimum is denoted by $\min \left(M\left(\mathbf{x}^{*}\right)_{t^{*}, \tau}\right)$.

Definition 2: ( $\tau$-distinguished trajectory). A trajectory $\gamma(t)$ of Eq. (2) is $\tau$-distinguished at time $t^{*}$ if there exists an open set $\mathcal{B}$ around $\gamma\left(t^{*}\right)$ on which the defined function $M\left(\mathbf{x}^{*}\right)_{t^{*}, \tau}$ has a minimum and

$$
\begin{equation*}
\min \left(M\left(\mathbf{x}^{*}\right)_{t^{*}, \tau}\right)=M\left(\gamma\left(t^{*}\right)\right)_{t^{*}, \tau} \tag{4}
\end{equation*}
$$

## A. A discussion of the definition

The elements of the above definition deserve a detailed justification. We illustrate our explanations with examples in 1D. First we consider an example taken from Refs. 19 and 25. It is the linear one-dimensional nonautonomous dynamical system given by

$$
\begin{equation*}
\frac{d x}{d t}=-x+t \tag{5}
\end{equation*}
$$

For this example we consider the DHT reported in Ref. 19, which is given by $x=t-1$. This is the particular solution of the linear equation (5) towards which all trajectories decay. The solution through the point $x^{*}$ at $t=0$ is given by

$$
\begin{equation*}
x(t)=t-1+e^{-t}\left(x^{*}+1\right) . \tag{6}
\end{equation*}
$$

Figure 1(a) displays several trajectories starting at times ranging from $t=0$ to $t=4$ and Fig. 1(b) displays the same, but starting at time $t=-4$. Note that in this case part of the trajectories are out of the displayed domain. For each initial condition the function $M$ provides the length of the projection of the trajectory over the $x$-axis in the range of times $[-\tau, \tau]$. Geometrically it is clear that in this example the function $M$ should have a minimum for a certain $x$ value and that this value depends on $\tau$. Ideally the minimum of $M$ should coincide with the position of the DHT at $t=0$, however this would not be possible if in the definition of $M$ only positive times were considered, i.e., if the limits of the integration were $(0, \tau)$ the dashed trajectory in Fig. 1(a) would have a lower projection in positive times than the particular solution. An analogous problem would be encountered where only negative times are considered, that is, if the limits of the integration would have been $(-\tau, 0)$. To determine precisely the position of the DHT at $t=0$, both positive and negative times must be considered in the definition of $M$. Figure 1(b) confirms that with this choice the dashed trajectory cannot be distinguished as it increases its projection in negative times. Figure 2(a) displays the function $M\left(x^{*}\right)_{t=0, \tau}$ evaluated along the trajectories (6), for several $\tau$ values. Figure 2(b) displays


FIG. 2. (a) Function $M\left(x^{*}\right)_{t=0, \tau}$ evaluated over the solutions (6). Dashed line $\tau=3$, solid line $\tau=4$. (b) Position of the $x^{*}$-coordinate at the minimum of the function $M_{t=0, \tau}$ as a function of $\tau$. The horizontal dashed line marks the position of the DHT.


FIG. 3. Position of the $x^{*}$-coordinate at the minimum of the function $M_{t=0, \tau}$ as a function of $\tau$. The function $M_{t=0, \tau}$ is considered for the solutions in Eq. (8). The horizontal dashed line marks the position of the DHT.
the position of the minimum of the function $M_{t=0, \tau}$ as a function of $\tau$. These minima correspond to the positions of the $\tau$-distinguished trajectories at $t=0$ and as $\tau$ increases they approximate the coordinate of the DHT at this time, which is at $x^{*}=-1$. The pair $\left(t^{l}, \mathbf{x}^{l}\right)$ formed by the time at which $M$ is computed and the value of the coordinate $\mathbf{x}^{l}$ to which the minimum of the function $M_{t^{l}, \tau}$ converges for increasing $\tau$ is called the limit coordinates. Figure 2(b) illustrates the idea of approaching a point $\left(t_{0}, \mathbf{x}_{0}\right)$ of the distinguished trajectory by means of the limit coordinates. In practice the convergence to the limit coordinates cannot be examined in the limit $\tau$ $\rightarrow \infty$, either because it is impracticable in a numerical implementation, or because in the large $\tau$ limit errors accumulate, or simply because the dynamical system is defined by a finite time data set. For these reasons the convergence to the limit coordinates will be tested up to a finite $\tau$.

Figure 2(b) raises the question: What controls the rate of the convergence of the minima of $M$ to the coordinates of the DHT? It is hard to answer this question rigorously for a vector field as general as in Eq. (2). However, some insight may be provided by particular examples. For instance, the system

$$
\begin{equation*}
\frac{d x}{d t}=-2 x+2 t-1 \tag{7}
\end{equation*}
$$

has the same DHT as Eq. (5). Its solution through the point $x^{*}$ at $t=0$ is given by

$$
\begin{equation*}
x(t)=t-1+e^{-2 t}\left(x^{*}+1\right) \tag{8}
\end{equation*}
$$

Here the decay of the solution towards the DHT is faster due to the presence of the exponential term $e^{-2 t}$. Figure 3 shows that in this case the rate of the convergence of the minima of $M$ towards the coordinates of the DHT at time $t=0$ is also faster than before. However there exist systems in which the exponential decay of the solution is not a determining factor affecting the rate of the convergence of the minima of $M$ to the coordinates of the DHT. For instance, in autonomous systems fixed points are the DTs, and clearly they are mini-
mizers of $M$ for any $\tau>0$ whatever is the exponential rate of growth or decay of the nearby solution.

In these examples the function $M$ has a unique minimum, but as we will see the situation will not always be so simple when nonlinearities are involved in the vector field. Also it is important to notice that the function $M$ obtained at different $\tau$ values has been used to obtain the limit coordinates $\left(t_{0}^{l}, \mathbf{x}_{0}^{l}\right)$ and that these approach the $\mathbf{x}_{0}$ coordinate of DHT at a given time $t_{0}$ (here $t_{0}=t_{0}^{l}$ ). Once this is obtained, approaching the DHT at later times $t_{k}=t_{0}+k \Delta t$ would require applying the same procedure to get the limit coordinates $\left(t_{k}^{l}, \mathbf{x}_{k}^{l}\right)$. We remark here that the proposed algorithm does not ensure that the set of limit coordinates $\left(t_{k}^{l}, \mathbf{x}_{k}^{l}\right)$ are in fact part of a trajectory. Later we will see that in practice, in many examples these points approach a true trajectory, however in realistic aperiodic flows this has to be verified a posteriori. These considerations lead us to the definition of a distinguished trajectory.

Definition 3: (Distinguished trajectory). A trajectory $\gamma(t)$ is said to be distinguished with accuracy $\epsilon(0 \leqslant \epsilon)$ in a time interval $\left[t_{0}, t_{N}\right]$ if there exists a continuous path of limit coordinates $\left(t^{l}, \mathbf{x}^{l}\right)$, where $t^{l} \in\left[t_{0}, t_{N}\right]$, such that,

$$
\begin{equation*}
\left\|\gamma\left(t^{l}\right)-\mathbf{x}^{l}\left(t^{l}\right)\right\| \leqslant \epsilon, \quad \forall t^{l} \in\left[t_{0}, t_{N}\right] . \tag{9}
\end{equation*}
$$

Here ||.|| represents the distance defined by

$$
\|\mathbf{a}-\mathbf{b}\|=\sqrt{\sum_{i=1}^{n}\left(a_{i}-b_{i}\right)^{2}} \quad \text { with } \mathbf{a}, \mathbf{b} \in \mathbb{R}^{n}
$$

In the numerical exploration of this definition we will replace the continuous path of limit coordinates $\left(t^{l}, \mathbf{x}^{l}\right)$ and the continuous trajectory $\gamma(t)$ by discrete representations $\left(t_{k}^{l}, \mathbf{x}_{k}^{l}\right)$ and $\gamma\left(t_{k}^{l}\right)$, where $t_{0} \leqslant t_{k}^{l} \leqslant t_{N}$. By definition 3 any trajectory is distinguished for sufficiently large $\epsilon$, however the interesting distinguished trajectories are those for which $\epsilon$ is close to zero, which means it is of the order of the accuracy in which $\gamma\left(t_{k}^{l}\right)$ and $\mathbf{x}^{l}\left(t_{k}^{l}\right)$ are numerically determined, or zero, if an exact expression is known for both.

Underlying definitions 2 and 3 is the geometrical idea that distinguished trajectories, which act as organizing centers of the flow in phase space, are those that "move less" (in a certain sense) than other nearby trajectories. This property of "moving less" is satisfied by minima of the function $M$ as it measures the length of the displacement in phase space of a trajectory forwards and backwards in time. In fact this property is related somehow to property (2) of the definition provided in Ref. 19 and presented at the beginning of Sec. II, as the trajectory that "moves least" is not expected to leave the neighborhood $\mathcal{B}$.

Definitions 2 and 3 are made for a general dynamical system in any dimension $n$. The purpose of this paper is the exploration of these definitions, but more in an illustrative than demonstrative way, as it is impossible to provide examples for every possible $n$, and one cannot deal with every possible example at a given $n$. Even if one wants to provide a rigorous formal proof that the definition recovers specific trajectories, such as, periodic orbits (it is not obvious that in general they have to satisfy our definition), this has to be done with some further hypotheses on the vector field and
proofs will not be valid beyond the assumed hypotheses. Therefore we restrict the discussion to dimensions up to 3 , as these are the dimensions important for geophysical flows, which are what originally motivated the definition. However it is sensible to make the same definition for any dimension $n$, as it is clear that it works for autonomous systems of any dimension. Fixed points are the kind of trajectory expected to be recovered by the definition and they do not move at all in the phase space. For these $M=0$, while $M>0$ for any other trajectory in the neighborhood which is not a fixed point.

We conclude this section with some remarks. First, it is not guaranteed a priori that for an arbitrary vector field, satisfying only some rather general hypotheses such as those of Eq. (2), the function $M$ will have a minimum, however this is not a problem from the point of view of the definition. For instance the same thing happens for general nonlinear autonomous systems. In these systems fixed points are perfectly defined although one does not know a priori if such points exist for arbitrary examples. If they exist, it is possible to find them by either solving the nonlinear equation $\mathbf{v}(\mathbf{x})=0$, or by applying definitions 2 and 3. In the same way one does not know a priori if distinguished trajectories exist for a general vector field, however if they exist they can been found with the tools proposed in this article. Second, even if a path of limit coordinates is found, it is not guaranteed that it will be a trajectory, although if that is the case then from definition 3 follows that this trajectory is distinguished. Third, one might think that if limit coordinates are found at $t_{0}$ that approach with great accuracy a point of an existing DT, then the iterative procedure described above for finding a set of limit coordinates $\left(t_{k}^{l}, \mathbf{x}_{k}^{l}\right)$ approaching the DT at later times is an unnecessary computational effort, as those coordinates could have been equally well obtained by integrating forwards the initial data. However there exist examples such as a hyperbolic DT in dimension greater than one with at least 1D unstable manifold, that cannot be integrated like this, as the integrated trajectory will eventually leave the neighborhood of the DT through the unstable manifold no matter how small the initial error is. In summary, the proposed methodology based on limit coordinates provides a systematic way of finding DT, which can be elusive and difficult to obtain. We will discuss these issues in detail in later sections.

## III. A NUMERICAL ALGORITHM

In this section we propose an algorithm for computing a path of limit coordinates in a time interval, and we verify that it is close to a DT of a known example. For this purpose we calculate, at increasing $\tau$ values, the minimum of the function $M_{t=0, \tau}(\mathbf{x})$ for $\mathbf{x}$ in an open set in $\mathbb{R}^{n}$. The method is illustrated in a 2D case, the periodically forced Duffing equation,

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=x-x^{3}+\varepsilon \sin (t), \tag{10}
\end{equation*}
$$

where $\varepsilon$ is a small parameter. The hyperbolic fixed point of the unperturbed autonomous system (i.e., $\varepsilon=0$ ) is at the origin $\mathbf{x}=(0,0)$. For small $\varepsilon$, it is possible to compute by per-


FIG. 4. Contour plot of the function $M_{t=0, \tau=2}(\mathbf{x})$ in the open set $\mathcal{D}=(-0.2,0.2) \times(-0.2,0.2)$. The minimum corresponds to the black tone.
turbation theory (see Ref. 26), the following periodic trajectory which stays close to the origin:
$\mathbf{x}_{\mathrm{DHT}}(t)=-\frac{\varepsilon}{2}\binom{\sin t}{\cos t}-\frac{\varepsilon^{3}}{40}\binom{2 \sin ^{3} t+\frac{3}{2} \sin t \cos ^{2} t}{\frac{3}{2} \cos ^{3} t+3 \sin ^{2} t \cos t}+\mathcal{O}\left(\varepsilon^{5}\right)$.

For $\varepsilon=0.1$, Eq. (11) is accurate up to the fifth digit. This trajectory is identified as distinguished in Ref. 19, for this reason we have labelled it a DHT. Substituting the expression,

$$
\begin{equation*}
\mathbf{x}=(x, y)=\mathbf{x}_{\mathrm{DHT}}(t)+\left(\xi_{1}, \xi_{2}\right) \tag{12}
\end{equation*}
$$

into Eq. (10) and by dropping the nonlinear terms, one finds that the linearized equations have two linearly independent solutions in terms of which the time evolution of the components $\left(\xi_{1}, \xi_{2}\right)$ is

$$
\begin{equation*}
\left(\xi_{1}, \xi_{2}\right)=\alpha e^{t}\binom{1 / \sqrt{2}}{1 / \sqrt{2}}+\beta e^{-t}\binom{-1 / \sqrt{2}}{1 / \sqrt{2}}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{13}
\end{equation*}
$$

Equation (13) confirms the hyperbolicity of the solution (11).
This explicit expression for the distinguished hyperbolic trajectory is a benchmark for testing the utility of our definition. The procedure starts by determining the coordinates of $\mathbf{x}_{\text {DHT }}$ at time $t=0$. We consider the open set $\mathcal{D} \subset \mathbb{R}^{2}$, defined by $\mathcal{D}=(-0.2,0.2) \times(-0.2,0.2)$ and in the function $M_{t=0, \tau}(\mathbf{x})$ we take $\tau$ to be 2 . Figure 4 displays a contour plot of $M_{t=0, \tau=2}(\mathbf{x})$ which has a minimum at $\mathbf{x}$ $=\left(0,-5.7057 \times 10^{-2}\right) . M_{t=0, \tau=2}(\mathbf{x})$ quantifies displacements of particles in phase space, and its minimum corresponds to the initial condition that "moves less" over the $\tau$ interval $[-2,2]$. As noted in the previous section, when the value of $\tau$ is increased, the position of the minimum gets closer and closer to the coordinates of the DHT at $t=0$. Figure 5 shows contour plots of the function $M$ for several $\tau$ values. Figure 5(a) displays a typical hyperbolic structure for $M$ for $\tau=5$ where the directions of the stable and unstable manifolds are easily recognized. In Fig. 5(a) the function $M$ has a unique minimum at $\mathbf{x}=\left(0,-4.979 \times 10^{-2}\right)$ while in Fig. 5(b) there appear


FIG. 5. Contour plot of the function $M$ in the open set $\mathbf{x} \in(-0.2,0.2) \times(-0.2,0.2)$. (a) $M_{t=0, \tau=5}(\mathbf{x}) ;$ (b) $M_{t=0, \tau=10}(\mathbf{x})$; (c) $M_{t=0, \tau=50}(\mathbf{x})$.
several minima for $\tau=10$. The global minimum in this picture corresponds to $\mathbf{x}=\left(0,-5.004256 \times 10^{-2}\right)$. Figure 6(a) compares the $x$-coordinate of $\mathbf{x}_{\mathrm{DHT}}$ as a function of time with trajectories having initial conditions at the global minima of $M_{t=0, \tau=2}$ and $M_{t=0, \tau=10}$. Taking as the initial condition the global minimum of $M_{t=0, \tau}$ for $\tau=10$ provides a trajectory that stays close to $\mathbf{x}_{\mathrm{DHT}}$ for a longer time interval than for $\tau=2$, which confirms that larger $\tau$ values more closely approach the coordinates of the DHT. Figure 5(c) displays the contour plot of $M_{t=0, \tau=50}(\mathbf{x})$. Its global minimum is at $\mathbf{x}$ $=\left(0,-5.003760 \times 10^{-2}\right)$. The associated trajectory depicted in Fig. 6(b) shows that this initial condition tracks the DHT for a longer time interval than those obtained for $\tau=2$ and 10 , however the figure shows that the integration of the DHT in $(-50,50)$ is not possible. In fact the associated trajectory stays close to the DHT only in the time interval $(-20,20)$. This confirms that results obtained for $\tau=50$ are the same as those obtained for $\tau=20$. In practice for a finite precision numerical scheme, such as, a fifth order Runge-Kutta used here, the approach to the DHT has an upper bound depending on $\tau$. This occurs because the stable and unstable manifolds of the hyperbolic trajectory magnify any initial error in


FIG. 6. (a) $x$-coordinate vs time for the DHT (thick solid line) and those trajectories integrated with initial conditions at the global minima of Fig. 5(a) (solid line) and Fig. 5(b) (dashed line); (b) $x$-coordinate vs time for the DHT (thick solid line), a trajectory integrated with initial condition at the global minimum of Fig. 5(c) (solid line) and a trajectory integrated at a nonglobal but relative minimum of the same figure (dashed line).
either negative or positive time and beyond this $\tau$-limit numerical errors dominate. The convergence towards the DHT is confirmed in Fig. 7 which displays the evolution of the coordinates $x$ and $y$ of the global minimum of $M$ as a function of the parameter $\tau$.

New minima appearing in Figs. 5(b) and 5(c) relate to the existence of different $\tau$-distinguished trajectories. As illustrated in Fig. 6(b), they correspond to trajectories which stay close to $\mathbf{x}_{\mathrm{DHT}}$ in a small time range contained in the interval $-\tau<t<\tau$, but which later fly apart from the DHT.

We now describe a numerical scheme to compute a path of limit coordinates. The algorithm has the following steps:

Step 1. Discretize the domain $\mathcal{D}$ at the initial time $t=t_{0}$ at which one wishes to compute a DT. For instance, the grid size of this domain in Fig. 4 is $101 \times 101$. The function $M$ is evaluated at each grid point for a given $\tau_{0}$.

Step 2. Search for the local minima of $M_{t_{0}, \tau_{0}}$ in the interior of the grid. These minima approach the coordinates of $\tau_{0}$-distinguished trajectories within the accuracy of the grid. In what follows we restrict our description to the case of a unique minimum, as this simplifies the description; the procedure is easily generalized to the case of multiple minima.

Step 3. Improve the approach of the coordinates of the $\tau_{0}$-distinguished trajectory up to precision $\delta$. For this purpose build up a $3^{n}$ grid centered on the candidate point provided by step 2 (for the 2 D case this is a $3 \times 3$ grid as Fig. 8 illustrates), setting the distance between nodes equal to $\delta$. Then evaluate $M_{t_{0}, \tau_{0}}$ at the points of the $\delta$-grid. If the minimum of $M_{t_{0}, \tau_{0}}$ is in the interior of the grid, then the coordinates of the $\tau_{0}$-distinguished trajectory are known to within $\delta$ accuracy. Otherwise the $\delta$-grid must be rebuilt centered on the boundary point where the minimum has been located, and $M_{t_{0}, \tau_{0}}$ must be re-evaluated in the new $\delta$-grid. This procedure stops when the minimum of $M_{t_{0}, \tau_{0}}$ is in the interior of the grid.

Step 4. Computing the limit coordinates at time $t_{0}$. Define a sequence of increasing $\tau$-values as follows: $\tau_{1}=\tau_{0}$ $+\Delta \tau$ and $\tau_{2}=\tau_{0}+2 \Delta \tau$. Then evaluate $M_{t_{0}, \tau_{0}}, M_{t_{0}, \tau_{1}}$ and $M_{t_{0}, \tau_{2}}$ on the $\delta$-grid. If the minimum is at an interior position for the three cases, then we consider that limit coordinates have been found within $\delta$ accuracy. We note that this is a necessary but not sufficient condition as one does not know $a$ priori the convergence rate to the distinguished trajectory. Although this criterion could be strengthened, it has been


FIG. 7. Evolution of the coordinates of the global minimum of $M$ vs $\tau$. (a) The $x$ coordinate; (b) the $y$ coordinate. These plots show the convergence to the DHT whose position is marked with a dashed horizontal line.
tested and found to be adequate for the examples explained in subsequent sections. If the condition defined above of having a minimum at an interior position for the sequence of $\tau$-values is not satisfied, then after replacing $\tau_{0}$ by $\tau_{1}$, we return to step 3 and then to step 4 . The loop between steps 3 and 4 is stopped when the condition of step 4 is satisfied for some $\tau_{k}$.

Step 5. Compute the limit coordinates at time $t_{1}=t_{0}$ $+\Delta t$. Once the limit coordinates have been approached at time $t_{0}$, they are integrated forward numerically up to time $t_{1}$. If the limit coordinates converge to a hyperbolic DT with an unstable manifold, the position $\mathbf{x}\left(t_{1}\right)$ obtained should deviate from the position of the DT at time $t_{1}$. In order to correct this, the procedure described above is repeated from step 3 onwards. For that purpose in the definition of $M, t_{0}$ is replaced by $t_{1}$ and the $\tau$-value is reset to $\tau_{0}$. The coordinates $\mathbf{x}\left(t_{1}\right)$ are the first approximation to the $\tau_{0}$-distinguished trajectory at time $t_{1}$. Once the limit coordinates are found for time $t_{1}$ it is possible to repeat the procedure to locate them at successive times $t_{2}, t_{3}, \ldots, t_{N}$.

The algorithm requires as inputs: an explicit expression for the dynamical system (2); the definition of the domain $\mathcal{D} \subset \mathbb{R}^{n}$; the initial and final times $t_{0}, t_{N}$ at which DTs are required, and the time step $\Delta t$ for intermediate times; the initial $\tau_{0}$ and the increment $\Delta \tau$; the precision $\delta$. As an output the algorithm gives a path of limit coordinates at the selected times $t_{k}$.

Next we discuss in more detail some technical aspects related to the implementation of the above algorithm. Steps 1 and 3 require evaluating $M_{t_{0}, \tau_{0}}$ as defined in Eq. (3). We explain how this is done for the contour plots displayed in Figs. 4 and 5 , which refer to the system (10) at $t_{0}=0$. Figure 9 shows a schematic projection onto the $\mathbb{R}^{2}$ plane of a possible trajectory $\mathbf{x}(t)$ of the system from $-\tau$ to $\tau$. As it was obtained numerically, only a finite number of points $(L)$ appear. This picture suggests the following discrete version of Eq. (3) for $M$ :


FIG. 8. A $\delta$-grid in $\mathbb{R}^{2}$. The center or interior point is marked with the white dot.


FIG. 9. A schematic projection onto the $R^{2}$ plane of a possible trajectory from $-\tau$ to $\tau$ with $L$ points.

TABLE I. Relative errors for several ellipse lengths, computed with a linear interpolation over $L$ points on the curve.

|  | Linear interpolation <br> Ratio between axes |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $L$ | 1 | 2 | 5 | 10 | 100 | 1000 |
| 10 | 8.16 | 8.80 | 9.48 | 9.73 | 9.99 | 10.00 |
| $10^{2}$ | 2.63 | 3.36 | 3.86 | 3.99 | 4.05 | 4.05 |
| $10^{3}$ | 0.83 | 1.08 | 1.24 | 1.29 | 1.31 | 1.31 |
| $10^{4}$ | 0.26 | 0.34 | 0.39 | 0.41 | 0.41 | 0.41 |
| $10^{5}$ | $8.34 \times 10^{-2}$ | 0.11 | 0.12 | 0.13 | 0.13 | 0.13 |
| $10^{6}$ | $2.64 \times 10^{-2}$ | $3.42 \times 10^{-2}$ | $3.94 \times 10^{-2}$ | $4.08 \times 10^{-2}$ | $4.14 \times 10^{-2}$ | $4.14 \times 10^{-2}$ |
| $10^{7}$ | $8.34 \times 10^{-3}$ | $1.08 \times 10^{-2}$ | $1.25 \times 10^{-2}$ | $1.29 \times 10^{-2}$ | $1.31 \times 10^{-2}$ | $1.31 \times 10^{-2}$ |
| $10^{8}$ | $2.64 \times 10^{-3}$ | $3.42 \times 10^{-3}$ | $3.95 \times 10^{-3}$ | $4.08 \times 10^{-3}$ | $4.14 \times 10^{-3}$ | $4.14 \times 10^{-3}$ |
| $10^{9}$ | $8.34 \times 10^{-4}$ | $1.08 \times 10^{-3}$ | $1.25 \times 10^{-3}$ | $1.29 \times 10^{-3}$ | $1.31 \times 10^{-3}$ | $1.31 \times 10^{-3}$ |

$M(\mathbf{x})_{0, \tau}=\sum_{j=1}^{L-1}\left(\int_{p_{i}}^{p_{f}} \sqrt{\left[\frac{d x_{j}(p)}{d p}\right]^{2}+\left[\frac{d y_{j}(p)}{d p}\right]^{2}} d p\right)$,
where the functions $x_{j}(p)$ and $y_{j}(p)$ represent a curve interpolation parametrized by $p$, and the integral

$$
\begin{equation*}
\int_{p_{i}}^{p_{f}} \sqrt{\left[\frac{d x_{j}(p)}{d p}\right]^{2}+\left[\frac{d y_{j}(p)}{d p}\right]^{2}} d p \tag{15}
\end{equation*}
$$

is computed numerically. In our case we use the Romberges method (see Ref. 27) of the order $2 K$ with $K=5$. It is clear that the accuracy of the evaluation of $M$ will depend on the number of points on the trajectory $L$, which is controlled by the size of the time step, $h$, of the integrator (a fifth order Runge-Kutta method) and on the interpolation scheme between points. Two interpolation methods are compared in Tables I and II. Results in Table I are obtained with linear interpolation between nodes. Results in Table II correspond to the interpolation method used by Dritschel ${ }^{28}$ in the context of contour dynamics, which has been successfully applied in Ref. 26 to the computation of invariant manifolds for aperiodic flows. This method interpolates a piece of the curve in Fig. 9 between consecutive nodes as follows:

$$
\begin{equation*}
\mathbf{x}_{j}(p)=\mathbf{x}_{j}+p \mathbf{t}_{j}+\eta_{j}(p) \mathbf{n}_{j} \tag{16}
\end{equation*}
$$

for $p_{i}=0 \leqslant p \leqslant p_{f}=1$ with $\mathbf{x}_{j}(0)=\mathbf{x}_{j}$ and $\mathbf{x}_{j}(1)=\mathbf{x}_{j+1}$, where

$$
\begin{align*}
& \mathbf{t}_{j}=\left(a_{j}, b_{j}\right)=\mathbf{x}_{j+1}-\mathbf{x}_{j}, \quad \mathbf{t}_{j} \in \mathbb{R}^{2},  \tag{17}\\
& \mathbf{n}_{j}=\left(-b_{j}, a_{j}\right), \quad \mathbf{n}_{j} \in \mathbb{R}^{2},  \tag{18}\\
& \eta_{j}(p)=\mu_{j} p+\beta_{j} p^{2}+\gamma_{j} p^{3}, \quad \eta_{j} \in \mathbb{R} . \tag{19}
\end{align*}
$$

The cubic interpolation coefficients $\mu_{j}, \beta_{j}$, and $\gamma_{j}$ are $\mu_{j}=-\frac{1}{3} d_{j} \kappa_{j}-\frac{1}{6} d_{j} \kappa_{j+1}, \quad \beta_{j}=2 d_{j} \kappa_{j}, \quad \gamma_{j}=\frac{1}{6} d_{j}\left(\kappa_{j+1}-\kappa_{j}\right)$, where $d_{j}=\left|\mathbf{x}_{j+1}-\mathbf{x}_{j}\right|$ and

$$
\kappa_{j}=2 \frac{a_{j-1} b_{j}-b_{j-1} a_{j}}{\left|d_{j-1}^{2} \mathbf{t}_{j}+d_{j}^{2} \mathbf{t}_{j}-1\right|}
$$

is the local curvature defined by the circle through the three points, $x_{j-1}, x_{j}$, and $x_{j+1}$.

Tables I and II show the errors in the computed lengths of the ellipses for different ratios of major to minor axis. The reference length is that obtained with GNU Octave version 2.1.73, as it provides 16 correct digits for the known circumference. The tables confirm that the Dritschel's method is

TABLE II. Relative errors for several ellipse lengths, computed with Dritschel interpolation over $L$ points on the curve.

| $L$ | Dritschel interpolation Ratio between axes |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 5 | 10 | 100 | 1000 |
| 10 | 0.99 | 0.67 | 0.33 | 0.25 | 0.26 | 0.27 |
| $10^{2}$ | $3.49 \times 10^{-2}$ | $1.37 \times 10^{-2}$ | $4.47 \times 10^{-3}$ | $2.81 \times 10^{-3}$ | $2.08 \times 10^{-3}$ | $2.61 \times 10^{-3}$ |
| $10^{3}$ | $1.11 \times 10^{-3}$ | $3.83 \times 10^{-4}$ | $9.20 \times 10^{-5}$ | $4.43 \times 10^{-5}$ | $2.23 \times 10^{-5}$ | $1.98 \times 10^{-5}$ |
| $10^{4}$ | $3.53 \times 10^{-5}$ | $1.17 \times 10^{-5}$ | $4.44 \times 10^{-6}$ | $5.23 \times 10^{-6}$ | $2.80 \times 10^{-7}$ | $7.01 \times 10^{-7}$ |
| $10^{5}$ | $1.12 \times 10^{-6}$ | $3.64 \times 10^{-7}$ | $2.17 \times 10^{-6}$ | $4.48 \times 10^{-6}$ | $5.45 \times 10^{-8}$ | $9.20 \times 10^{-7}$ |
| $10^{6}$ | $3.51 \times 10^{-8}$ | $1.14 \times 10^{-8}$ | $2.10 \times 10^{-6}$ | $4.46 \times 10^{-6}$ | $5.222 \times 10^{-8}$ | $9.22 \times 10^{-7}$ |
| $10^{7}$ | $1.11 \times 10^{-9}$ | $3.68 \times 10^{-10}$ | $2.10 \times 10^{-6}$ | $4.46 \times 10^{-6}$ | $5.21 \times 10^{-8}$ | $9.22 \times 10^{-7}$ |
| $10^{8}$ | $2.18 \times 10^{-11}$ | $1.30 \times 10^{-11}$ | $2.10 \times 10^{-6}$ | $4.46 \times 10^{-6}$ | $5.22 \times 10^{-8}$ | $9.22 \times 10^{-7}$ |
| $10^{9}$ | $3.72 \times 10^{-10}$ | $3.37 \times 10^{-10}$ | $2.10 \times 10^{-6}$ | $4.46 \times 10^{-6}$ | $5.22 \times 10^{-8}$ | $9.25 \times 10^{-7}$ |



FIG. 10. (a) Representation of both the distinguished hyperbolic trajectory (11) and its approximation obtained with the proposed numerical algorithm for $\varepsilon=0.1$; (b) distance between the exact and the numerical approach.
superior to linear interpolation and it is the one used to compute the function $M$. In the trajectory from $-\tau$ to $\tau$ the number of points $L$ is determined by the time step size of the Runge-Kutta method which is set to $10^{-2}$.

Another important element of the algorithm needing discussion is the value of the input parameters, in particular of $\tau_{0}$ and $\Delta \tau$. It is clear from Fig. 5 that large $\tau$ values are not convenient as they increase the roughness of the function $M$ and several local minima may appear in the neighborhood of a DHT that correspond to trajectories that stay close to it for some time. On the other hand it is clear that sufficiently large $\tau$ values are required to fix the coordinates of the DHT to within the prescribed accuracy. Combining these observations suggests the use of relatively small values for the initial $\tau_{0}$. In the example above $\tau_{0}=2$, provides, as a starting point, a smooth $M$ as that of Fig. 4. The increments should not be large. In practice we have chosen $\Delta \tau=\tau_{0} / 2$. This prevents us from stepping to a too rough $M$ before getting close enough to the sought after DHT. Some of the local minima appearing in Fig. 5(b) are just apparent and disappear with a more refined grid. However, as already observed, others belong to true $\tau$-distinguished trajectories, which are secondary and can be avoided if the increment of the $\tau$-values is conveniently small. These choices are found to be appropriate for determining with great accuracy the DHT in Eq. (11) by means of a path of limit coordinates. Figure 10(a) represents both the analytical DHT and the numerical limit coordinates and Fig. 10(b) displays the distance between the exact and the numerical approach, confirming that the DHT in Eq. (11) is also a DT in the sense of our definition 3 with accuracy $\epsilon=10^{-6}$. Other parameters in the algorithm are $\delta=10^{-6}$, step size in the Runge-Kutta method $h=10^{-2}, t_{0}=0, t_{N}=6$, and $\Delta t=0.01$. To locate the DHT with accuracy $\delta=10^{-6}$ requires increasing values of $\tau$ up to 15 , which is near the limit of the integration method. Figure 11 shows the maximum $\tau$ required at each $t_{k}$.

## IV. APPLICATIONS TO EXACT EXAMPLES

In this section we apply the algorithm explained in the previous section to selected examples.

## A. A nonhyperbolic distinguished trajectory

The unperturbed autonomous system (10) obtained with $\varepsilon=0$ has nonhyperbolic fixed points at $(-1,0)$ and $(1,0)$.


FIG. 11. Representation of the maximum $\tau$ required to approach the DT to within accuracy $\delta=10^{-6}$ vs time.


FIG. 12. Contour plot of the function $M$ in the open set $\mathbf{x} \in(-1.2,-0.8) \times(-0.2,0.2)]$. (a) $M_{t=0, \tau=10}(\mathbf{x})$; (b) $M_{t=0, \tau=300}(\mathbf{x})$.

Obviously these fixed points correspond to DTs which are also $\tau$-distinguished trajectories for all $\tau>0$. For the periodically forced system (10) with small $\varepsilon$ it is possible using perturbation theory to find periodic solutions close to these fixed points in a manner similar to the analysis of the hyperbolic example made in the previous section. For instance close to the point $(1,0)$ we find the periodic trajectory,
$x_{\mathrm{DET}}(t)=-\binom{1}{0}+\varepsilon\binom{\sin t}{\cos t}+3 \varepsilon^{2}\binom{\frac{1}{2} \cos ^{2} t}{-\sin t \cos t}+\mathcal{O}\left(\varepsilon^{3}\right)$.

This solution has not been considered distinguished in previous works, ${ }^{19,20}$ as these have been focused on hyperbolic trajectories and this solution, as is proved next, is not hyperbolic. However, in anticipation of its having the distinguished property, we have labelled it DET for two reasons. One is that it is periodic, and we expect periodic orbits to be distinguished, and second is that it is in clear correspondence to the elliptic fixed point $(-1,0)$ in the case $\varepsilon=0$, and fixed points are DTs.

To determine the stability of Eq. (20) we proceed as before, by substituting the expression

$$
\begin{equation*}
\mathbf{x}=(x, y)=\mathbf{x}_{\mathrm{DET}}(t)+\left(\xi_{1}, \xi_{2}\right) \tag{21}
\end{equation*}
$$

into Eq. (10). We find that the linearized system at order $\varepsilon^{0}$ is

$$
\begin{align*}
& \frac{d \xi_{1}}{d t}=\xi_{2}  \tag{22}\\
& \frac{d \xi_{2}}{d t}=-2 \xi_{1} \tag{23}
\end{align*}
$$

Therefore the linearized flow around $\mathbf{x}_{\mathrm{DET}}(t)$ evolves according to
$\left(\xi_{1}, \xi_{2}\right)=\alpha e^{i \sqrt{2} t}\binom{1 / \sqrt{3}}{i \sqrt{2 / 3}}+\alpha^{*} e^{-i \sqrt{2} t}\binom{1 / \sqrt{3}}{-i \sqrt{2 / 3}}+\mathcal{O}(\varepsilon)$,
which clearly is not hyperbolic. Here $\alpha$ and $\alpha^{*}$ are complex conjugate numbers.

We apply our algorithm to determine the limit coordinates approaching Eq. (20), as we want to verify whether definition 10 also works for time-dependent nonhyperbolic solutions. The following input is considered: $\mathcal{D}=(-1.2,-0.8) \times(-0.2,0.2), \tau_{0}=2, \Delta \tau=1, \delta=10^{-4}, t_{0}=0$, $t_{N}=6$, and time step $10^{-2}$ for the Runge-Kutta integrator. We note that the accuracy $\delta$ is not as demanding as before, since now the exact $\mathbf{x}_{\text {DET }}$ for $\varepsilon=0.1$ is only accurate up to the third digit. Figure 12 shows a rather different structure for the function $M$. An important feature is the smoothness of $M$ close to the DET even for large $\tau$. In Fig. 12(b) the differences between the rather flat region around the position of the DT given by Eq. (20), which appears in the dark tone, and the roughness of the outer part are remarkable. The irregularity of this region suggests that inside it nearby trajectories follow rather different paths as happens for chaotic motions, while the regularity of the central core suggests the existence of trapped trajectories circling around the DET. From this perspective the function $M$ for large $\tau$ seems a useful tool for fixing the boundaries of a Lagrangian eddy, different from the methods proposed in Refs. 22 and 24.

Figure 13 shows the rate of convergence to the global minimum of $M$ in the domain $\mathcal{D}$ as a function of $\tau$. The convergence towards the coordinates of the DT is oscillatory and rather slow since $\tau$ values up to 600 are required. A slight difference between the exact coordinates of the DT and the numerically computed limit coordinates is evident, however we note that these differences are consistent with the precision to which the exact DT is known, which is only to the third digit. Figure 14, and more specifically Fig. 14(b), confirms that the exact expression in Eq. (20) is in fact a distinguished trajectory according to our definition 3 with accuracy $\epsilon=4 \times 10^{-3}$.

Figure 15(a) shows a forward and backward integration along the time interval $(-50,50)$ taking as initial data the limit coordinates supplied by our algorithm at time $t_{0}=0$, and compares it with the exact solution of the DT. From Fig. 15(b) it can be seen that this trajectory evolves close to the exact solution in the entire time range. This result shows that


FIG. 13. Evolution of the coordinates of the global minimum of $M$ vs $\tau$ at $t_{0}=0$. (a) The $x$ coordinate; (b) the $y$ coordinate. These plots show the convergence of the minima to the coordinates of the DET whose position is marked with a continuous horizontal line.
contrary to what happens near hyperbolic trajectories, near nonhyperbolic trajectories, a small error does not amplify and as a consequence, once a DT is known to exist it could have been computed simply by integrating forwards and backwards the limit coordinates found at a given time $t_{k}$. However one needs to be careful here, as a trajectory is not necessarily distinguished at all times, and for it to be properly called distinguished, it should be verified that it stays close to the limit coordinates in the whole time interval, and
therefore one cannot avoid computing limit coordinates along the time interval in this case either. We will return to this point in the next section.

## B. The rotating Duffing equation

Next we analyze the aperiodic hyperbolic distinguished trajectory of a system already studied in Ref. 26 the rotating Duffing equation,


FIG. 14. (a) Dotted line represents the exact nonhyperbolic distinguished trajectory and the solid line stands for the numerically computed limit coordinates; (b) distance between the exact nonhyperbolic trajectory (20) and the limit coordinates.


FIG. 15. (a) $x$-coordinate vs time for the DET (solid line) and the trajectory integrated taking as initial data the limit coordinates located at time $t_{0}=0$ (dashed line); (b) time evolution of the differences between these trajectories.

$$
\begin{align*}
\binom{\dot{\eta}_{1}}{\dot{\eta}_{2}}= & \left(\begin{array}{cc}
\sin 2 \omega t & \cos 2 \omega t+\omega \\
\cos 2 \omega t-\omega & -\sin 2 \omega t
\end{array}\right)\binom{\eta_{1}}{\eta_{2}} \\
& +\left(\varepsilon \sin t-\left[\cos \omega t \eta_{1}-\sin \omega t \eta_{2}\right]^{3}\right)\binom{\sin \omega t}{\cos \omega t} \tag{25}
\end{align*}
$$

This Duffing equation is quasiperiodic in time when the rotation rate $\omega$ is irrational. It is obtained from the system (10) by applying the rotation $\mathbf{x}=R(t) \boldsymbol{\eta}$, where

$$
R(t)=\left(\begin{array}{cc}
\cos \omega t & -\sin \omega t  \tag{26}\\
\sin \omega t & \cos \omega t
\end{array}\right)
$$

The DHT can also be obtained through the coordinate transformation,

$$
\begin{equation*}
\boldsymbol{\eta}_{\mathrm{DHT}}(t)=R(t)^{-1} \mathbf{x}_{\mathrm{DHT}}(t) \tag{27}
\end{equation*}
$$

Figure 16, in particular Fig. 16(b), confirms that the DHT (27) is also a DHT according to our definition 10 with accuracy $\epsilon=4 \times 10^{-6}$.

## C. A 3D extension of the Duffing equation

In this section we apply our definitions to an example in higher dimension. In particular we consider a 3D extension of the Duffing equation,
$\dot{x}=y, \quad \dot{y}=x-x^{3}+\varepsilon \sin (t), \quad \dot{z}=z+\varepsilon \sin (t)$.
The hyperbolic fixed point of the unperturbed autonomous system (i.e., $\varepsilon=0$ ) is at the origin $\mathbf{x}=(0,0,0)$. The solution for small $\varepsilon$ becomes

$$
\begin{align*}
\mathbf{x}_{\mathrm{DHT}}(t)= & -\frac{\varepsilon}{2}\left(\begin{array}{c}
\sin t \\
\cos t \\
\cos t-\sin t
\end{array}\right) \\
& -\frac{\varepsilon^{3}}{40}\left(\begin{array}{c}
2 \sin ^{3} t+\frac{3}{2} \sin t \cos ^{2} t \\
\frac{3}{2} \cos ^{3} t+3 \sin ^{2} t \cos t \\
0
\end{array}\right)+\mathcal{O}\left(\varepsilon^{5}\right) \tag{29}
\end{align*}
$$

The numerical scheme explained in Sec. III is easily adapted to higher dimensions. However some changes must be made. The computation of $M$ requires approximating lengths of trajectories which in 3D needs an interpolation scheme different to that of Eq. (16), which is only valid in $R^{2}$. We consider the linear interpolation instead. This interpolation evaluates the function $M$ satisfactorily if trajectories are represented by a large number of points. This is achieved by using a Runge-Kutta method with time step $h=10^{-4}$. Figure 17 indicates the evolution of coordinates associated with the minimum of $M$ as a function of $\tau$ (solid line). The dashed line corresponds to the exact perturbative solution. There is evidence of a clear convergence towards the exact position although there is a significant jump in the asymptotic behavior beyond $\tau \sim 50$. This jump is due to round off errors in the determination of $M$ for large $\tau$. The third equation in Eq. (28) is just a linear equation and for this reason solutions which are in the neighborhood of the DHT have $z$-coordinate growing exponentially in backwards time. Thus for large $\tau$ values, the evaluation of $M$ is made along very long trajectories in


FIG. 16. (a) Dashed line represents the exact distinguished hyperbolic trajectory of the rotating Duffing equation and the solid line stands for the numerically computed one; (b) distance between the exact and the numerical distinguished hyperbolic trajectories.


FIG. 17. Evolution of the coordinates of the global minimum of $M$ for the 3D example vs $\tau$ at $t_{0}=0$. (a) The $x$ coordinate; (b) the $y$ coordinate; (c) the $z$ coordinate. These plots show the convergence of the minima to the coordinates of the DHT whose position is marked with a dashed horizontal line.
the $z$-coordinate, which are underrepresented by points sampled every $h=10^{-4}$ (see Table I) and where lengths are badly calculated by adding up very small and very large (and inaccurate) numbers. In spite of this, Fig. 18 confirms that the exact distinguished trajectory can be accurately obtained with our methodology and that for $\tau<50$ errors are within the expected margin. The remaining input parameters used in Figs. 17 and 18 are $\mathcal{D}=(-0.2,0.2) \times(-0.2,0.2) \times(-0.2,0.2)$, $\tau_{0}=2, \Delta \tau=1, \delta=10^{-6}$, step size $h=10^{-4}$ in the Runge-Kutta method, $t_{0}=0, t_{N}=6$, and $\Delta t=10^{-2}$.

As we explain next, the computational demands made by this example are considerably larger than they were for the previously considered 2D examples. When determining a DT, most of the CPU time is spent computing the value of $M$
on the $\delta$-grid displayed in Fig. 8. The number of neighbors of the interior point grows with the dimension $n$ as $3^{n}$, therefore when the problem increases its dimension from $n$ to $n+1$, the computational demands are multiplied by 3 . Another factor that contributes to increased computational time is the decrease of the Runge-Kutta time step $h$ in the evaluation of trajectories on the $\delta$-grid. This increases the number of points in the trajectory (and therefore the number of operations) with respect to the previous Dristchel approach by a factor 100. This factor is partially balanced by the fact that for the same number of points the arc length is computed more rapidly with the linear than with the Dristchel interpolation.


FIG. 18. (a) The solid line represents the exact distinguished hyperbolic trajectory of the 3D equation and circles stand for numerically computed coordinates; (b) distance between the exact and the numerical distinguished hyperbolic trajectories.


FIG. 19. Contour plot of the stream function produced by the quasigeostrophic model at day 300 .

## V. APPLICATION TO VECTOR FIELDS DEFINED AS FINITE TIME DATA SETS

In this section we explore definition 3 for a highly aperiodic 2D flow in which the vector field is defined as a finite time data set. In particular we consider the output of a quasigeostrophic wind-driven double gyre model in a regime already studied in Refs. 7 and 8. Details of this model may be found in Refs. 8 and 17. Figure 19 shows a typical output for the stream function provided by this model. The velocity data set is obtained on a $1000 \mathrm{~km} \times 2000 \mathrm{~km}$ rectangular domain and spans 4000 days. This interval is considered for a fluid started from rest and allowed to spin for 25000 days. Free slip conditions are considered for the velocities on the boundaries and the wind stress curl is $0.32 \mathrm{dyn} / \mathrm{cm}^{2}$. The equations of motion for this system are given by

$$
\begin{align*}
& \dot{x}=v_{x}(x, y, t)=-\frac{\partial \psi}{\partial y}  \tag{30}\\
& \dot{y}=v_{y}(x, y, t)=\frac{\partial \psi}{\partial x} \tag{31}
\end{align*}
$$

and the variables $x$ and $y$ are in the rescaled domain $[0,1] \times[0,2]$. Here the velocity fields $v_{x}$ and $v_{y}$ are provided as a finite time data set and are interpolated using bicubic interpolation in space and third order Lagrange polynomials in time. This method has been reported to be good enough for integrating trajectories in Ref. 29. We will focus our analysis in the time interval [0, 900] in the area marked by a rectangle in Fig. 19 for which Ref. 8 reports on the computations of several DHTs. In Ref. 8 distinguished trajectories are computed by means of an iterative algorithm which is
initialized on a hyperbolic instantaneous stagnation point (ISP). In particular two paths of such ISPs are chosen in the Northern gyre in the time intervals [0,339] and [446, 880]. From each of these paths, a DHT is computed which is in the same geographical area although its coordinates are determined for a different time range. In Fig. 20 we show the $x$ and $y$ evolutions for these trajectories. These coordinates have been computed with a different algorithm to that proposed in Ref. 8. Instead each corresponds to a trajectory which is in the intersection of a piece of a stable manifold and a piece of an unstable manifold which are evolved in backwards and forwards time, respectively. In this procedure, in order to avoid the numerous intersections between stable and unstable manifolds, which make difficult the tracking of the trajectory which is distinguished, manifolds are trimmed at each time step following the ideas in Ref. 7, where a method is described to compute a piece of single branch of the stable or of the unstable manifold. This method takes advantage of the fact that a DHT must be in the intersection of both manifolds at all times, as it is a trajectory. However, it does not improve the method explained in Ref. 8 in the sense that it does not allow either to extend the computation of the DHT beyond the time interval in which the ISP exists. Many questions have been raised for these trajectories as has been discussed in Refs. 7 and 8. For instance, as they have been computed only in finite time intervals on which the ISP exists, one can ask how to pursue its computation beyond that interval. Another open issue in Ref. 8 concerns deciding if the two DHT in Fig. 20 computed at different times are part of the same trajectory. In Ref. 7, the question is raised of whether it can happen that a DHT ceases to be distinguished or hyperbolic. In this section we apply our algorithm to compute limit coordinates and verify whether trajectories in Fig. 20 are distinguished or not following our definition 3. Also we will describe how this definition helps address the questions raised in Refs. 7 and 8. We have applied our algorithm to compute limit coordinates in the domain in which the DHT shown in Fig. 20(a) exists. In particular we have applied it with the input $\mathcal{D}=(55,75) \times(1325,1375) \mathrm{km}^{2}, t_{0}$ $=120, t_{N}=300, \Delta t=5$ days, $\tau_{0}=2$ days, $\Delta \tau=5$ days, and $\delta=10^{-3} \mathrm{~km}$. The time step of the Runge-Kutta method is 0.1 days. Figure 21(a) indicates with a solid line the projection onto the $x-y$ plane of the trajectory depicted in Fig. 20(a) in the interval $(120,300)$, and with circles the path of limit coordinates. Figure 21(b) shows the evolution of the distances between these trajectories. This confirms that the trajectory displayed in Fig. 20(a) is also distinguished in the sense of definition 3 in the time interval [120, 330] with accuracy $\epsilon=8 \times 10^{-1} \mathrm{~km}$. Thus in this time interval, limit coordinates give a method for computing DT different from those proposed in Refs. 8 and 19. Circles in Fig. 22 show the location versus time of the $x$ limit coordinates computed with our algorithm. The solid line represents a trajectory obtained after integrating with a fifth order Runge-Kutta method forwards and backwards in time the initial condition of the circle at day 285. The dashed line represents the same, but with the initial condition slightly perturbed. It is evident that in both cases the trajectories are aligned with the path of limit coordinates. The distinguished trajectory is highly hy-


FIG. 20. Distinguished hyperbolic trajectories in the Northern gyre of the quasigeostrophic model reported in Ref. 8. (a) Evolution of the $x$ and $y$ coordinates in the time interval [5,338]; (b) evolution of the $x$ and $y$ coordinates in the time interval $[450,880]$.


FIG. 21. (a) Solid line represents the projection on the phase space of the distinguished hyperbolic trajectory depicted in Fig. 20(a) and the circles stand for the numerically computed limit coordinates; (b) distance between the trajectories represented in (a).


FIG. 22. Circles stand for the $x$ component of the limit coordinates in the time range where they approach a DT. The solid line represents a trajectory integrated with a fifth order RungeKutta method passing the through limit coordinates at day 285 . The dashed line is a trajectory integrated from the same condition plus a small perturbation.
perbolic backwards in time as in that direction a small perturbation amplifies greatly, while it does not do so forwards in time, suggesting that it has a nonhyperbolic type of stability in that direction (see comments to Figs. 6 and 15).

Beyond day 300 it is possible to continue the path of limit coordinates. Figure 23 shows a diagram at day 330; showing the convergence of the $x$ component of the minimum of $M$ versus $\tau$. This type of convergent diagram is not found in this neighborhood for day 337. On the other hand, although it is possible to continue the path of limit coordinates beyond day 300, Fig. 24 proves that this path is not a trajectory. There can be seen the existence of different trajectories crossing the path, confirming that it is not a trajectory as otherwise it would violate the uniqueness of the solution. Therefore, following our construction it is possible to say that beyond day 300 the trajectory is no longer distinguished.

Figure 25 confirms that the trajectory in Fig. 20(b) is also distinguished in the sense of definition 3 in the time interval $(470,860)$ with accuracy $\epsilon=3 \mathrm{~km}$. In particular to compute the path in Fig. 25 we have applied the algorithm of Sec. III with the input $\mathcal{D}=(50,65) \times(1255,1270) \mathrm{km}^{2}$, $t_{0}=470, t_{N}=860, \Delta t=5$ days, $\tau_{0}=2$ days, $\Delta \tau=7$ days, and


FIG. 23. (a) $x$ component of the minimum of $M$ vs $\tau$ at day 330 ; (b) $y$ component of the minimum of $M$ vs $\tau$ at the same day.
$\delta=10^{-3} \mathrm{~km}$. The Runge-Kutta time step is 0.1 days. In the time interval from day 600 to day 650 some of the input parameters were modified as follows: $\mathcal{D}=(73.5,75.5)$ $\times(1384,1392) \mathrm{km}^{2}, \tau_{0}=40$ days, and $\Delta t=1$ day. This was due to the presence of nearby elliptic-type minima in the function $M$, that made it difficult to track the path of the limit coordinates with the previous input.

Finally, we discuss the existence of nonhyperbolic distinguished trajectories in this data set. The presence of this type of trajectory has not been addressed before, and we do not have any benchmark solution. We have looked for this type of trajectory in areas of the flow where Eulerian eddies seemed to persist for long times. Figure 26 represents the function $M$ at day 370 for $\tau=150$ and $\tau=250$. In these figures there can be seen the structure of an eddy at the center even for rather long $\tau$ values. However, Fig. 27 does not confirm the convergence of the minimum of $M$ towards a constant value. On the other hand, the slow convergence in diagram 13 towards the nonhyperbolic trajectory, already suggested that long time intervals were required for that purpose, and those intervals might be difficult to find in realistic flows such like the one analyzed here, in which one is provided just with a finite time data set.

## VI. CONCLUSIONS

In this paper we have proposed a new definition of distinguished trajectory that attempts to extend the concept of fixed point and periodic orbit to aperiodic dynamical systems. The concept of fixed point is trivially contained in the definition. Regarding other especially useful trajectories in dynamical systems, for instance, periodic orbits, we have not proven that they fall within the definition in a general way, but we have numerically verified it for selected 2D and 3D examples. The definition can be implemented numerically and the procedure consists of determining a path of limit coordinates. We have analyzed exact examples for the Duffing equation with known distinguished trajectories, both periodic and aperiodic, and we have found that the path of limit coordinates coincides, to within numerical accuracy, with the distinguished trajectories and therefore those trajectories are identified also as distinguished in the framework of our definition. Our definition is novel with respect to previous works dealing with distinguished trajectories, because it is appli-


FIG. 24. (a) Circles stand for the $x$ component of the limit coordinates vs time and the solid lines stand for different trajectories; (b) the same as (a) but for the $y$ component.


FIG. 25. (a) Solid line represents the projection on the phase space of the distinguished hyperbolic trajectory depicted in Fig. 20(b) and circles stand for the numerically computed limit coordinates; (b) distance between the trajectories represented in (a).


FIG. 26. (a) Contour plot of $M_{t=370, \tau=150}$, the elliptic minimum is in the dark area almost at the center; (b) contour plot of $M_{t=370, \tau=250}$.


FIG. 27. (a) $x$ component of the minimum of $M$ vs $\tau$ at day 370; (b) $y$ component of the minimum of $M$ vs $\tau$ at the same day.
cable to nonhyperbolic trajectories. In particular, we have studied a periodic orbit of the Duffing equation with nonhyperbolic stability and it is also recognized as distinguished by our definition. In this case the function $M$ from which the limit coordinates are computed seems to be a suggestive tool for characterizing Lagrangian eddies. We have tested our definition in the context of realistic aperiodic flows where distinguished hyperbolic trajectories had been found. ${ }^{7,8}$ Again we have identified these trajectories by paths of limit coordinates in certain time intervals. Beyond these time intervals the trajectories are no longer distinguished according to our definition. Thus in the context of the definitions provided in this paper, the property of a trajectory of being distinguished may be lost in time. Also we have found evidence that the hyperbolicity of these trajectories is not constant in time. These two statements provide answers to the open questions mentioned in the text that have been addressed in Refs. 7 and 8.
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