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Abstract

Thesis Title: Higher Order Couplings in the Clustering of Biased Tracers of Large-Scale
Structure
Author’s Name: Syed Muntazir Mehdi Abidi

The Large-Scale Structure (LSS) of the Universe, i.e. the distribution of matter and
luminous tracers (such as galaxies), contains a wealth of information about the origin,
composition, and evolution of the Universe. In order to extract this information, the non-
linearities present in late-time observables provided by LSS surveys must be understood well.
In general, there are three main sources of non-linearities: (1) non-linear matter clustering
due to gravity; (2) non-linear biasing, i.e. the relation between the distribution of tracers and
dark matter; and (3) primordial non-Gaussianity, which induces non-linearities in the initial
conditions. The Effective Field Theory of Large-Scale Structure (EFTofLSS) provides a
powerful framework to model the non-linear clustering due to gravity. In this thesis, we
focus on understanding the non-linearities due to galaxy biasing using the EFTofLSS and
numerical N-body simulations. This thesis is comprised of the following three projects:

1. In the first part, we present a novel method to constrain quadratic and cubic galaxy
bias parameters in dark matter simulations. The natural statistics to constrain quadratic
and cubic bias parameters are tree-level bispectrum and trispectrum, respectively.
Since these statistics are computationally quite expensive, we use efficient squared and
cubic field estimators that contain integrated bispectrum and trispectrum information.
We use the constraints to model the one-loop halo-matter power spectrum and show
that the results agree with simulations up to kmax = 0.1h Mpc�1 once an additional
derivative bias is implemented (Published in: Abidi & Baldauf, JCAP07(2018)029
[2]).

2. In the second part, we develop a formalism to reconstruct the linear density field based
on quadratic couplings in galaxy clustering. We employ a quadratic estimator inspired



v

by Cosmic Microwave Background (CMB) lensing reconstruction. We incorporate
non-linearities due to gravity, galaxy biasing and primordial non-Gaussianity, and
verify our predictions with N-body simulations. We perform a Fisher matrix analysis
on how the reconstructed field in combination with the biased tracer field can improve
constraints on local type primordial non-Gaussianity. We find significant improvement
on constraints due to cosmic variance cancellation resulting from the additional corre-
lated modes of the reconstructed field, similar to multitracer analyses (in preparation
for submission to Physical Review D; e-print: [59]).

3. In the third part, we develop a method to constrain non-linear galaxy bias parameters
using the two- and three-point functions of projected galaxy clustering in correlation
with CMB lensing convergence. The project thus aims to bring the methodology
developed in project 1 above closer to data. We develop the quadratic field method
for projected fields to avoid complications from non-linear redshift space distortions.
We perform a Fisher forecast to show that this method can indeed be used to put
constraints on bias parameters and the amplitude of matter fluctuations. Finally, using
N-body simulations we ascertain that the projected statistics do indeed reduce the
impact of finger-of-god corrections (in preparation for submission to JCAP).
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CMB Cosmic Microwave Background
LSS Large-scale structure
PT Perturbation theory
SPT Standard perturbation theory
LPT Lagrangian perturbation theory
2LPT Second-order Lagrangian perturbation theory
EFTofLSS Effective field theory of large-scale structure
EdS Einstein-de Sitter (flat, matter dominated Universe)
LCDM L cold dark matter
FoF Firends-of-friends algorithm
SO Spherical overdensity
LO Leading order (tree-level)
NLO Next-to-leading order (one-loop)
NNLO Next-to-next-to-leading order (two-loop)
PBS Peak-background split
PNG Primordial non-Gaussianity
RSD Redshift-space distortions
LLB Local Lagrangian bias
LIMD Local in matter density
UV Ultraviolet
IR Infrared
MCMC Monte-Carlo Markov Chain
LSST Large Synoptic Survey Telescope
DES Dark Energy Survey
WFIRST WideField Infrared Survey Telescope
WMAP Wilkinson Microwave Anisotropy Probe
tSZ thermal Sunyaev-Zel’dovich
FoG Finger-of-God
FFTW Fast Fourier Transform in the West (software library)
FT Fourier Transform
IFT Inverse Fourier Transform
CIC Cloud in cell

Table 1 List of abbreviations used in this thesis
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Quantity Symbol Definition/defined in
Conformal time t dt ⌘ dt/a
Time derivative ẋ ẋ ⌘ dx/dt
Hubble rate H H ⌘ ȧ/a
Conformal Hubble rate H H ⌘ a�1da/dt = aH
Dirac delta function in 3D dD(k) —
Eulerian comoving coordintes x —
Wavenumbers k, q, etc. —
Amplitude of local primordial non-Gaussianity fNL —
Factor relating primordial potential and d1 M(k,z) —
Linear matter overdensity d1 —
Linear matter power spectrum Plin(k,z) —
Tracer overdensity dg —
Second-order mode-coupling Fa(k1,k2) Chapter 5
Second-order response of small-scale power spectrum to long mode fa(k1,k2,z) Chapter 5
Coefficient of Fa in second-order bias model for dg ca Chapter 5
Linear tracer bias b1 —
Quadratic tracer bias b2 —
Quadratic tidal bias bs2 —
Other second-order bias parameters bE

s2 , bE
01, · · · —

Quadratic estimator for mode with wavenumber K D̂a(K) Chapter 5
Weight function in D̂a(K) ga(k1,k2) Chapter 5
Normalization/noise of D̂a(K) Nab (K) Chapter 5
Mode reconstructed with growth-coupling estimator D̂G(K,z) dr(k,z) Chapter 5
Power spectrum of dg, ignoring shot noise contribution Pgg Chapter 5
Sum of Pgg and shot noise contribution Ptot Chapter 5
Cross power spectrum between dg and dr, ignoring shot noise contribution Pgr Chapter 5
Power spectrum of dr, ignoring shot noise contribution Prr Chapter 5
Shot noise contribution to dg power spectrum Pgg,shot Chapter 5
Shot noise contribution to dg-dr cross power spectrum Pgr,shot Chapter 5
Shot noise contribution to dr power spectrum Prr,shot Chapter 5
Lowest wavenumber within survey volume Kf Chapter 5
Wavenumber below which we assume dg cannot be measured Kmin Chapter 5
Maximum wavenumber used for fNL constraints Kmax Chapter 5
Maximum wavenumber used in quadratic estimator for reconstructed modes kmax Chapter 5
Relative amplitude of matter fluctuations As Chapter 6
Wavenumber parallel to the line-of-sight k|| Chapter 6
Wavenumber perpendicular to the line-of-sight k? Chapter 6
projected matter density dp Chapter 6
projected galaxy density dg,p Chapter 6
CMB lensing convergence k Chapter 6
Galaxy-galaxy power spectrum in 2D Pgg(k?) Chapter 6
Galaxy-lensing power spectrum in 2D Pgk(k?) Chapter 6
Lensing power spectrum Pkk(k?) Chapter 6
Projection length Rp Chapter 6
Galaxy projection window kernel in Fourier space Wg(k||) Chapter 6
CMB Lensing projection kernel in Fourier space Wk(k||) Chapter 6
Quadratic field constructed from the projected field dp in 2D D2[dp] Chapter 6
Projected quadratic field (quadratic bias operators) in 2D O[d ]p Chapter 6
Quadratic bias operators in 3D O[d ] Chapter 6
Kernel of quadratic bias operators in Fourier space in 3D O2(k1,k2) Chapter 6
Kernel of 2D quadratic field D2 in Fourier space KD2(k?1,k?2) Chapter 6
Second-order gravitational kernel in redshift space Z2(k1,k2) Chapter 6

Table 2 List of symbols and notations used in this thesis



1
Introduction

Over the last few decades, there have been tremendous theoretical and observational advance-
ments in cosmology that have greatly improved our current understanding of the Universe.
However, there are still many fundamental questions that need to be answered. For instance,
why is the universe accelerating? What is the nature of Dark Energy and Dark Matter that
dominate the Universe? What is the physical origin of inflation which provided the seeds for
the formation of large scale structure (LSS)? Is Einstein theory of general relativity a correct
description of gravity or does it need to be modified on large scales? So far the Cosmic
Microwave Background (CMB) observables have been the dominant source of information
about some of these questions. However, given that the CMB is a two-dimensional survey
and the amount of information that could be extracted from the CMB analysis is limited
mainly due to foreground contamination as well as Silk-damping.

On the other hand, current and on-going future LSS surveys have great potential to
answer these questions and put stricter bounds on the cosmological parameters and the
models of inflation. One way to see this is the following: Contrary to the CMB, where the
number of modes scales as NCMB ⇠ l2

max, the number of modes accessible in LSS survey
depends on the cube of the maximum wavenumber NLSS ⇠ (kmax/kmin)3. The signal-to-noise
ratio in LSS depends on the volume of the survey and

p
NLSS. Increasing the survey volume

is an observational challenge but theoretically, increasing the number of modes depends on
careful modelling of LSS observables. By pushing the theoretical and observational limits in
LSS, we can significantly increase the amount of useful information about the Universe. One
of the main challenges in modelling LSS observables are late-time non-linearities. There are
three main sources of non-linearities that can affect late-time observables. The first one are
the non-linearities due to gravity in matter clustering. Effective Field Theory of Large-Scale
Structure (EFTofLSS) [46] provides a powerful framework to understand non-linearity due
to gravity in matter clustering.
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1.1 Thesis Outline

In this thesis, we make advances in the understanding of higher-order couplings in biased
tracers of large-scale structures. The general outline of this thesis is outlined as follows.

Chapter 2

In Chapter 2, we introduce the standard model of cosmology. We present Einstein’s general
theory of relativity and derive Friedman’s equations. We discuss the basic concept in cos-
mology and introduce the LCDM model of cosmology, which states that the Universe is flat
and dominated by dark energy L and cold dark matter. Finally, we discuss cosmic inflation,
an early phase of accelerated expansion, which provides seeds to structure formation at
late-times.

Chapter 3

In Chapter 3, we review large-scale structure cosmology. To calculate the statistics of the
non-linear matter density field, we introduce the framework of the standard perturbation
theory (SPT). We show that SPT is not stable against corrections from higher order mode
couplings and a correct way to make accurate predictions is by using EFTofLSS. The
framework of EFTofLSS not only provides accurate predictions, but it can also give us
insights into the physics of small scales. Finally, we discuss biased tracers and develop the
statistics of biased tracers.

Chapter 4

Chapter 4 is based on our paper "Cubic halo bias in Eulerian and Lagrangian space" [2].
In this chapter, we present our work on halo (or galaxy) bias parameters up to cubic
order. We present a novel method to constrain quadratic and cubic bias parameters in dark
matter simulations. Predictions of the next-to-leading order, i.e. one-loop, halo power
spectra, depending on local and non-local bias parameters up to cubic order. The linear bias
parameter can be estimated from the large scale limit of the halo-matter power spectrum,
and the second-order bias parameters from the large scale, tree-level bispectrum. Cubic
operators would naturally be quantified using the tree-level trispectrum. As the latter is
computationally expensive, we extend the quadratic field method proposed in Schmittfull et
al. 2014 to cubic fields, to estimate cubic bias parameters. We cross-correlate a basis set of
cubic bias operators with the halo field and express the result in terms of the cross-spectra
of these operators, to cancel cosmic variance. We obtain significant detections of local and
non-local cubic bias parameters, which are partially in tension with predictions based on



1.1 Thesis Outline 5

local Lagrangian bias schemes. We directly measure the Lagrangian bias parameters of
the protohaloes associated with our halo sample and detect a non-local quadratic term in
Lagrangian space. We do not find a clear detection of non-local cubic Lagrangian terms for
low mass bins, but there is some mild evidence for their presence for the highest mass bin.
While the method presented here focuses on cubic bias parameters, the approach could also
be applied to quantifications of cubic primordial non-Gaussianity.

Chapter 5

Chapter 5 is based on our paper "Density reconstruction from biased tracers and its appli-
cations to primordial non-Gaussianity" [59]. In this chapter, we develop a formalism to
reconstruct large-scale Fourier modes of the density field from the biased tracer field. We
use the quadratic estimator method, similar to the one used by the CMB lensing recon-
struction, and incorporate non-linearities from gravity, non-linear biasing and primordial
non-Gaussianity. First, we derive a generic formula for quadratic estimators D̂a correspond-
ing to non-linear quadratic mode couplings in the biased tracer field, where a represents
one of the seven mode couplings present in the galaxy field at quadratic order. Following
this approach, we show that an unbiased estimator for the density field can be derived
from the shift term Y ·—d using a linear combination of all mode-coupling (traditionally
known as bias-hardening). The challenge is to ensure that the variance does not blow up.
In comparison, an estimator corresponding to the growth term d 2 has the lowest variance
and therefore we use it to reconstruct the large-scale modes of the density field. Second,
using cosmological N-body simulations, we verify that our estimators give the expected
results. We check our predictions not only for the growth estimator but also for the shift
and the tidal estimators. We use 3 different smoothing scales R = 20h�1 Mpc, R = 10h�1

Mpc, and R = 4h�1 Mpc corresponding to kmax ⇡ 0.05h Mpc�1, kmax ⇡ 0.1h Mpc�1, and
kmax ⇡ 0.25h Mpc�1. We find that the reconstruction works very well for the growth esti-
mators up to kmax ⇡ 0.25h Mpc�1 at redshift z = 0, where we can find the cross-correlation
coefficient of the estimator with the initial field is rGd1 > 0.9. For the other two estimators,
we also find reasonably good agreement for lower kmax. Upon close inspection, we can still
see some deviations at higher kmax between theoretical predictions and simulations. These
deviations are mainly because of higher-order terms which we neglect in this work. Finally,
we carry out forecasts for some future galaxy surveys to constrain local-type of primordial
non-Gaussianity. It has been shown that the galaxy field has unique imprints from inflation
on large scales which has 1/k2 behaviour [57, 64, 175, 135]. We show that the reconstructed
large-scale modes form our quadratic estimator method have the same 1/k2 contributions on
large scales from the local non-Gaussianity. This motivates us to use the reconstructed field
alongside the galaxy field to do multi-tracer analysis of local fNL. We show that constraints
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on local fNL get improved by tens of percents compared to only using a single galaxy field.
Therefore, this method enables us to do multi-tracer analysis using a single tracer.

Chapter 6

In Chapter 6, we develop a novel method to measure non-linear galaxy bias parameters
using the 2- and 3-point functions of the projected galaxy clustering in correlation with
the CMB lensing. We bring the method presented in chapter 4 closer to data analysis. We
develop the quadratic field method for the projected fields to circumvent the problem of
non-linear redshift space distortions. We carry our Fisher forecasts for linear and quadratic
bias parameters (b1, b2 and bs2) as well as relative amplitude of matter fluctuations As

for 8 different redshift slices ranging from z = 0.1 to z = 4. Finally, we perform N-body
simulations and show that, first, our methods indeed agree with simulations, and second, the
projections indeed reduce the impact of non-linear finger-of-god effects from redshift space
distortions.

Conclusion

Finally we summarise our results in this thesis and discuss possible future outlooks.



2
Standard Model of Cosmology

In this chapter we review the standard cosmological model to understand the concepts used
in this thesis. In this chapter, we use the signature (�,+++) for the metric. To represent
4-spacetime we use (µ,n , . . .) and for 3-space the indices will be Latin (i, j, . . .). We choose
natural units such that the speed of light and the Planck’s constant are set to unity (c = h̄ = 1).
This chapter is mostly based on [32, 109, 84].

2.1 Metric

On large scales (� 100 Mpc) we assume that the Universe is homogeneous, isotropic and
the General theory of relativity is the correct description of the gravity on such scales.
The homogeneity and isotropy imply translational and rotational invariance respectively.
These two assumptions have very strong support from the measurements of the temperature
fluctuations in the Cosmic Microwave Background (CMB) which is uniform up to one
part in 100,000. The temperature fluctuations in CMB are statistically homogeneous and
isotropic. The assumption that the GR is the correct theory of gravity is very well tested on
solar system scales and even larger scales [154]. These three assumptions allow us to define
the following spacetime metric:

ds2 = gµndxµdxn = �dt2 +a(t)2dl2. (2.1)

where dl2 = gi jdxidx j is a 3-metric with a constant curvature. This 3-metric can be rewritten
as (see [84] for explicit calculations)

dl2 = R2
h dr2

1�Kr2 + r2�dq 2 + sin2 qdf 2�
i

(2.2)

where K is the comoving curvature and R is the radius of curvature. K can take three values
K 2 {�1,0,1} on three different types of geometries. For K = �1, the underlying geometry
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Fig. 2.1 Temperature fluctuations from the Cosmic Microwave Background (CMB) mapped
by the Planck Satellite experiment [162]. The mean temperature is 2.7K and the blue and
red spots correspond to over-dense and under-dense regions respectively.

is hyperbolic H3; for K = 0 it is non-Euclindean geometry E3; and K = 1 for spherical
geometry S3. We now substitute Eq. (2.2) in Eq. (2.1) and can absorb the radius of curvature
R in the scale factor a(t) by a(t)R ! a(t) to obtain the Friedmann-Lemaitre-Robertson-
Walker (FLRW) metric [170, 89, 124]:

ds2 = �dt2 +a2(t)
h dr2

1�Kr2 + r2�dq 2 + sin2 qdf 2�
i
. (2.3)

2.2 Dynamics

To study the evolution of the metric and to derive cosmological field equations, we need
the Einstein equations. In 1915, Albert Einstein introduced the general theory of gravity
and wrote down the gravitational field equations [76]. In 1917 he modified his equations by
adding the cosmological constant L in his field equations [75]. The famous equations of
Einstein’s theory of gravity take the following form:

Gµn = 8pGTµn �Lgµn , (2.4)

where Gµn is the Einstein tensor which depends on the geometry of spacetime, G is the
Newtonian gravitational constant, Tµn is the energy-momentum tensor and gµn is the 4-
metric. Einstein’s theory predicts different states of the Universe depending on the geometry
of spacetime as well as the initial conditions. To counter the effect if gravity in the predictions,
Einstein introduced a counter-gravity term which he called the gravitational constant, L, in
his equations. To understand Einstein’s equations we need to define the Einstein’s tensor
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Gµn in terms of the spacetime metric of a Riemannian manifold. The unique torsion-free and
metric-compatible connections on a Riemannian manifold are described by the Levi-Civita
connection. The connection coefficients are described by the Christoffel symbols:

Gr
µn =

1
2

grs�∂µgsn +∂ngµs �∂s gµn
�
. (2.5)

From Eq. (2.5) we can define the Riemann curvature tensor

Rr
µns = ∂µGr

ns +∂nGr
µs +Gt

µs Gr
nt �Gt

ns Gr
µt , (2.6)

its contractions such as the Ricci tensor, Rµn ,

Rµn ⌘ Rs
µsn = �∂µGs

sn +∂s Gs
µn +Gt

µnGt
st �Gt

snGs
µt , (2.7)

and finally the Ricci scalar, R,
R ⌘ Rµ

µ . (2.8)

In terms of these derived quantities, the Einstein tensor can be described as

Gµn ⌘ Rµn �
1
2

Rgµn . (2.9)

With the choice of the metric defined in Eq.(2.3), the non-vanishing terms of the Ricci tensor
and the Ricci scalar using Eq.(2.6) and Eq.(2.8) respectively are given as follows:

R00 = �3
ä
a
, (2.10)

Ri j =

"
ä
a

+2

 
ȧ
a

!2

+2
K
a2

#
gi j, (2.11)

R = 6

"
ä
a

+

 
ȧ
a

!2

+
K
a2

#
. (2.12)

Using Eq.(2.10), Eq.(2.11) and Eq.(2.12) it is straightforward to calculate respective non-
vanishing terms of the Einstein tensor:

G00 = 3

" 
ȧ
a

!2

+
K
a2

#
(2.13)

and

Gi j = �

"
2

 
ä
a

!
+

 
ȧ
a

!2

+
K
a2

#
gi j. (2.14)
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Now we focus on the right hand side of Eq.(2.4). The energy-momentum tensor Tµn is
defined qualitatively as

Tµn =

 
Energy Density Energy Flux

Momentum Density Stress Tensor

!
. (2.15)

On large scales, homogeneity and isotropy allow us to model all matter as perfect fluids,
parametrised by density r(t) and pressure P(t). The energy-momentum tensor, Tµn , of the
perfect fluid is described by

Tµn = (r +P)UµUn +Pgµn , (2.16)

where Uµ is the 4-velocity of the perfect fluid. The energy-momentum tensor is conserved,
that is

—µT µ
n = ∂µT µ

n +Gµ
µl T l

�Gl
µnT µ

l = 0. (2.17)

This implies the continuity equation (or the first Friedman equation) for the fluid:

ṙ +3
ȧ
a
�
r +P

�
= 0. (2.18)

This equation can be written as

d(ra3)

dt
= �P

d(a)3

dt
(2.19)

which is nothing but the first law of thermodynamics. Assuming a constant equation of state,
P = wr , allows us to write Eq. (2.18) as

ṙ
r

= �3(1+w)
ȧ
a

=) r = r0

⇣ a
a0

⌘�3(1+w)
. (2.20)

The equations of state for matter (m), radiation (r) and dark energy (L) are described
in Tab. 2.1. The other two famous Friedmann equations can be derived from Einstein’s
equations which are described as

 
ȧ
a

!2

= H2 =
8pG

3
r �

K
a2 , (2.21)

ä
a

= �
4pG

3
�
r +3P

�
, (2.22)
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Component Contributions Equation of state Energy density
Matter (m) - Cold Dark Matter (c) w = 0 r µ a�3

- Baryons (b)
Radiation (r) - Photons w = 1

3 r µ a�4

- Neutrinos (n)
- Gravitons (g)

Dark Energy (L) - Vacuum Energy w = �1 r µ a0

- Modified Gravity?
Table 2.1 The cosmic inventory. The table is reproduced from [84]

where H ⌘ ȧ/a is the Hubble parameter. If we assume the conformal time defined as
dt = dt/a(t) then the conformal Hubble parameter H is defined as

H =
a0

a
= aH. (2.23)

2.3 Kinematics

All observations in cosmology are based on various forms of light. Due to expansion of
the Universe and the fact that sources have intrinsic movement in the sky, the photons
we observe are redshifted. Due to gravity, photons or any massive particle move along a
geodesic. To understand this further we first need to derive the geodesic equations. The
relativistic action, S, of a particle with mass m moving along a path xµ(l ), where l is some
parameter, can be defined as

S =
Z

ds =
Z p

gµn ẋµ ẋndl ⌘

Z
L (l ,x, ẋ)dl (2.24)

where ẋ means the differentiation with respect to l and L is the Lagrangian. The Euler-
Lagrange equations can be obtained by maximizing the action, such that we get

∂L

∂xµ �
d

dl

 
∂L

∂ ẋµ

!
= 0, (2.25)

which can be written as (see [109, 84]) as

ẍµ +
1
2

gµn
⇣

∂rgns +∂s grn �∂ngrs
⌘

ẋr ẋs =
s̈
ṡ
ẋµ . (2.26)

The second term in the left hand side of this equation is nothing but the Christoffel symbols
defined in Eq. (2.5). The right hand side arises because the parameter l is general. However
if we consider it as an affine parameter such that s = al + b, where a and b are some
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parameters, the right hand side vanishes. If we define the 4-momentum of the particle as
Pµ = ẋµ then we can write the geodesic equation as

dPµ

dl
+Gµ

ns PnPs = 0 (2.27)

This geodesic equation is derived for a massive particle, but this also applies to massless
particles like photons which follows null-geodesics. To further simplify this equation, let us
re-write the derivative term as

dPµ

dl
=

dxn

dl
∂Pµ

∂xn = Pn ∂Pµ

∂xn . (2.28)

Homogeneity and isotropy demand that ∂iPn = 0 and so the geodesic equation in Eq. (2.27)
becomes

P0 ∂Pµ

∂ t
= �

⇣
2Gµ

0 jP
0 +Gµ

i jP
i
⌘

P j. (2.29)

Let us discuss some special cases. First, if we assume Pi = 0 then the above geodesic
equation implies that ∂Pi/∂ t = 0. This means that a particle at rest will remain at rest. Now
lets consider a general 4-momentum pµ = (p,p) for a photon where p is the magnitude of
the 3-momentum. The geodesic equation for µ = 0 in Eq. (2.29) can be written as

ṗ
p

= �
ȧ
a

=) p µ 1
a
. (2.30)

This result shows that for a massless particle, such as a photon, the physical momentum
decays with the expansion of the Universe. This result can be generalised to massive
particles too. For a massive particle with mass m the physical momentum can be written as
p = mv/

p
1� v2, where v is the peculiar velocity, and so the peculiar velocity decays with

the expansion of the Universe. This whole phenomenon is called as redshift effect, as the
low frequency of light appears to be red.

2.4 Redshift

We now define the redshift parameter z here. We know for a photon the wavelength l is
related to the physical momentum p as l = h/p, where h is the Planck’s constant. From
Eq. (2.30) we know the p µ 1/a and so l µ a. If a photon with the wavelength l1 get emitted
at time t1 from a far away distance, and observed by us at time t0 with the wavelength l0,
then we can define the redshift parameter z as the change in the wavelength as

z ⌘
l0 �l1

l1
=

a(t0)
a(t1)

�1. (2.31)
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It is conventional to define at the scale factor at the current time t0 as a(t0) = 1 and so we
rewrite the above equation as

z+1 =
1

a(t1)
. (2.32)

We know that the scale factor increase with time and so redshift parameter z is a monoton-
ically decreasing function of time. Because of this property it is conventional to use it to
describe past events and also the position of galaxies in the sky. The photon from galaxies
are redshifted and so by noticing the redshift we can infer the distance of the galaxy. In
galaxy surveys, galaxies are often described by angular distance as well as by the redshift.

2.5 Hubble’s law

The scale factor can be expanded using the Taylor expansion for nearby sources as:

a(t) ⇡ a(t0)
⇥
1+(t � t0)H0 + . . .

⇤
(2.33)

where H0 which is the Hubble’s parameter defined at the present time and is described as

H0 ⌘
1

a(t0)
da
dt

. (2.34)

Substituting Eq. (2.33) in Eq. (2.32) we get

z = H0(t0 � t1)+ · · · = H0d + . . . . (2.35)

For nearby objects, t0 � t1 is the proper distance d. This is the famous Hubble’s law
which states that the redshift of galaxies are proportional to the proper distances. Georges
Lemaitre [124] and Edwin Hubble [108] did pioneering work on the measurements of the
Hubble’s constant. Their work established that the universe really is expanding which was a
remarkable discovery at that time. The Hubble constant at present time is defined as

H0 ⌘ 100h km s�1Mpc�1, (2.36)

where h is the dimensionless parameter. The current value of h as measured by the Planck
Collaboration [160] is

h = 67.66±0.42. (2.37)

Historically, the measurement of the Hubble constant was based on the Universe’s local
expansion history. However, the Planck’s measurement of H0 relies on the CMB physics as
well as whole expansion history of the Universe. The current measurements of the Hubble
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Fig. 2.2 Hubble’s law plot for type IA supernova. In this plot µ is proportional to log(d).
The figure is taken from [84].

parameter using the local expansion history of the Universe at late-times come from the
Supernova H0 for the Equation of States (SH0ES) collaboration [168]. This cosmological
survey makes use of the properties of the Type Ia supernovae explosions. The current
measurement of the Hubble parameter by SHoES is h = 74.03 ± 1.42 which is clearly in
tension with the Planck’s measurement to more than 4s [169]. This Hubble’s parameter
tension between the two experiments is one of the most interesting paradoxes in modern
cosmology. This might relate to the inherent differences of the Planck and SHoES; the former
is based on the early universe physics and the later is based on the late-time measurements.
Moreover, both used the same equation of state for Dark energy and so if there are no
systematic errors in any of the experiments then one proposal could be that Dark energy
is not constant. This would require to modify the standard model of cosmology (see for
example [71, 70]). Future experiments will shed more light on how to resolve this paradox.

2.6 LCDM

The latest model of cosmology is the LCDM model which states that the universe is flat and
dominated by dark energy L and cold dark matter. We summarise this model in this section.
The critical density parameter rc,0 at the present time is defined as

rc, 0 ⌘
3H2

0
8pG

= 1.878⇥10�26h2 kg m�3. (2.38)
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We define the dimensionless density parameter for each cosmological component which we
denote as I:

WI ⌘
rI,0

rc, 0
. (2.39)

The Friedman’s equation can be expressed as

H2

H2
0

= Wra�4 +Wma�3 +Wka�2,+WL (2.40)

where Wk ⌘ �k/(a0H0)2 is the curvature density parameter. The precise measurement of
the black-body temperature of CMB we got from the COBE experiment is T = 2.72548±

0.00057 K [87] which gives the value of the radiation density Wr = 9.140 ⇥ 10�5. Other
density parameters Wm, Wk, and WL as measured by the Planck collaboration are given as
follows [164]:

Wm = 0.3111±0.0056, Wk = 0.0007±0.0037, WL = 0.6889±0.0056. (2.41)

The matter density parameter Wm is the sum of the cold dark matter density Wc = 0.2607 and
the baryon density Wb = 0.04897. The curvature density is consistent with 0, which means
that the Universe is flat. During the matter and the radiation dominated era, any deviation
from flatness grows with time. However, the fact that we do not observe any deviation in
curvature from flatness shows that the fundamental physics parameters in the early universe
physics were finely tuned. This problem is called the flatness problem [72]. In order to solve
this problem, and some other shortcomings of the basic Big Bang model of cosmology, we
describe the theory of cosmic inflation in the next section.

2.7 Cosmic Inflation

In this section, we discuss the theory of cosmic inflation (for a useful review, please see [33,
84]). In Sec. 2.6, we described the flatness problem in the Big Bang model of cosmology.
Another problem is called the Horizon problem which is explained as follows. On very
large scales, the Universe is homogeneous and isotropic. We observe that the causally
disconnected regions now in the Universe seem to have the same temperature and densities.
How can these regions, beyond the horizon, are correlated with each other and contains
the same information. The theory of cosmic inflation provides a reasonable explanation
for these problems. It proposes that given any general initial conditions, an early phase of
accelerated expansion pushed the Universe towards the state of homogeneity and isotropy,
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Fig. 2.3 The illustration shows the horizon problem. If the observer O , observes two points,
p and q, in the opposite direction in the sky, then these seem not to be in causal contact in
the past. This means that the light cones do not overlap before the singularity, yet these
points seem to share the same information. This illustration is taken from [33].

and thus provides an excellent explanation to the flatness and the horizon problems [100,
33].

Cosmic inflation is the leading theory that succinctly describes the formation and evolu-
tion of density fluctuations. It predicts an early phase of accelerated expansion during which
the quantum fluctuations df in the scalar field f , responsible for driving inflation, were
stretched out and became the seeds to the growth of large scale structures. Understanding
the exact mechanism of inflation could tell us a lot about fundamental physics. The energy
scale of inflation is roughly 1014 GeV, which is much higher than the energy scales that we
can ever think of achieving in particle colliders. This energy scale is also very close to that
of Grand Unified Theories. In this sense, we can think of inflation as a gigantic collider that
can be used to extract information about fundamental physics. From particle colliders, we
obtain the information of particles interactions at different energy scales, which helps us
to identify the Lagrangian of the fundamental physics beyond the standard model. We can
extract the same information by studying the mechanism of inflation: the field(s) and types
of interactions that were present during the time of inflation, and whether we should expect
new particles. Identifying the right model of inflation and understanding its mechanism,
therefore, will significantly enhance our understanding of the fundamental physics at high
energies.

2.7.1 Horizon Problem

Let us introduce the concept of the horizon. The particle horizon is the maximum distance
that light can travel between an initial time ti and the final time t f . This means that the
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maximum distance that the current observer could have been influenced by the regions in
the past light cone. We define the particle horizon cph as

cph = t � ti =
Z t

ti

dt
a(t)

=
Z lna

lnai
(ãH)�1d ln ã (2.42)

where (aH)�1 = H �1 is the Hubble horizon. The Hubble horizon is the maximum comov-
ing distance that particles will be able to move in one Hubble time. The Hubble time is
defined as tH ⌘ H�1 = dt/d lna. For completeness, we can also define the event horizon. It
is the maximum distance in the future light cone that we can influence. We define it as

cev = t f � t =
Z t f

t

dt
a(t)

. (2.43)

In the FRW background, the expression for the particle horizon and the Hubble horizon
is the same; however, they differ from each other intuitively. If we say two particles are
at a distance l apart, then if l > cph they could never be in causal contact with each other.
Whereas if l > H �1 they can never be able to communicate. In the standard Big Bang
cosmology, the Hubble horizon always increases. Inflation solves the Horizon problem by
introducing an early phase where the Hubble horizon shrinks. We discuss this in detail in
the next subsections.

2.7.2 Conditions for Inflation

One solution to the horizon problem is to introduce a period of time in the early Universe
when the Hubble sphere shrinks, that is

d
dt

(H )�1 < 0. (2.44)

Using this period the comoving horizon is shrinking and the regions which are casually
connected exit the horizon. Later when they re-enter the horizon they seem to be causally
connected. The initial time ti can be expressed as

ti =
2H�1

0
1+3w

a(1+3w)/2
i , (2.45)

and from Eq. (2.44) implies (1+3w) < 0, which means ti ! • as ai� ! 0. Fig. 2.4 shows
the extended spacetime region due to this condition. There are other popular ideas for
describing inflation which are all equivalent. We describe them as [33]:
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Fig. 2.4 This illustration, taken from [33], shows the solution of the horizon problem provided
by the theory of cosmic inflation. This shows that the singularity of the conventional Big
Bang model is replaced by the the time when inflation ended. Before that time the Universe
went through a phase of accelerated expansion. This shows that all points we observe today,
which appear not to have been in causal contact in the Big Bang model, now seem to be in
causal contact during the inflationary period.
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• Period of acceleration: The shrinking Hubble radius implies the accelerated expan-
sion. This is descried as

d
dt

(H )�1 =
d
dt

(ȧ)�1 = �
ä

(ȧ)2 . (2.46)

Using Eq. (2.44) we get ä > 0.

• Slowly varying Hubble parameter: We can also write the condition as

d
dt

(aH)�1 = �
ȧH +aḢ
(aH)2 = �

1
a
(1� e), where e ⌘ �

Ḣ
H2 (2.47)

The shrinking Hubble radius implies that e < 1.

• Negative Pressure: For a perfect fluid with pressure P and density r , the Friedman
equations imply

Ḣ +H2 = �
1

M2
pl

(r +3P) = �
H2

2

 
1+

3P
r

!
. (2.48)

Using this we write

e = �
Ḣ
H2 =

3
2

 
1+

P
r

!
< 1 =) w < �

1
3
, (2.49)

where w = P/r . This shows that negative pressure causes inflation.

• Constant density: If we combine the continuity equation with Eq. (2.48) we get

���
d lnr
d lna

���= 2e < 1. (2.50)

This shows that for small e , which is required for inflation, we need the constant energy
density, unlike the ordinary matter which energy density dilutes with the expansion of
the Universe.

2.7.3 The Physics of Inflation

We discussed that for inflation to occur we need

e ⌘ �
Ḣ
H

= �
d lnH

dN
< 1. (2.51)
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Once the inflation has occurred. We need a condition for it to last for at least 60-efolds. We
define dN ⌘ d lna = Hdt which measures the number of e-folds N of inflationary expansion.
To solve the horizon problem we need inflation to last for a long time and therefore we need
N to be within the range of 40 to 60 e-folds. This condition is parametersied by

h =⌘
ė

He
=

d lne
d lna

< 1. (2.52)

This shows that if the fractional change of e per Hubble time is small then inflation lasts.
These two parameters, e and h , are know as slow-roll parameters. The conditions for
inflation can be summarised by e < 1 and h < 1.

2.7.4 Slow-Roll Inflation

In this subsection we discuss the microscopic origin of the physics of inflation. The simple
single field slow-roll inflation model depends on a scalar field f(t,x), called the inflaton
field, coupled with the gravity. This field contains a potential energy V (f); the shape of the
potential is described as shown in Fig. 2.5. The most general action, without specifying the
form of the potential, is

S =
Z

d4x
p

�g

"
M2

pl

2
R�

1
2

∂µf∂ µf �V (f)

#
. (2.53)

The background is described by the flat FRW metric

ds2 = gµndxµdxn = �dt2 +a2(t)di jdxidx j, (2.54)

where a(t) represents the scale factor describing the expansion of the universe and xi are
the comoving spatial coordinates. We can split f(t,x) into the background field f̄(t), which
only depends on time, and perturbations df(t,x), which depend both on time and space. Let
us introduce the background stress-energy tensor:

Tµn = �
2

p
�g

dS
dgµn = ∂µf∂nf �gµn

⇣1
2

∂ s f∂s f +V (f)
⌘
, (2.55)

where
T 0

0 = �r ) Energy density: r =
1
2

˙̄f +V (f̄),

T i
j = Pd i

j ) Pressure: P =
1
2

˙̄f �V (f̄).
(2.56)

Given this stress-energy tensor, the Friedman equations become:
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Fig. 2.5 Potential in the slow-roll inflation. The inflaton (in red) rolls down the potential,
causing inflation. The shaded regions describe the regions where inflation happens. When
the potential energy converts into kinetic energy at the end of the potential, inflation ends.
The figure is adapted from [33].

H2 =
r

3Mpl
=

1
3M2

pl

⇣1
2

˙̄f +V (f̄)
⌘

(2.57)

Ḣ =
1

2M2
pl

(r +P) = �

˙̄f 2

2M2
pl

, (2.58)

where Mpl ⌘ (8pG)�1/2 is the reduced Planck mass. By taking the time derivative of the
first Friedman equation and using the second give us the Klein Gordon equation of the
inflaton in the unperturbed FRW background:

¨̄f +3H ˙̄f +V
0

(f̄) = 0 (2.59)

where H = ȧ/a is the Hubble’s parameter and V
0

= dV/df . We see the expansion of the
universe introduces the friction term which slows down the rolling inflaton. Substituting
Eq. (2.58) in Eq. (2.51) we get

e = �
Ḣ
H

=
ḟ 2

2M2
plH2 < 1. (2.60)

For inflation to occur the kinetic term of the scalar field should be small. We define now the
dimensionless acceleration per Hubble time as

d ⌘ �
f̈

Hḟ
(2.61)
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For inflation to persist d should be small too. Taking the time derivative of e we write h as

h =
ė

He
= 2

f̈
Hḟ

�2
Ḣ
H2 = 2(e �d ). (2.62)

This shows that e < 1 and d < 1 implies h < 1. Using these slow-roll approximation we
can simplify the Friedman and Klein-Gordon equations. The condition that e < 1 implies
the Friedman equation to simplify as

H2
⇡

V
3Mpl

. (2.63)

and the condition d < 1 simplifies the Klein-Gordon equation to become

3Hḟ ⇡ �V 0. (2.64)

using these simplified equations we can describe the relation between the gradient of the
potential and the kinetic energy of the inflaton. The e can be written a s

e =
ḟ 2

2MplH2 ⇡
M2

pl

2

 
V 0

V

!2

. (2.65)

and also with some computation we can get

d + e = �
f̈

Hḟ
�

Ḣ
H2 ⇡ M2

pl
V 00

V
. (2.66)

These results show that one another way to describe the slow-roll parameters are in terms of
potential:

eV ⌘
M2

pl

2

 
V 0

V

!2

, |hV | ⌘
Ḣ
H2 ⇡ M2

pl
V 00

V
. (2.67)

Another way to describe the conditions for inflation are: eV ⌧ 1 and |hV | ⌧ 1. One can see
that for a nearly flat potential the slow-roll conditions satisfy and inflation happens as shown
in Fig. 2.5.

2.7.5 Metric Perturbations

To test the predictions of inflationary models against observations we have to compute the
statistical properties of the field’s fluctuations. The most convenient variable to use is the
comoving curvature perturbation denoted by z . Simple inflationary models predict that the
curvature perturbations for adiabatic primordial fluctuations are conserved on super-horizon
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scales, i.e. k ⌧ H . This means that these modes got frozen when they exit the horizon
during inflation but re-enter the horizon at late-times. Because of this property they contain
useful information about the inflationary mechanism (see Fig. 2.6). To study the statistics of
z , let’s first start with the perturbed FLRW metric:

ds2 = a2(t)
h
� (1+2A)dt2 +2Bidtdxi +(di j +hi j)dxidx j

i
. (2.68)

These perturbations can be decomposed into scalar, vector and tensor parts. The vector
part Bi can be further decomposed into a scalar part diB and a divergence-free vector which
satisfies d iB̂=0. Since the vector perturbations do not have any source it decays with
expansion and so can be ignored. The tensor part hi j can further be decomposed into a scalar
part, 2Cdi j +2dhid jiE, a divergence-free vector part, 2d(iÊ j), and a traceless tensor 2Êi j. We
introduce some notations and to explain them we define:

∂hi∂ jiE ⌘

 
∂i∂ j �

1
3

di j—2

!
E, (2.69)

∂(iÊ j) ⌘
1
2

⇣
∂iÊ j +∂ jÊi

⌘
. (2.70)

All these comprises of 10 degrees of freedom, and not all are physical. In the GR, a general
choice of coordinate system can introduce non-physical degrees of freedom which can
be eliminated either by using a different coordinate system or by fixing a gauge. We can
also work with quantities which are gauge-invariant and do not depends on any choice of
coordinate system. Let us choose a general coordinate transformation, i.e. xµ

� ! x̃µ =

xµ +hµ . We apply the SVT decomposition using z µ = (z 0,∂iz + ẑi). Using this we can
eliminate 2 scalar degrees of freedom and 2 vector degrees of freedom. In a spatially-flat
gauge, where C = E = 0, we can see that scalar perturbations df is related to the curvature
perturbations z by

z = �
aH

˙̄f
df . (2.71)

2.7.6 Statistics of Scalar Perturbations

To check the predictions of the inflationary models against observations, we have to compute
statistical properties of z . The one-point function, which is simply the ensemble mean of
the field, is considered to be zero, i.e. hz i = 0. The power spectrum, which is simply the
two-point correlation function in Fourier space, is defined as

hz (k)z (k0)i = (2p)3dD(k+k0)Pz (k). (2.72)
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Fig. 2.6 Illustration of the evolution of curvature perturbations z . On super-horizon scales,
modes k ⌧ H , exit the horizon due to shrinking Hubble sphere, and got frozen. These
frozen modes re-enter the horizon at late-times after reheating and have significant impact
on the temperature fluctuations of the CMB. The figure is adapted from [34].

Due to the delta function, the power spectrum only depends on the magnitude of the Fourier
mode. As inflation predicts a scale invariant spectrum, it is convenient to introduce the
dimension-less power spectrum defined as

D2
z (k) ⌘

k3

2p2 Pz (k). (2.73)

It is convenient to change the variable from df to z at the time of horizon crossing when
k = aH. We can use Eq.(2.71) to write Eq.(2.73) as

D2
z (k) =

 
aH

˙̄f

!2

D2
df

���
k=aH

=
1

2eMpl
D2

df

���
k=aH

(2.74)

where e is the slow-roll parameter. For single-field slow-roll inflation the power spectrum of
df in the super-horizon limit is D2

df = (H/2p)2 [109]. This means that D2
z depends on H

and e which are slowly varying variables during inflation. As we are evaluating D2
z at the

time of horizon crossing it remains scale invariant such that we can define it as

D2
z (k) ⌘ As

 
k
k⇤

!ns�1

(2.75)

where As is the amplitude of fluctuations measured at the reference wavenumber k⇤ and ns

is the spectral tilt of the power spectrum. For single-field slow-roll inflation we define the
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Fig. 2.7 The illustration shows three triangle configurations of bispectrum. The figure is
adapted from [120].

spectral tilt as

ns �1 ⌘

dlnD2
z

dlnk
= �2e �h . (2.76)

This result shows that inflation predicts a small deviation from the exact scale invariance of
the power spectrum. If the primordial scalar perturbations are Gaussian then the statistical
properties are defined only by the power spectrum. However, if the primordial fluctuations
are not Gaussian then more interesting information is given by the higher point functions.
The lowest order statistics which contains the non-Gaussianity information is the bispectrum,
which is simply the three-point correlation functions in Fourier space:

hz (k1)z (k2)z (k3)i = (2p)3dD(k1 +k2 +k3)Bz (k1,k2,k3) (2.77)

where the Dirac delta function imposes the restriction that the three Fourier modes should
form a triangle, i.e. k1 +k2 +k3 = 0. Three particular configurations of triangles are given
in Fig. 2.7. We define the shape of the bispectrum as

S(k1,k2,k3) =
B(k1,k2,k3)

D2
z

(k1k2k3)
2. (2.78)

Moreover, we define the amplitude of the bispectrum, fNL, in the equilateral configuration
as [119]

fNL =
k6

D2
z

B(k,k,k), (2.79)

where all three ki are equal. An important type of non-Gaussianity, which we are also going
to discuss later in this thesis is the local-type. If we assume the perturbation to Gaussianity
is local in real space we can Taylor expand the non-Gaussian local field as

zlocal(x) = zG(x)+
3
5

f loc
NL
�
z 2

G(x)�hz 2
Gi.

�
(2.80)

It has been shown that local-type non-Gaussianity has unique 1/k2 type imprint on
late-time observables [153] which we will discuss in Chapter 5.



3
Large-Scale Structure of the Universe

In the previous chapter, we discussed that inflation created the initial conditions for the
Universe. These initial conditions are defined by primordial curvature perturbations which
then evolved into other cosmological observables at late times. The evolution of primordial
perturbations is non-trivial as it depends on several factors and also on the fact that modes
enter the horizon at different times. The Transfer function, defined by T (k,z), captures this
information at least at the linear order. This function relates the linear matter density dlin

with the primordial density field dp at high redshift z: dlin(k,z) = T (k,z)dp(k). The linear
power spectrum can be written as

Plin(k,z) = T 2(k,z)Pp(k) (3.1)

where the primordial power spectrum Pp µ kns for slow-roll single-field inflation. The transfer
function can be calculated numerically using packages such as CAMB [127], CMBFast
[186], and CLASS [125]. A general idea to calculate the transfer function numerically is by
tracing the interactions of matter and radiation during the radiation domination era and then
by evolution of linear density field in the matter domination era [109].

The two important late-time observables in cosmology are CMB temperature anisotropies
defined by Q = —T/T and the matter overdensity field which defined in real space as

d (x) =
Dr(x)

r̄
(3.2)

where r̄ is the background matter density field. The matter density field is considered
as a continuous field which interacts with other matter through gravity. The gravitational
evolution of matter induces nonlinearities in the matter field at late-times. So even if
there are no non-linearities in the initial conditions, the gravitational evolution introduces
non-linearities in the dark matter distribution at late-times. The clustering dark matter
forms gravitationally-bound, virialised dark matter halos, and inside those halos galaxies
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are formed. The dark matter halo field dh is a discrete field defined in term of the halo
centres. The galaxies are born inside dark matter halos and therefore provide a way to trace
the distribution of dark matter. The clustering of halos or galaxies (defined by dh or dg

respectively) is not the same as the clustering of dark matter, instead, it is biased compare to
that of matter. We define the overdensity of galaxy field in terms of the number density n(x):

dg(x) =
Dn(x)

n̄
(3.3)

where n is the number density of the discrete tracer. We study the biasing relation of the
discrete tracers of the matter density field in this thesis. As we mentioned that gravitational
evolution induces non-linearities in the matter density field, so even if the initial conditions
are Gaussian, the matter density field will have a non-vanishing bispectrum. In Fourier space
the matter bispectrum is defined as

hd (k1)d (k2)d (k3)i = (2p)3dD(k1 +k2 +k3)Bd (k1,k2,k3). (3.4)

In this chapter, to calculate the statistics of the clustering of the late-time matter density
field and discrete tracer fields, we develop the framework of cosmological perturbation theory.
We introduce the standard perturbation theory (SPT) which provides a framework to study
non-linear dynamics of matter fields. We introduce Eulerian and Lagrangian Perturbation
Theory. Lagrangian Perturbation Theory (LPT) is useful to generate the initial conditions in
N-body simulations. We shall discuss the shortcoming of SPT and introduce the framework
of Effective Field Theory of Large-Scale Structure (EFTofLSS). We also discuss biased
tracers and the statistics of biased tracers.

3.1 Standard Perturbation Theory (SPT)

In this section, we derive the equations of motion and discuss the standard perturbation
theory (SPT) following [12, 37, 109]. First, let us consider the Newtonian limit, that is small
distance x ⌧ H�1 and small velocities v ⌧ 1. In the Newtonian limit, we can write the
equation of motion for a particle as

r̈ = �—rF (3.5)

where r is the physical position defined as r = ax and F is the gravitational potential. The
derivative of the physical position with respect to the physical time can be expressed in terms
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of the comoving position x as ṙ = H x+x0. The eq. (3.5) can now be written as

r̈ =
1
a

⇣
H 0x+H x0 +x00

⌘
=

1
a

—F. (3.6)

We identify u = x0 as the peculiar velocity and define the peculiar potential as

F = �
1
2
H 0x2 +f , (3.7)

where the derivative of the Hubble parameter is defined as H 0 = �4pGar/3. We can write
the equation of motion as

u0 +H u = �—f . (3.8)

This is a good approximation as the Universe now is L-dominated and most of the structure
formation takes place in the matter-dominated era. We write the Poisson equation in terms
of the comoving quantities as

—2f = 4pGa2r̄d =
3
2
H 2Wm(t)dm, (3.9)

where we assume that perturbations are sourced by matter only. From this equation we can
see that the peculiar potential is sourced by the density fluctuations d .

Now we discuss the Vlasov equation. The distribution function f (x,p,t) of particles
in the phase space is a function of conjugate momentum p and position x. The conjugate
momentum is defined as p = amu. The total number of particles in the volume d3x having
the momentum distribution d3 p is given by dN = f (x,p,t)d3xd3p. The Liouville theorem
asserts that the distribution function along the phase space trajectory of collision less particles
is constant. This leads us to the Vlasov equation defined as

d f
dt

=
∂ f
∂t

+
dx
dt

·
∂ f
∂x

+
dp
dt

·
∂ f
∂p

=
∂ f
∂t

+
p

ma
·— f �am—F ·

∂ f
∂p

= 0.

(3.10)

This Vlasov equation is very complicated to deal with because it is a non-linear partial
differential equation. Non-linearity comes from the gravitational potential. We take the
moments of the distribution function and the Vlasov equation to obtain the set of equations
in position space. The zeroth-, first- and second moments of f (x,p,t) describe the energy
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density r , the peculiar velocity flow ui and stress tensor si j in the following way:

r(x,t) ⌘
m
a3

Z
d3p f (x,p,t), (3.11)

ui(x,t) ⌘
m

r(x,t)a3

Z
d3p pi

am
f (x,p,t), (3.12)

si j(x,t) ⌘
m

r(x,t)a3

Z
d3p

pi p j

a2m2 f (x,p,t)�uiu j (3.13)

The zeroth order moment of eq. (3.10) gives us the continuity equation

d
0

(x,t)+— ·

h
(1+d )u(x,t)

i
= 0 (3.14)

and the second order moment gives rise to the Euler equation (or the conservation of
momentum)

u
0

(x,t)+H u(x,t)+u(x,t) ·—u(x,t)+—F(x,t)+
1
r

— j(rsi j) = 0. (3.15)

In principle we can achieve a hierarchy of equations by taking higher moments, which will
couples the equation of motion for the n-th order moment of the Vlasov equation to the
n+1-th moment. However for pressureless cold dark matter we can make a good assumption
that all moments higher than velcocity vanish. This is a good assumption in the linear regime
and for the late-time (non-linear regime) it should be validated suing numerical simulations.
We set si j = 0 and write u in terms of a divergence term q = — ·u and curl w = —⇥u. The
equation corresponding to the curl can be ignored in the absence of any anisotropic stress
and primordial velocity.

3.1.1 Linearized Equations

It is interesting to see the solution to the linearized equations. Let us neglect the quadratic
terms in the continuity and Euler equations:

d 0 +q = 0 (3.16)

u0 +H u = �—f . (3.17)

In terms of divergence and the velocity vorticity we can write the Euler equation as

q 0 +H q = �Df (3.18)

w0 +H w = 0. (3.19)



3.1 Standard Perturbation Theory (SPT) 30

It is straightforward to solve the vorticity equation. The solution is w µ a�1, this means that
vorticity decay at linear level with the scale factor. To solve Eq. (3.18) we take the time
derivative of Eq.(3.16) and replace q 0 with Eq. (3.18). Also using the Poisson equation in
the resulting equation we get the second order differential equation:

d 00(k,t)+H d 0(k,t)�
3
2

Wm(t)H 2d (k,t) = 0. (3.20)

This equation has two solutions: one is a decaying mode solution D�(t)d�(k) and another
is a growing mode solution D+(t)d+(k). The full solution is the combination of both:
d (k,t) = D�(t)d�(k)+ D+(t)d+(k). The decaying mode factor is defined as D�(t) =

H /a and the growing modes factor, which is also called the growth factor, is described by

D+(t) = D+,0H(t)
Z a(t)

0

da0

H 3(a0)
, (3.21)

where D+,0 is a normalisation factor. We can use the normalisation factor to fix D+(a = 1) =

1. For an EdS Universe, we can get the exact form solutions as: D+ = a and D� = a�3/2.
This shows that in matter-only Universe the growth scales as the scale factor. Unlike EdS,
in the LCDM Universe, the structure grows initially but at late times the growth stops as
the Universe become dominated by the dark energy. From now on we represent the growth
factor as D. Sometimes we see logarithmic growth factor, which is defined as

f =
dlnD
dlna

. (3.22)

3.1.2 Fluid Equations in Fourier Space

We have discussed solutions of the fluid equations in the linear regime. Our goal is to solve
full fluid equations. It is convenient to work in Fourier space instead of real space because
we can consider the evolution of each Fourier mode. In Fourier space the continuity and
Euler equations can be written as

∂d
∂t

(k,t)+q(k,t) = �

Z d3k1

(2p)3
d3k2

(2p)3 dD(k1 +k2 �k)
(k1 +k2) ·k1

k2
1

q(k1,t)d (k2,t),

(3.23)

∂q
∂t

(k,t)+H q(k,t)+
3
2

WmH 2d (k,t) = �

Z d3k1

(2p)3
d3k2

(2p)3 dD(k1 +k2 �k)
(k1 +k2)2(k1 ·k2)

2k2
1k2

2

⇥q(k1,t)q(k2,t).

(3.24)
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The quadratic terms have introduced mode coupling terms in the Fourier-space field equa-
tions. These mode coupling terms encode all information about non-linear dynamics. It is
conventional to call them a(k1,k2) and b (k1,k2):

a(k1,k2) ⌘
k1 · (k1 +k2)

k2
1

, (3.25)

b (k1,k2) ⌘
1
2
(k1 +k2)

2 k1 ·k2

k2
1k2

2
=

1
2

k1 ·k2

k1k2

 
k2

k1
+

k1

k2

!
+

(k1 ·k2)2

k2
1k2

2
. (3.26)

3.1.3 Perturbative Solutions

Eq. (3.23) and Eq. (3.24) are coupled differential equation and so the general solution does
not exist. However we can solve them using Perturbation Theory. In an EdS Universe
the growing mode factor is D = a and so solve those equations perturbatively we use the
following ansatz:

d (k,t) =
•

Â
n=1

an(t)d (n)(k) and q(k,t) = �H (t)
•

Â
n=1

an(t)q (n)(k). (3.27)

We can write the nth order solutions for dn and qn as convolutions of n linear density fields:

d (n)(k) =
n

’
i=1

(Z d3qi

(2p)3 d (1)(qi)

)
(2p)3dD(k�q1...n)Fn(q1, . . . ,qn) (3.28)

q (n)(k) =
n

’
i=1

(Z d3qi

(2p)3 d (1)(qi)

)
(2p)3dD(k�q1...n)Gn(q1, . . . ,qn) (3.29)

where q1...n ⌘ q1 + · · · + qn while Fn and Gn are gravitational coupling kernels, defined
explicitly using the following iterative expressions:

Fn(q1, . . . ,qn) =
n�1

Â
m=1

Gm(q1, . . . ,qm)

(2n+3)(n�1)

"
(2n+1)a(q1...i,qi+1...n)Fn�m(qm+1, . . . ,qn)+

2b (q1...i,qi+1...n)Gn�m(qm+1, . . . ,qn)

#
,

(3.30)

Gn(q1, . . . ,qn) =
n�1

Â
m=1

Gm(q1, . . . ,qm)

(2n+3)(n�1)

"
3a(q1...i,qi+1...n)Fn�m(qm+1, . . . ,qn)+

2nb (q1...i,qi+1...n)Gn�m(qm+1, . . . ,qn)

#
.

(3.31)
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To obtain physical intuitions, we write down the explicit expressions for these kernels. For
n = 2 the density kernel reads as

F2(q1,q2) =
5
7

a(q1,q2)+
2
7

b (q1,q2) =
5
7

+
1
2

q1.q2

q1q2

⇣q1

q2
+

q2

q1

⌘
+

2
7

(q1.q2)2

q2
1q2

2
(3.32)

and similarly the velocity kernel reads as

G2(q1,q2) =
3
4

a(q1,q2)+
4
7

b (q1,q2) =
3
7

+
1
2

q1.q2

q1q2

⇣q1

q2
+

q2

q1

⌘
+

4
7

(q1.q2)2

q2
1q2

2
. (3.33)

The F2 kernel can be written slightly differently as

F2(q1,q2) =
17
21

+
1
2

q1 ·q2

q1q2

 
q1

q2
+

q2

q1

!
+

2
7

"
(q1 ·q2)2

q2
1q2

2
�

1
3

#
. (3.34)

In this expression the first term is the density term, the second is the shift term and last term
is the anisotropic stress term. In real space the second order density field consist of the
growth term, the shift term and the tidal term defined as

d (2)(x) =
17
21

d 2(x)�y(x) ·—d (x)+
2
7

s2(x), (3.35)

where the quadratic tidal term is s2(x) = si j(x)si j(x). The tidal tensor is defined as

si j(x) =

 
—i— j

—2 �
1
3

d (K)
i j

!
d (x), (3.36)

where d (K) is the Kronecker delta and —i is the gradient operator. In Eq. (3.35), the shift
term is y(x) ·—d (x) is the shift term.

One of the interesting features is that we can represent the series solutions in eq. (3.27)
diagrammatically. The initial density field d (1) contains the information about the initial
conditions. d (n) and q (n) are represented, in the diagramatic approach, as the vertex with n
external legs d (1) and q (1) and are defined in terms of coupling kernels Fn and Gn respectively
in the following way

d (n)(k) =

k1

kn
k

Fn
= (2p)3d (D)(k1 + · · ·+kn �k)Fn(k1, . . . ,kn) (3.37)
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q (n)(k) =

k1

kn
k

Gn
= (2p)3d (D)(k1 + · · ·+kn �k)Gn(k1, . . . ,kn). (3.38)

The coupling kernels have interesting UV and IR properties. For example when the total
momentum k = k1 +k2 . . . goes to zero, but individual momenta ki do not go to zero then
F(s)

n ! k2. Similarly, when one of the momenta becomes very large, the kernels obey the
scaling law such as

lim
q!•

Fn(k1, . . . ,kn�2,q,�q) µ k2

q2 (3.39)

and similarly for G(s)
n .

We have discussed the solutions in the EdS universe. Since the difference between the
results derived above for an EdS Universe and a LCDM Universe are small, one can easily
generalise these results to any cosmological model by replacing a(t) by the general growth
factor D(t) which depends on Wm and WL (see [37, 183, 203] for more details). Therefore,
for LCDM cosmology, the series solutions in eq. (3.27) can be generalised to

d (k,t) =
•

Â
n=1

Dn(t)d (n)(k) and q(k,t) = �H (t) f (t)
•

Â
n=1

Dn(t)q (n)(k). (3.40)

where f (t) is the logarithmic growth factor.

3.1.4 Feynman Rules

It is quite convenient to define Feynman rules to compute N-point correlation functions of
density fields. The Feynman rules for computing the n-spectra are defined explicitly in [18].
For calculating the ith order diagram for the n-spectrum we follow the following rules. First,
draw all possible connected diagrams with n external legs and assign each vertex the factors
defined in eq. (3.30) and eq. (3.31) depending if we are computing correlation functions of
d or q respectively. We follow:

1. For each vertex with ingoing momenta ki and outgoing momenta k we assign a
delta function (2p)3dD

�
k�Âi ki

�
and a coupling kernel Fn(k1, . . . ,kn) (or Gn or any

another coupling - for instance, later in this thesis we will talk about quadratic and
cubic galaxy bias couplings.)

2. For each vertex with outgoing momenta k and k0 we assign a linear power spectrum
(2p)3dD(k+k0)Plin(k)
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Fig. 3.1 The Feynman diagrams in this figure represent the linear power spectrum Plin (left)
and one-loop terms, that is P22 (middle) and P13 (right).

3. Integrate over each loop momenta
R

d3ki/(2p)3

4. To take into account the different permutations multiply the factors by the symmetry
factor n!, where n is the number of external legs.

5. Sum over all labels of the external lines.

Finally we add up all the contributions from all diagrams.

3.1.5 Power Spectrum

So far we know that the non-linear density or velocity field can be expressed as product of n
linear density fields. If we want to compute the n-spectra we have to cross correlate these
non-linear fields. The cross correlation of two non-linear density fields give rise to power
spectrum in Fourier space. The leading-order term in power spectrum is the second-order
term in the linear density field. The next-to-leading order terms are fourth order in the linear
density field by Wick theorem. Since the linear density field is a Gaussian random field
the odd correlators always vanish and so there is no term in the power spectrum which
is third order in density fields. The next-to-leading order terms are also called one-loop
terms and contain one inner momentum to integrate over. There are two distinct power
spectrum diagrams at the one-loop level. One is obtained by cross-correlating the second-
order density field by another second order density field. The other diagram is obtained
by cross-correlating the linear density field with the third order density field. We write the
power spectrum at one-loop as

⌦
d (k)d (k0)

↵
=
D

d (1)(k)d (1)(k0)
E

+2
D

d (1)(k)d (3)(k0)
E

+
D

d (2)(k)d (2)(k0)
E

+ . . . (3.41)

This gives rise to
P(k) = Plin(k)+2P13(k)+P22(k)+ . . . (3.42)
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Fig. 3.2 Various contributions to the matter power spectrum up to one-loop in perturbation
theory. The blue curve represents the linear power spectrum. Blue and red curves represent
P22 and |P13| respectively. The one-loop contribution to the matter power spectrum is plotted
in Orange, and the total (linear + one-loop) is plotted in Black.

where

P22(k) = 2
Z d3q

(2p)3 Plin(|k�q|)Plin(q)
h
F(s)

2 (q,k�q)
i2

, (3.43)

P13(k) = 3
Z d3q

(2p)3 Plin(k)Plin(q)F(s)
3 (k,�q,q). (3.44)

The diagrammatic representations of linear and one-loop power spectrum terms are given in
Fig. 3.1. In Fig. 3.2 we plot the linear power spectrum and the loop terms.

IR and UV behaviour of one-loop terms

Previously we discussed the high-k and low-k limits of the mode coupling kernels. It will be
interesting to see how the loop terms behave in the limit of very large and very low external
momenta. In the low-k limit (which corresponds to large scales), P13 behaves as

lim
k⌧q

P13(k) = �
1
3

Z d3q
(2p)3

Plin(q)

q2

 
16
210

�
2

35
k2

q2 + . . .

!
= �

61
210

k2Plin(k)s2
d (k) (3.45)



3.1 Standard Perturbation Theory (SPT) 36

���/��/���
���/��/���

����� ����� ����� � ��
�

��

��

��

��

� [� ���-�]

� �
�/�

� /
� �

�

Fig. 3.3 The high-k and low-k limits of P13 and P22.

where s2
d = (1/3)

R
d3q/(2p)3Plin(q)/q2. The high-k limit (or short scales) of P13 is given

by

lim
k�q

P13(k) = �
1
3

Z d3q
(2p)3

Plin(q)

q2

 
1�

116
105

q2

k2 +
188
245

q4

k4 + . . .

!
= �

1
2

k2Plin(k)s2
d (k).

(3.46)
Similarly we can look at the low-k and high-k limits of the P22 integral. In the low-k limit,
the P22 term behaves as

lim
k⌧q

P22(k) µ 9
98

k4
Z d3q

(2p)3
P2

lin(q)

q4 . (3.47)

Finally, in the high-k limit the P22 term behaves as

lim
k�q

P22(k) µ

 
569
735

Plin(k)�
47

105
k

dP
dk

+
1

10
k2 d2P

dk2

!Z d3q
(2p)3 Plin(q)+

1
3

k2Plin(q)
Z d3q

(2p)3
Plin(q)

q2

=

 
569
735

Plin(k)�
47
105

k
dP
dk

+
1
10

k2 d2P
dk2

!
s2(k)+ k2Plin(k)s2

d (k)

(3.48)
We see from eq. (3.46) and eq. (3.48) that in the high-k limit the positive contribution from
P22 is cancelled by the negative 2P13 contribution. We plot P22/k2/Plin and P13/k2/Plin in
Fig. 3.3 to understand high-k and low-k limits. In the high-k limit both terms asymptotes to
s2

d .
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One of the problems is that based on the initial conditions, that is for a scaling universe
when Plin µ kn, the loop terms are either UV or IR divergent based on the value of n as
given in Table 3.1. These loop divergences are one of the shortcomings of SPT and we will
discuss in the next section how Effective Field Theory of LSS deals with such problems.We
can see that when the internal momenta goes to zero, that is q ! 0, both terms P13 and P22

have IR divergences. The term P22 has another IR divergence when q ! k. We can get rid of
these divergences either by having an IR cut-off or by computing the loop terms together
using a single integral as discussed in [44]. The one-loop IR-safe integral is defined as

P1-loop IR-safe(k) =
Z d3q

(2p)3

n
P13(q)+P22(q)Q

�
|k�q|�q

�
+P22(�q)Q

�
|k+q|�q

�o

=
Z d3q

(2p)3

(
6Plin(k)Plin(q)F(s)

3 (k,q,�q)

+Plin(q)Plin(|k�q|)
⇥
F(2)

2 (q,k�q)
⇤2Q

�
|k+q|�q

�

+Plin(q)Plin(|k+q|)
⇥
F(2)

2 (�q,k+q)
⇤2Q

�
|k+q|�q

�
)

.

(3.49)

UV-divergent IR-divergent
P22 n � 1/2 n  �1
P13 n � �1 n  �1
P1-loop n � �1 n  �3

Table 3.1 Convergence properties of one-loop power spectrum terms based on different
values of the initial conditions.

Two-loop Power Spectrum

The next-to-next-to-leading order contributions are called two-loop terms. There are four
distinct terms at this level. These terms contain two loop integrals. The full power spectrum
up to sixth order in density fields is given by

⌦
d (k)d (k0)

↵
=
D

d (1)(k)d (1)(k0)
E

+2
D

d (1)(k)d (3)(k0)
E

+
D

d (2)(k)d (2)(k0)
E

+2
D

d (1)(k)d (5)(k0)
E

+
D

d (3)(k)d (3)(k0)
E

+2
D

d (2)(k)d (4)(k0)
E (3.50)

which leads to
P(k) = Plin(k)+P1-loop(k)+P2-loop(k) (3.51)
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Fig. 3.4 The Feynman diagrams for various two-loop terms of the matter power spectrum.

where the two-loop power spectrum consists of four distinct terms:

P2-loop(k) = P15(k)+P24(k)+PI
33(k)+PII

33(k). (3.52)

These four two-loop terms are explicitly defined as

P24(k) = 12
Z

q1

Z

q2
F(s)

2 (�q2,�k+q2)F
(s)
4 (q1,�q1,q2,k�q2)Plin(q1)Plin(q2)Plin(|k�q2|),

(3.53)

P15(k) = 15
Z

q1

Z

q2
Plin(q1)Plin(q2)F

(s)
5 (k,q1,�q1,q2,q2), (3.54)

P(I)
33 (k) = 6

Z

q1

Z

q2
Plin(q1)Plin(q2)Plin(|k�q1 �q2)

h
F(s)

3 (q1,q2,k�q1 �q2)
i2

, (3.55)

P(II)
33 (k) = Plin(k)

"
3
Z

q1
F(s)

3 (q1,�q1,k)Plin(q1)

#2

=
P2

13(k)
Plin(k)

. (3.56)

Diagrammatically these terms are described in Fig. 3.4. For more details about properties of
two-loop terms we refer to [44, 17]

3.1.6 Bispectrum

The initial density field is a Gaussian random field and so the odd correlators vanish.
However, the late-time gravitational instability induce non-Gaussianity in non-linear density
field. This non-Gaussianity contribution can be studied by 3-point correlation function or
bisepctrum in Fourier space. The correlation of three non-linear density fields are defined as
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Fig. 3.5 The tree-level and the one-loop bispectrum terms are plotted for equilateral configu-
rations ( k1 = k2 = k3).

⌦
d (k1)d (k2)d (k3)

↵
=
D

d (1)(k1)d (1)(k2)d (2)(k3)
E

+2 cyc+ . . .

= (2p)3dD(k1 +k2 +k3)B(k1,k2,k3)
(3.57)

where the leading order bispectrum is defined as

B(k1,k2,k3) = 2F2(k1,k2)Plin(k1)Plin(k2)+2 cyc. (3.58)

The leading order bispectrum is fourth order in the initial density field and so we can
represent it as B112. The delta function in Eq. (3.57) imposes k1 +k2 +k3 = 0 in order to
have a non-vanishing correlator.

One-loop Bispectrum

The next-to-leading order, or one-loop, bispectrum is sixth order in density field. There are
four distinct bispectrum terms possible at the one-loop level (for more details see [26]). The
SPT bispectrum at the one-loop level is defined as

B1-loop(k1,k2,k3) = B222 +BI
321 +BII

321 +B411 (3.59)
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where these four terms can be defined explicitly as

B222 = 8
Z

q
F2(�q,qk1)F2(q+k1,�q+k2)F2(k2,�q,q)Plin(q)Plin(|q+k1|)Plin(|q�k2|),

(3.60)

BI
321 = 6Plin(k3)

Z

q
F3(�q,q�k2,�k3)F2(q,k2 �q)Plin(q)Plin(|q�k2|), (3.61)

BII
321 = 6F2(k2,k3)Plin(k2)Plin(k3)

Z

q
F3(k3,q,�q)Plin(q)+5 perm, (3.62)

B411 = 12Plin(k2)Plin(k3)
Z

q
F4(q,�q,�k2,�k3)Plin(q)+2 cyc. perm. (3.63)

For equilateral configurations, we plot the tree-level and one-loop bispectrum terms in
Fig. 3.5.

3.1.7 Shortcomings of Standard Perturbation Theory

Although SPT provides a basis for the solutions of fluid equations to explain matter inhomo-
geneities, it has several shortcomings:

• The density contrast is not small on all scales and so we do not have a clear expansion
parameter.

• We assume perfect pressureless fluid, however any deviation from a perfect pressure-
less fluid is not explained by the SPT framework.

• For generic initial conditions the loop corrections can be UV divergent and require
a UV cut-off that means the SPT predictions are all UV cut-off dependent, which is
clearly unphysical.

In sec. 3.2 we introduce the Effective Field Theory of Large Scale Structure (EFTofLSS).
The EFTofLSS provides answers to these shortcomings and provides physical, cut-off
independent predictions.

3.2 Effective Field Theory of Large-Scale Structure

Note: The EFTofLSS review is closely adapted from [12]; for more detailed discussion we
refer the readera to that review.

Let us review what we have understood so far. The late-time structure formation in
the Universe is highly non-linear. One of the main non-linearities is non-linear matter
clustering due to gravity. We can model it by a perfect pressure-less fluid, the equations
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of motion of which could be obtained by solving the Boltzmann, Euler and continuity
equations. The equations of motion are highly complex but can be solved numerically. To
make analytical predictions, however, we can solve them perturbatively using the standard
perturbation theory (SPT). On large scales, which correspond to low wavenumbers k, where
non-linearities are not present the SPT describes the statistics of LSS very well. However,
the predictions of SPT start to deviate beyond the linear order where non-linearities become
important. Moreover the loop corrections are UV divergent and require a UV cut-off L.
Let’s understand it a bit more specifically and consider the variance of modes below a cut-off
k < L:

s2
L =

1
2p2

Z L

0
d lnqq3Plin(q) ⇡

L3Plin(L)

2p2 (3.64)

This variance is a growing function of L. Later we in this section we use the non-linear
wavenumber kNL which is defined as the scale around which the perturbation theory breaks
down.

Fortunately, the framework of the Effective Field Theory of Large Scale Structures
(EFTofLSS) provides a powerful framework to expand the scope of SPT [15, 28, 35, 44, 46,
157]. The underlying idea of the EFTofLSS is that it integrates out the short scale modes and
takes into account their effects on the large scale dynamics. The physical effects of short
scale modes are to introduce non-linearities in the perfect cosmological fluid description by
adding terms corresponding to speed-of-sound, dissipative corrections, and the stochastic
noise. These terms respect the symmetries of the equations of motion and have the same
form to cancel the UV divergences that emerge from the PT loop integrals.

The EFTofLSS not only provides a powerful theoretical framework which can be used to
make good predictions, it also provides a systematic way to model theoretical uncertainties.
Usually, theoretical uncertainties are neglected when analyzing data, even though they could
have a significant impact on constraining the cosmological parameters. Imagine, if the signal
of some new physics is within the theoretical uncertainties of the model then no matter
how state of the art the experiments are, we will never be able to detect that signal. The
significance of theoretical uncertainties in forecasting is discussed in detail in [25].

It has been shown that the EFTofLSS prediction for the two-loop dark matter power
spectrum agrees with 1% precision with the N-body simulations up to kmax ⇡ 0.3h Mpc�1

[15, 44] and the one-loop bispectrum up to kmax ⇡ 0.22h Mpc�1 at redshift z = 0 [28]. In
contrast to SPT prediction where the power spectrum starts to deviate from the simulation
data at k ⇠ 0.1h Mpc�1, the EFTofLSS has shown that it can increase the number of modes
27 times compared to the SPT:

NSPT
LSS ⇠

⇣0.1hMpc�1

kmin

⌘3
, NEFT

LSS ⇠

⇣0.3hMpc�1

kmin

⌘3
)

NEFT
LSS

NSPT
LSS

⇠ 27 (3.65)
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Fig. 3.6 This illustration describes the hierarchy of scales in perturbation theory and effective
field theory. The EFT description is valid for L < kNL. The figure is adapted from [35].

where NSPT
LSS and NEFT

LSS are the number of modes in LSS predicted by SPT and EFTofLSS
respectively. The signal-to noise ratio in LSS depends on the volume of the survey and
p

NLSS. Since the signal-to-noise ratio depends on kmax, achieving even a slight improvement
in the kmax can make a huge difference. In Fig. 3.6 we define the hierarchy of scales involved
in SPT and EFTofLSS. In the rest of this section we discuss the basics of EFTofLSS following
[12, 44].

3.2.1 Coarse-grained Equations of Motion

The equations of motion of an effective fluid can be obtained by smoothing the Vlasov
equations and by taking its corresponding moments. This process can remove modes above
a cut-off, that is scales k > L which correspond to small wavelengths l < 1/L. The cut-off
is taken as L < kNL. The smoothing function is not important but we use the Gaussian
smoothing defined in real and Fourier space as

WL(x) =
⇣ L

p
2p

⌘3
exp

⇣
�

1
2

L2x2
⌘

and WL(k) = exp
⇣
�

1
2

k2

L2

⌘
. (3.66)

respectively. In particular, if O(x, t) is a cosmological field that depends on both long and
short modes, we can regularise it by applying the smoothing function so that at the end it
only depends on the long-wavelength modes. The smoothing can be done in real space as

Ol = [O]L(x) =
Z

d3x0WL(x�x0,L)O(x). (3.67)

We can define the short wavelentgh part as Os = O �Ol . The effective fluid equations can
be derived by taking the moments of the smoothed Vlasov equation:

Z
d3ppi p j . . . pin

hD f
Dt

i

L
(x,p) = 0 (3.68)
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where the smoothed Boltzmann equation is written as

hD f
Dt

i

L
(x,p) =

∂ fl

∂t
+

p
ma2 ·— fl �m Â̄

n6=n

Z
d3xWL(x�x0)—fn ·

∂ fn

∂p
. (3.69)

Following our definition here we define fl as the smoothed distribution function. Similarly,
we define the coarse-grained density and momentum as

rl =
Z

d3 p fl(x,p,t) (3.70)

pl = rlvl =
m3

a3

Z
d3 p

p
ma

fl(x,p,t). (3.71)

Finally, the continuity and Euler equations that we obtain are

d
0

l +∂ j
⇥
(1+dl)vl, j

⇤
= 0, (3.72)

v0

l,i +H vl,i +∂ifl + vl, j∂ jvl,i = �
1
r

∂ j
⇥
ti j
⇤

L. (3.73)

where ti j is the effective stress tensor induced by the short wavelength fluctuations. This
non-vanishing stress tensor arises due to the fact that coarse-grained products of fluctuations
produce products of long wavelength modes plus correction which depends on the products
of short wavelength modes. The stress tensor arises from the miscroscopic stress tensor si j

and the products of short modes:

ti j = rsi j +rvs
i v

s
j �

f s
,kf s

,kdi j �2f s
,if s

, j

8pG
. (3.74)

3.2.2 Integrating out UV Physics

The stress tensor that arises from the coarse-graining depends on the short wavelength
fluctuations. The short modes are strongly coupled and cannot be explained with the
effective theory. Correlation functions of long wavelength fluctuations are expectation
values. Since we do not observe the short modes we can take their expectation values. These
expectation values will depend on the long wavelength modes. In quantum field theory this
operation is referred to as integrating out the UV degrees of freedom. This effective theory
will depend only on long wavelength modes. Since the long wavelength fluctuations are
small we can Taylor expand the expectation values as background response:

h[t i j]Lidl = h[t i j]Li0 +
∂ h[t i j]Li

∂dl

���
dl=0

dl + . . . (3.75)
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Using the symmetries of the equations of motion, the effective stress tensor takes the
following form:

h[t i j]Lidl = pd i j + r̄c2
s dld i j

� r̄
c2

b,v

H
d i j∂kvk

l �
3
4

r̄
c2

s,v

H

h
∂ jvi

l +∂ iv j
l �

2
3

d i j∂kvk
l

i
+Dt i j

(3.76)
where p is the background pressure, c2

s is the speed of sound of the fluctuations, c2
b,v is the

coefficient of the bulk-viscosity, c2
s,v is the coefficient of the shear-viscosity, and finally Dt i j

is the stochastic term which can be determined by taking the difference between the actual
value of t i j and its expectation value. By taking two spatial derivatives of the stress tensor
we get the source term of the Euler equation for the velocity divergence defined as

tq = ∂i∂ jti j = r̄

"
c2

s ∂ 2dl �
c2

v,b

H
∂ 2q �

3
4

c2
v,s

H
∂ 2q

#
+DJ

= r̄

"
c2

s ∂ 2dl �
c2

v
H

∂ 2q

#
+DJ

(3.77)

where DJ = ∂i∂ jti j and c2
v = c2

v,b +(2/3)c2
v,s. The EFT parameters are either measured in

N-body simulations or fit directly to the data.

3.2.3 EFT and Perturbation Theory

The perturbation theory (PT) within the framework of EFT is quite similar to the SPT in
a sense that the set of equations that we have to solve perturbatively are the same except
now we have to add new terms in the Euler equation. To solve the new equations using the
new source terms we need to solve using the Green function method for the coupled system
given by

H 2
n

�a2∂ 2
a +

3
2
�
Wm(a)�2

�
a∂a +

3
2

Wm(a)
o

d = Sb �H ∂a
�
aSa

�
(3.78)

H
n

a2∂ 2
a +

�
4�

3
2

Wm(a)
�
a∂a +

�
2�3Wm(a)

�o
d = ∂a

�
aSb

�
�

3
2
H Wm(a)Sa (3.79)

where

Sa(k,t) = �

Z d3q
(2p)3 a(q,k�q)q(q,t)d (k�q,t), (3.80)

Sb (k,t) = �

Z d3q
(2p)3 b (q,k�q)q(q,t)q(k�q,t)+ tq (k,t). (3.81)
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The solution for d can be obtained using the Green’s function as

c2
s k2d (1)(k) =

Z
daGd (a,a0)k2

h
c2

s (a
0)+ c2

v(a
0)
i
d (1)(k,a0) (3.82)

Finally we can write the density field in the EFTofLSS as

d (k,t) = d (1)(k,t)+d (2)(k,t)+d (3)(k,t)� k2c2
s (t)d (1)(k,t)+dJ(k,t). (3.83)

On the right hand side of this equation, the first three terms corresponds to the first-order,
second-order and third-order matter density fields respectively; the fourth term is the linear-
order counterterm and dJ is the stochastic term. We can now compute the power spectrum
up to one-loop in the EFTofLSS as

P(k) = Plin(k)+2P13,L(k)+P22,L(k)�2c2
s,Lk2Plin(k)+PJJ,L(k) (3.84)

where P13,L and P22,L depend on the UV cut-off L. The last two terms in eq. (3.84) are the
counterterms as the UV divergent terms in P13 and P22 are exactly cancelled out by speed of
the sound and stochastic counterterms. In short these terms regularize the theory. To see this
explicitly, let us us split the integral in P13 at the cut-off L

P13,•(k) = 3Plin(k)
Z L

0

d3q
(2p)3 F3(k,q,�q)Plin(q)+3Plin(k)

Z •

L

d3q
(2p)3 F3(k,q,�q)Plin(q)

= P13,L(k)� k2Plin(k)
61

210
1

6p2

Z •

L
dqPlin(k).

(3.85)
The counterterm in eq. (3.84) has the exact form to cancel out the UV divergence of the loop
integrals. If we substitute eq. (3.85) in eq. (3.84) we can define a new speed of the sound
parameter as

c2
s,• = c2

s,L �
61

210
1

6p2

Z •

L
dqPlin(q). (3.86)

This defines the cut-off independent result as:

P13,L(k)� c2
s,Lk2Plin(k) = P13,•(k)� c2

s,•k2Plin(k). (3.87)

Similarly the UV cut-off dependence in P22 is exactly cancelled by the stochastic counterterm
(for details see [12, 44]) and therefore we can write

P22,L(k)+PJJ,L(k) = P22,•(k)+PJJ,•(k). (3.88)
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Using eq. (3.87) and eq. (3.88) in eq.(3.84) we can finally get the UV independent power
spectrum up to one-loop in the EFTofLSS:

P(k) = Plin(k)+2P13(k)+P22(k)�2c2
s,•k2Plin(k)+PJJ,•(k) (3.89)

where we define P13,• and P22,• as P13 and P22 respectively. This completely solves one of
the problems faced by SPT. Given any initial conditions the divergences of the loop integrals
will be fully captured by the last two terms in eq. (3.89) and the final result will always
remain finite.

3.3 Lagrangian Perturbation Theory (LPT)

In this section we introduced another variant of the perturbation theory called the Lagrangian
Perturbation Theory (LPT). LPT is particularly useful to generate initial conditions in N-body
simulations. In this thesis, in our simulation work we use the initial conditions generated by
the second-order Lagrangian Perturbation Theory (2LPT). Therefore, it is useful to discuss
LPT briefly here. The derivations in this section are closely adapted from [12, 37, 109, 111].

In LPT, the main focus is on the displacement field y(q,t). The particles start from the
initial unperturbed Lagrangian position q and follow their trajectories to the final Eulerian
position x. We can define the mapping between the Eulerian and Lagrangian coordinates as

x(t) = q+y(q,t). (3.90)

The conservation of mass allows us to write

1+d (x,t) =
���
∂q
∂x

���⌘
1

J(q,t)
(3.91)

where J(q,t) = det
�
di j +yi, j(q,t)

�
is the Jacobian of the transformation from Eulerian to

Lagrangian coordinates. Note that yi, j represents the derivative with respect to Lagrangian
coordinate q j. From eq. (3.6) we know that the equations of motion for particles in an
expanding universe is given by

d2x
dt2 +H (t)

dx
dt

= �—F. (3.92)

Taking the divergence of eq. (3.92) and the Poisson equation we get

J— ·

"
d2x
dt2 +H

dx
dt

#
=

3
2
H 2Wm(J �1). (3.93)
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Substituting eq. (3.90) in eq. (3.93) we arrive at

(di j +yi, j)
�1

"
d2yi, j

dt
+H

dyi, j

dt

#
=

3
2
H 2Wm

(J �1)

J
(3.94)

(di j + yi, j)�1 is the transformation matrix from —x ! —q. For EdS Universe, the above
equation can be solved perturbatively using the ansatz

y =
•

Â
n=1

Dn
1(t)y(n)(q) =

•

Â
n=1

an(t)y(n)(q), (3.95)

where the scale factor a µ t2 and so we can write eq. (3.92) as

J(di j +yi, j)
�1
⇣

n2 +
n
2

⌘
H 2y(n)

i, j =
3
2
H 2(J �1). (3.96)

Similar to the displacement field, we expand the Jacobian as

J = 1+ J(1) + J(2) + J(3) + . . . (3.97)

where the perturbations are defined in terms of the displacement field as:

J(1) = L (1) = Â
i

y(1)
i,i , (3.98)

J(2) = L (2) +K (2) = Â
i

y(2)
i,i +

1
2 Â

i 6= j

h
y(1)

i,i y(1)
j, j �y(1)

i, j y(1)
j,i

i
, (3.99)

J(3) = L (3) +K (3) +M (3) = Â
i

y31)
i,i + Â

i 6= j

h
y(2)

i,i y(1)
j, j �y(2)

i, j y(1)
j,i

i
+dety(1)

i, j , (3.100)

where L , K , and M are scalar invariants of the deformation tensors.

3.3.1 Zeldovich Approximation (ZA)

The linear order approximation in LPT is commonly called the Zeldovich approximation
(ZA) [208]. At the linear order in perturbation, the transformation matrix becomes

(di j +yi, j)
�1 = di j �ayi, j. (3.101)

Using eq. (3.101) and eq. (3.98) and the continuity equation we can obtain the first order
solution as

d (1)(q,t) = �—q ·y(1)(q,t) =) y(1)(k,t) = i
k
k2 d (1)(k)a(t). (3.102)
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3.3.2 Second Order Lagrangian Perturbation Theory

To obtain a second order solution we need to expand the Jacobian up to second order

J = 1+ay(1)
i,i +a2y(2)

i,i +
a2

2

⇣
y(1)

i,i y(1)
j, j �y(1)

i, j y(1)
j,1

⌘
(3.103)

and the transformation matrix to only first order. We can now simplify eq. (3.96) as
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(3.104)

We separate the first and second order y terms to obtain

d2(a2y(2)
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d(a2y(2)

i,i )

dt
�

3
2
H 2a2y(2)

i,i = �
3
4
H 2a2

⇣
y(1)

i,i y(1)
j, j �y(1)

i, j y(1)
j,i

⌘
. (3.105)

This lead us to
y(2)

i,i = �
3
7 Â

i> j

⇣
y(1)

i,i y(1)
j, j �y(1)

i, j y(1)
j,i

⌘
. (3.106)

This can also be written as K (2) = �3/7L (2). The Fourier transform of y(1)
i, j (q) as

y(1)
i, j (k) = ik jy(1)

i (k) = �
kik j

k2 d (1)(k), (3.107)

and the density field d (k) is defined as

d (k) =
Z

d3xeik·xd (x) =
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d3xeik·x
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1+d (x)
⌘

�

Z
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⇣
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�1
⌘

(3.108)
Using eq. (3.107) and eq. (3.108), we can Fourier transform eq. (3.106) to find the following:
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(3.109)
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3.3.3 Generalised nth Order Solution

In Fourier space we can write the nth order solution for the displacement field as convolution
of n linear density field and kernels Ln which account for the coupling:

y(n)(k) =
i

n!

n

’
i=1

(Z d3ki

(2p)3 d (1)(ki)

)
Ln(k1, . . . ,kn)(2p)3dD(k�k1 . . .kn). (3.110)

The first order kernel is L1(k) = 1 and the second coupling kernel is

L2 =
3
7

k
k2

"
1�

(k1 ·k2))2

k2
1k2

2

#
. (3.111)

Expanding eq. (3.108) in the density field one can see that LPT and SPT are equivalent
order by order.

3.4 Biased Tracers

The distribution of matter in the Universe could tell us a lot about fundamental physics, but
more importantly, it has a significant potential to constrain the early universe models [19].
The initial conditions of the Universe have a unique imprint on the matter distribution. The
real challenge is that we can not observe the dark matter distribution, except in the weak
lensing surveys. However, we know that galaxies are indirect and imperfect tracers of the
matter distribution. Understanding the relationship between the distribution of the tracers
and the dark matter distribution is an important theoretical challenge before we can use the
future LSS survey data to put constraints on the early universe physics.

To understand non-linearities coming from the non-Gaussian initial conditions, we
should understand the sources of non-linearities in the late-time observables. The galaxy
bias (or halo bias) is one of the most important secondary sources of the non-linearities.
We should understand it properly and quantify the terms in the galaxy bias relation with
high precision if we want to put tighter constraints on models of inflation. Since we know
that galaxies are formed inside gravitationally bound, virialized lumps of dark matter called
halos, the first step is to understand the clustering of dark matter halos. This is called the
halo bias. Here we study the halo bias relation.

In this section, we study how matter collapses to form gravitational bound stable objects
and how we can calculate the distribution of galaxies or how many galaxies we can see at
some particular mass scale. We will describe the spherical collapse dynamics and how we
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can use it to predict mass function. Later we will describe the effective theory of bias and
halo statistics.

3.4.1 Spherical Collapse

The initial matter density field has peaks and troughs and due to gravitational evolution it
evolves to forms complex structures at late-times. These structures form a cosmic web and
consist of halos of dark matter, filaments and voids. To study the evolution of matter over-
densities and get some intuition on how structures are formed, we make some assumptions.
First, we assume a matter dominated Universe. Second, we assume that the overdensity d0 is
spherical so we can use Newton’s Shell theorem such that all spherical overdensities evolve
independently. This simplified model is called spherical collapse model.

We consider a matter-dominated universe with the mean background density rb. Consider
a ball of radius Rb,0 and let us shrink it to the sphere of radius R0 with the density r .
The background Universe evolves with the scale factor ab = Rb/Rb,0 = (3/2Hb,0t)2/3 (the
subscript b is for background). The evolution of the overdense region is given by the
Friedmann equation

H2 =
8pGr

3a3 �
K
a2 = H2

0

h
Wm,0a�3 +(1�Wm,0)a�2

i
, (3.112)

where we define the scale factor a = R/R0 and using the conversation of mass we have
R3

0r = R3
b,0rb. The parametric solutions of the evolution of the perturbations are given by

a ⌘
R
R0

= A(1� cosq), (3.113)

t = B(q � sinq), (3.114)

where the parameter q runs from 0 to 2p , and time runs from 0 to tcoll = 2pB. The
coefficients A and B are given by

A =
4pGr

3K
=

Wm,0

2(Wm,0 �1)
, (3.115)

B =
4pGr
3K3/2 =

Wm,0

2H0(Wm,0 �1)3/2 . (3.116)
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Fig. 3.7 Time evolution of background density, as well as linear and non-linear evolution of
spherical overdensities [24].

We can expand Eq. (3.113) and Eq.(3.114) to get

a(t) = A
⇣q 2

2

⌘⇣
1�

q 2

12

⌘
, (3.117)

t = B
⇣q 3

6

⌘⇣
1�

q 2

20

⌘
. (3.118)

The linear order solutions are given by t = Bq 3/6 and a = (2/3Hb,0t)2/3W1/3
m,0 µ ab. The

leading order solution of the scale factor is the same as for the background evolution. The
corrections to the leading order solution to the scale factor can be obtained from Eq. (3.117):

a =
R(t)
R0

⇡
A
2

⇣6t
B

⌘2/3h
1�

1
2

⇣6t
B

⌘2/3i
. (3.119)

The linear density contrast is given by

dlin =
R3

b
R3

0
�1 =

3
20

⇣6t
B

⌘2/3
(3.120)

An important event happens at ttrun = pB or q = p called the turnaround when the over-
density stops expanding and starts to collapse. At this moment the linear density contrast
is

d turn
lin =

3
20

(6p)2/3
⇡ 1.06. (3.121)

The collapse happens at q = 2pB or tcoll = 2pB when the linear density contrast becomes

d turn
lin =

3
20

(12p)2/3
⇡ 1.686. (3.122)
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This is the critical threshold density for dark matter halos that are collapsing now. This
means that for halos which have collapsed completely today, we expect their linear density to
have exceeded the critical threshold of dc = 1.686. This is a good approximation for realistic
models of cosmology including WL and Wm [146]. There are, however, some shortcoming
to this model. First, is that realistically the collapse is not completely spherical due to
the presence of initial tidal forces [2]. Second, the overdensity never collapse to a point.
At some point during the collapse the random motion of dark matter particles balances
the gravitational pull and the overdense region becomes stable. This process is called
virialisation. After the virialisation happens the total kinetic energy Tvir and the potential
energy Vvir satisfies Vvir + 2Tvir=0. We know that when turnaround happens, the kinetic
energy becomes zero and the total energy E becomes equal to the potential energy. We call
the maximum potential energy as Vmax. After the virialisation we can write this relation as
E = Vvir +Tvir = 1/2Vvir. Using the conversation of energy we can deduce that the radius
at the time of virialisation is actually half the size of the radius at the time of turnaround,
that is Rvir = Rmax/2. This means that the overdensity grows by a factor of 8. Also from the
turnaround to collapse the background density shrinks by four times. The non-linear density
at the time of turn around can be deduced from Eq.(3.117) which is 1+d turn

⇡ 5.55. Using
all information about virialisation, the non-linear density at the time of the virialisation can
be estimated as

1+d vir
⇡ 5.55⇥8⇥4 = 178. (3.123)

This is a simple yet a powerful result. This shows that if the linear density field exceeds the
threshold of 1.686 then we expect a halo to form with the non-linear density of almost 200
times the background density. The evolution of the background density as well as linear and
non-linear densities are shown in Fig. 3.7

3.4.2 Press-Schechter Mass Function

The spherical collapse dynamics tells us that if we have a region with overdensity exceeding
the critical overdensity dc then we expect that region to collapse to form a dark matter halo.
If the radius of the spherical region is R then the mass of the halo formed will be

M =
4p
3

R3r (3.124)

The variance of fluctuations at the scale R (or mass M), smoothed with a filter is defined as

s2(M) =
Z d3q

(2p)3 P(q)W 2
TH[kR(M)] (3.125)
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where R(M) µ M1/3 and the Top-Hat smoothing function in Fourier space is defined as

WTH(kR) =
3

(kR)3

⇣
sin(kR)� (kR)cos(kR)

⌘
. (3.126)

We now define the probability of finding regions with an overdensity d in a Gaussian random
field. This probability function is defined as

P(d |M) =
1p

2ps2(M)
exp

 
�

1
2

d 2

s2(M)

!
. (3.127)

The probability of finding the regions whose overdensity exceed a given threshold dc can be
found by integrating eq. (3.127) as

P(> d |M) =
Z •

dc
ddP(d |M) =

Z •

n
dxexp

⇣
�

x2

2

⌘
(3.128)

where we have introduced a new variable n = dc/s which is called the peak height or
significance. For a model of the Universe the variance of fluctuations s2 decreases with the
Mass scale. This implies that since the small-scale inhomogeneities have larger variance,
they cross the critical threshold first and form structures. The small-scale objects collapse
first and merge to form larger objects. In the Universe filled by hot dark matter, the structure
formation is top to bottom , which means that large objects collapse first and then disintegrate
into smaller objects [24].

We want to find the total number of halos of mass M. The smaller objects which exceed
the critical threshold form halos first and then merge to form larger halos. Because of this we
assume that halos of mass M are part of massive halos of mass M +dM which also exceed
the critical threshold. taking into account this we define the probability of the fraction of
halos of M as

P(> dc|[M,M +dM]) ⇡ �
dP

dM
= �

dP

dv
dv
ds

ds
dM

�
1

p
2p

dc

s2 exp

 
�

d 2
c

2s2

!
ds
dM

(3.129)

Eq. (3.129) takes into account only half of the mass in the Universe because the under-
dense regions do not collapse. Integrating Eq. (3.129) over s yields 1/2. Press-Schechter
introduced a factor 2 in Eq. (3.129) to take into account that information. Furthermore, to
calculate the mass function we need to multiply Eq. (3.129) by the maximum number of
regions of mass M in a given volume V with the total mass Mtotal: Ntotal = Mtotal/M. The
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Fig. 3.8 Peak-background split. The long-wavelength modes modulates short-modes. The
regions which exceed the threshold value, dc, collapse to form dark matter halos as shown in
this figure.

maximum number density thus given by nmax = r/M. After a little bit of rearranging we get

n(M) = nmaxP(> dc|[M,M +dM]) = �

r
2
p

r̄
M2 n exp

⇣
�

n2

2

⌘ dlns
dlnM

. (3.130)

This is the famous Press-Schechter mass function [166].

3.4.3 Peak-background Split

Using the mass function we can define the biasing between the clustering of dark matter
halos and dark matter. To derive the clustering relation we use the framework of the peak-
background split formulated in [31, 53, 113, 145, 190]. Here the smoothing of linear density
field at scale R is different than in EFTofLSS. In EFofLSS the smoothing scale is not physical
while here R is the physical scale corresponding to the scale of dark matter halos. The long
wavelength fluctuations of the density field, which correspond to the wavenumbers k < R�1,
determines the large scale clustering of halos. Furthermore, the long wavelength mode
modulates the short modes so they can easily cross the critical threshold dc and collapse to
form massive objects such as halos. Fig. 3.8 illustrate this process clearly. This means that
the long wavelength modes shift the critical threshold and so the peak height becomes

n =
dc

s
! ñ =

dc �dl

s
(3.131)
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The mass function has now become a function of new shifted peak height ñ . We Taylor
expand around the background value to get

n(ñ) = n(n)+
∂n(ñ)

∂dl
dl +

1
2

∂ 2n(ñ)

∂d 2
l

d 2
l + . . . (3.132)

In general we are interested in halo (or galaxy) overdensity not directly in the number density.
The overdensity of halos are therefore defined in Lagrangian coordinates, q, as

dh(q) =
n
n̄

�1 = b(L)
1 d1(q)+

b(L)
2
2

d 2
1 (q)+

b(L)
3
3!

d 3
1 (q)+ . . . , (3.133)

where b(L)
i = (1/n̄)(∂ in/∂d i

l ) are called Lagrangian bias parameters. For the Press-Schechter
mass function defined in Eq. (3.130) the first two Lagrangian bias parameters are explicitly
defined as

b(L)
1 =

n2
�1

dc
, b(L)

2 =
n2(n2

�3)

d 2
c

. (3.134)

We will discuss the Lagrangian bias model in detail in Chapter 4.

3.4.4 Effective Theory of Bias

Here we discuss the effective theory of galaxy (or halo) bias (for good review see [10, 66,
140]). We know that that the clustering of dark matter halos are biased. The simplest bias
model is the linear model where halo density field is linearly depend on the matter density:
dh(x) = b1d (x), where b1 is called the linear bias parameter. This model works well on very
large scales ( k ⌧ 0.1h�1 Mpc), however it fails on small scales where non-linearities start
to kick in. Beyond the linear model, the halo density field can be Taylor expanded in terms
of the dark matter density d which to give the local Eulerian bias model [90]:

dh(x,t) =
•

Â
n=0

bn

n!
d n(x,t). (3.135)

where bn are non-linear local Eulerian bias parameters. This local bias model has been used
in data-analysis of galaxy surveys [81, 93, 94, 137, 181, 207]. We know that the local bias
model is incomplete and requires essential non-local terms too [20, 50, 141]. Gravitational
evolution induces non-local terms at late-times [2, 20, 50]. Another reason is the symmetries
of equations of motion which allow to include a set of local and non-local terms at each
order and define an effective theory of bias. Taking into account symmetries we write the
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most general bias model as [10, 140]

dh(x,t) = Â
O

bR
O [O](x,t) (3.136)

where bR
O are renormalised bias parameters and [O] are renormalised bias operators.

We now discuss what operators are allowed by symmetries as follows. Under a homoge-
neous boost, the gravitational potential Fg and the velocity potential Fv shift by a vector. If
the initial conditions are also invariant under these transformations, the counterterms can be
chosen to be scalar under these transformations. The operators should depend on —i— jF. If
we also consider rotational invariance then we should contract the indices as well. Taking
into account all symmetries of dark matter equations of motion we arrive at the following
set of allowed operators at different order in perturbation theory: At the leading order only
allowed bias operator is d = —2F(1)

g . At the second order in PT we have three allowed
operators given by

O2 2

n
d ,d 2,G2(Fg)

o
(3.137)

where second order Galilean operator is defined by G2(Fg) = (—i— jFg)2
�(—2Fg)2. Finally,

at the cubic order in PT there are seven allowed operators:

O3 2

n
d ,d 2,d 3,G2(Fg),G2(Fg)d ,G3(Fg),G3(Fg,Fv)

o
(3.138)

where G3 is the third order Galilean operator defined as

G3(Fg) = �
1
2

"
(—2Fg)

3 +2—i— jFg— j—kFg—k—iFg �3(—i— jFg)
2—2Fg

#
(3.139)

and G3 is the velocity tidal tensor which explicitly depends on the velocity potential:

G3(Fv,Fg) = G (3)
2 (Fg)�G (3)

2 (Fv) (3.140)

with
G (3)

2 (F) = 2
⇣

—i— jF(1)—i— jF(2)
�—2F(1)—2F(2)

⌘
. (3.141)

We can estimate how each of these operators scale. The scaling of operators in EFTofLSS
are studied in [157, 44]. If we consider a scaling law initial conditions, the power spectrum
scales as (q/kNL)3+n where n ⇡ �2.1 near the non-linear scale at redshift z = 0. If we
assume that the effective theory is valid on scales larger than L�1

⇤ and if this scale is roughly
assumed to be L⇤ ⇠ kNL then power counting of each bias operator in the effective theory is
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given by the following general formula:

�
[O(a,b )]

 
⌘

(⇥
—2a(—2Fg)b ⇤

L2a
⇤

)
⇠

 
q

kNL

!2a+ 1
2 b

. (3.142)

Using this formula we write the scaling of bias operators at the leading order in derivative
as

q1/2 : O(0,1) =
�

d
 
, (3.143)

q1 : O(0,2) =
�

d 2,G2
 
, (3.144)

q3/2 : O(0,3) =
�

d 3,G3,G2d ,G3
 
. (3.145)

The derivative operators are actually more suppressed than the scaling defined in eq. (3.142).

3.4.5 Halo Statistics

Here we discuss the halo statistics, that is the halo power spectrum, the halo bispectrum and
the halo triepctrum. These statistics depend on the bias operators. The higher order bias
operators become important at higher point functions or higher order loop corrections. We
define define these statistics below.

Halo Power Spectrum

The halo-matter and halo-halo power spectra are defined through the 2-point function in
Fourier space:

⌦
dm(k)dh(k0)

↵
= (2p)3d (3)

D (k+k0)Phm(k) (3.146)
⌦
dh(k)dh(k0)

↵
= (2p)3d (3)

D (k+k0)Phh(k). (3.147)

The expression for one-loop halo-matter and halo-halo power spectra are given by [10, 138]

Phm(k) = b1

⇣
Plin(k)+P13(k)+P22(k)

⌘
+
⇣b2

2
�

4
5

bG2

⌘
I (q)

+
⇣

bG2 +
2
5

bG3

⌘
F (q)�b—2d k2Plin(k)

(3.148)
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Phh(k) = b1

"
b1

⇣
Plin(k)+P13(k)+P22(k)

⌘
+2

⇣b2

2
�

4
5

bG2

⌘
I (q)+2

⇣
bG2 +

2
5

bG3

⌘
F (q)

#

+ Â
O,O 0

bO2bO 0
2
hO2O

0

2i
0 +higher derivative terms

(3.149)
where I (k), F (k), and hO2O2i

0 are defined as

I (k) = 2
Z

q
F2(k�q,q)Plin(q)Plin(|k�q|) (3.150)

F (k) = 4Plin(k)
Z

q
s2(q,k�q)F2(k,�q)Plin(q) (3.151)

hO2O
0

2i
0 = 2

Z

q
O2(q,k�q)O 0

2(q,k�q)Plin(q)Plin(|k�q|) (3.152)

where s2(q1,q2) =
⇣
(q1 ·q2)2/q2

1q2
2

⌘
�1 and O2 are quadratic bias operators.

Halo Bispectrum

The bispectrum is the three point function in the Fourier space. For example, the halo-matter-
matter correlator is defined as

⌦
dm(k1)dm(k2)dh(k3)

↵
= (2p)3d (3)

D (k1 +k2 +k3)Bhmm (3.153)

The expression for the tree level bispectrum Bhmm is given by

Bhmm(k1,k2,k3) = b1

 
2Plin(k1)Plin(k2)F2(k1,k2)+ cyc

!

+2

"
b2 +bs2

⇣(k1 ·k2)2

k2
1k2

2
�

1
3

⌘#
Plin(k1)Plin(k2)+ cyc

(3.154)

We use the halo bispectrum statistics to put constraints on the quadratic bias parameters.

Halo Trispectrum

Similarly, the trispectrum is defined from the four-point function described by

⌦
dm(k1)dm(k2)dm(k3)dh(k4)

↵
= (2p)3d (3)

D (k1 +k2 +k3 +k4)Thmmm (3.155)

The leading order halo trispectrum depends on the cubic bias operators and hence is the
natural statistics to constrain cubic bias parameters. The tree-level trispectrum expression is
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given by

Thmmm = b1Tmmmm +Â
O2

bO2hd
(1)d (1)d (2)O2i

0 +Â
O3

bO3hd
(1)d (1)d (1)O3i

0 (3.156)

where O2 2 {d 2,s2
} and O3 2 {d 3,G �2d ,O3,G3}. Moreover, bd 2 and bd 3 are related to

our parameters b2 and b3 as: bd 2 = b2/2 and bd 3 = b3/6.
Measuring the bispectrum and the trispectrum in N-body simulations is computationally

quite expensive, but we will show in the next chapter that we can in fact write these statistics
in terms of the cross spectra of quadratic and cubic fields with the halo density fields
respectively. This method is optimal and more efficient that the traditional bispectrum and
trispectrum estimation [2, 176].

3.5 N-body Codes

Cosmological N-body simulations are a great tool to understand the large-scale structure
and non-linear dynamics. Theoretical models are tested against simulations before they can
be applied directly to analyse data from cosmological surveys. In this section, we discuss
the N-body simulation codes employed in this thesis. A useful review on cosmological
numerical simulations are given in [38, 41].

Collisionless dark matter obeys the Vlasov equation for the distribution in phase space
in the limit when the number of particles is large (i.e. N � 1). Numerical simulations
solve this equation by partitioning phase space into smaller fundamental volumes. These
fundamental volumes, refered to as "particles", have position and velocities in phase space.
These particles are evolved under the influence of gravity. Each particle carries a smooth
density profile, which can be thought of as a cloud, the size of which depends on the mass of
the particle, i.e. ei µ m1/3

i , where ei refers to the softening parameter. This parameter softens
the interaction between nearby particles and fixes the spatial resolution of the numerical
simulation. The number of particles fixes the mass resolution which depends on the volume
times density divided by the number of particles. The necessary steps to perform N-body
simulations are: (1) Implement the initial conditions on a cubic grid [74, 40]; (2) calculate
forces between particles [198, 42, 105]; (3) update positions and velocities of particles using
a time integrator [196, 105]; (4) test that the energy and momentum remain conserved [38].

The initial positions and velocities of particles can be generated from the density field
using the Lagrangian perturbation theory. Using the Zeldovich approximation, he small
displacement q and the velocity are given by

x(q, t) = q+D(t)Y0(q),
dx
dt

=
dY(q, t)

dt
. (3.157)
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For linear perturbations we can separate the displacement field into the time independent
component and the spatial component. The displacement field relates to the density pertur-
bations by

dr
r

= �— ·Y, —⇥Y = 0. (3.158)

The displacement field can be obtained from Eq. (3.158) using Fourier transforms. In
summary, the steps to generate the initial conditions are: (1) generate Gaussian random field
on a cubic grid; (2) compute the displacement field from Eq. (3.158) using the Fast Fourier
Transforms1 (FFTs); and (3) update positions and velocities using Eq. (3.157). In this thesis
work we use 2LPT code [182] to generate initial conditions. This code using the second-
order Lagrangian perturbation theory instead of the linear-order Zeldovich approximation
described in Eq. (3.157). We use Gadget-2 code [196] to evolve the initial conditions on
the cubic grid. Gadget-2 is a parallel TreeSPH code, which follows the dynamic of dark
matter particles using the N-body method. We are only interested in the large-scale effects
and not the gas dynamics part. To calculate forces between particles in numerical N-body
simulations requires O(N2) operations. Gadget-2 reduces this complexity to O(N logN) by
using efficient methods. The code uses a pure Tree code to calculate the gravitational forces
on small scales by computing hierarchical multipole expansion of the gravitational field. On
large scales it uses FFTs to speed up the process.

Positions and velocities of particles can be updated using the Leapfrog integrator [105].
This integrator shifts positions and velocities by half a time-steps. The time integrators are
symplectic to make sure that the phase space volume is preserved.

Finally, we make sure that we use an appropriate periodic boundary conditions. We
define the periodic boundary conditions on a cubic grid of length L as

d (x+ iL,y+ jL,z+ kL) = d (x,y,z) i, j,k 2 Z. (3.159)

At the end when the simulation is completed we get the non-linear dark matter density field.
Once we have the dark matter field, we investigate the clustering of dark matter. The basic
building blocks of large-scale structure are gravitationally-bound objects called dark matter
halos. In the dark matter field, according to the spherical collapse model, the dark matter
halos are formed with overdensity d ⇡ 180. To identify these structures in simulations we
run the Friends-of-Friends (FoF) algorithm [118]. This algorithm has a linking parameter
l. Particles which have separation distance less than l are identified as friends. A dark
matter halo is identified with particles that are connected by at-least one friendship, that is
friends-of-friends. The linking length l depends on a certain threshold r above which a halo
is formed. If Mp is the average particle mass then we can define a sphere of radius l which

1we use FFTW library



3.5 N-body Codes 61

exceed the threshold density. The radius is defined by

l =

 
2Mp

4/3pr

!1/3

(3.160)

The FoF algorithm also depends on the minimum number Nmin of particles per halo to reject
spurious halos which are not gravitationally bound objects. In our simulations we use the
linking length l = 0.2 and Nmin = 20.



4
Cubic Halo Bias in Eulerian and Lagrangian Space

Note: This chapter is my original work (done under the supervision of Tobias Baldauf) and
is based on my first-authored published paper "Cubic Halo Bias in Eulerian and Lagrangian
Space" [2].

4.1 Introduction

The Large Scale Structure (LSS) of the Universe contains a wealth of information about
the origin, composition, and evolution of the Universe. In order to extract this information
from on-going and future LSS surveys, we have to understand various sources of non-
linearities present in the late-time LSS observables. In general, there are three main sources
of non-linearities:

• non-linear matter clustering due to gravity

• non-linear biasing: the relation between the distribution of tracers and dark matter

• primordial non-Gaussianity (PNG), which induces non-linearities on the initial condi-
tions

Recently, the powerful framework of the Effective Field Theory of Large Scale Structure
(EFTofLSS) [36, 45, 165, 188, 27, 7, 16, 39, 158], which is an extension and correction
of Standard Perturbation Theory [37], has provided a valuable insight into the non-linear
nature of matter clustering due to gravity. It has been shown that the EFTofLSS prediction
for the two-loop dark matter power spectrum agrees to 1% precision both with the N-body
simulations up to kmax ⇡ 0.3h Mpc�1 [47, 16] and with the one-loop bispectrum up to
kmax ⇡ 0.22h Mpc�1 at redshift z = 0 [7, 27]. However, to provide a consistent model for
the statistics of biased tracers using the framework of the EFTofLSS, we need to understand
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the non-linearities due to biasing between the distribution of the tracers (halos or galaxies)
and the matter distribution.

The predictions of the next-to-leading order, that is one-loop halo power spectra and
halo-matter cross spectra, depend on the bias parameters up to cubic order [11, 142, 187].
The one-loop halo bispectra, on the other hand, depend on the bias parameters up to quartic
order [11]. Therefore, quantifying the higher order bias parameters precisely is a crucial step
towards the modeling of the statistics of biased tracers. As we will describe in more detail
in Sec. 4.5.6, the halo-matter cross power spectrum depends on a particular combination
of two cubic bias parameters. Study [172] attempted to measure this combination of bias
parameters by fitting the scale dependence of the halo-matter power spectrum. However, the
authors neglected the presence of derivative (or k2) bias parameters, which are degenerate
with the effect of the cubic bias operators. Their constraints are likely to be biased.

In this chapter, we focus on the biasing problem and the measurements of halo bias
parameters up to cubic order. There are two ways to study the halo bias: one is called the
Eulerian bias model and the other is known as the Lagrangian bias model. In the Eulerian
bias model, the halo overdensity field dh(x,t) is described in terms of co-moving coordinates
x as

dh(x,t) = Â
O

bOO(x,t) , (4.1)

where bO are the bias parameters and O(x) are bias operators that are functionals of matter
density d (x). Eulerian biasing beyond linear order was first studied by [91] who introduced
the local Eulerian bias model, where O(x) are local functions of d (x) expanded into a Taylor
series. However, based on symmetry arguments, it was shown in [142, 11, 51] that the local
Eulerian model is incomplete, making it important to include non-local terms at quadratic
and cubic order. Numerical evidence for the presence of a quadratic non-local term in the
Eulerian bias model in N-body simulations was given by [51, 21]. In principle, the halo field
contains a typical scale, for instance the Eulerian or Lagrangian extent of a halo. For this
and for numerical reasons, we will evaluate the operators in the right hand side of Eq. (4.1)
smoothed on Rh. Physical bias models, based on the notion of halos being formed from
a patch of size Rh µ M in Lagrangian space which exceeds the critical collapse density,
have a physical scale built in. This scale can be fitted from the actual halos, as in [14], as a
function of mass, but we will rather pick a fixed value independent of mass and account for
the residual uncertainty.

On the other hand, in a Lagrangian bias model we identify protohalos, the regions in the
initial density field that collapse and form halos at late-time, and describe the relation of the
protohalo density field dh(q) and the initial density field dG(q) in Lagrangian coordinates q.
Writing the biasing relation in Lagrangian space is very useful, because it separates the non-
linearities due to biasing from the non-linearities generated from gravitational instabilities.
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The most studied Lagrangian bias model so far is the local Lagrangian Bias (LLB) model.
However, some evidence for the presence of a non-local tidal term in the Lagrangian model
has been found recently in [147]. The time evolution of Lagrangian protohalos can be
studied in the framework of co-evolution of a halo fluid coupled to the dynamically dominant
dark matter component through its gravitational potential, as we will describe in the next
section.

One of the aims of this chapter is to constrain the bias parameters up to cubic order
in Eulerian and Lagrangian spaces. The linear bias parameter can be estimated from the
large scale halo-matter cross power spectrum and the second order bias parameters from the
large scale, tree-level, bispectrum. Furthermore, the natural statistic to constrain cubic bias
parameters is the large-scale, tree-level trispectrum. We summarize the N-point functions
and relevant bias parameters in Tab. 4.1. Estimating the bispectrum and trispectrum is
computationally expensive, so we use the quadratic field method proposed in [177] to
estimate the quadratic bias and extend the method to cubic fields to estimate cubic bias
parameters.

The key idea is to cross-correlate a basis of cubic bias operators (i.e. a weighted sum of
three smoothed Gaussian fields) with the protohalo field and the late-time halo field, and
to express the results in terms of the cross-spectra of cubic operators with themselves. The
smoothing on the scale Rf serves as a high-k cutoff in our analysis. In perturbation theory
(PT), the cross correlation of cubic fields with themselves can be expressed in terms of two-
loop power spectrum diagrams. These diagrams contain one UV-sensitive reducible two-loop
diagram and one two-loop irreducible diagram. Because of our ignorance of the exact scale
of halos, the UV-sensitive diagrams might affect the measurements, of the bias parameters
depending on which fiducial halo smoothing scale (cutoff) we choose. In our approach, we
remove the strongly UV-sensitive diagrams by removing the part of the field that correlates
with the linear density field. We will refer to this procedure as orthogonalization. The
quadratic correlators do not contain this sort of UV-sensitive diagrams, so there is no need to
orthogonalize them.

The two-loop irreducible diagrams contain two cut-off scales. One scale is the artificially
induced Rf, which we choose to be 20h�1 Mpc, and the other is the fiducial halo smoothing
scale Rh. The smoothing scale Rf corresponds to the 1/kmax in a bispectrum or trispectrum
analysis. Even though the irreducible diagrams at quadratic field and cubic field level are not
highly UV-sensitive, they are still affected by the choice of Rh and this dependency can affect
the bias measurements. To make our measurements of the bias parameters independent
of the halo smoothing scale, we Taylor-expand the cross-spectra around Rh = 4h�1 Mpc
and introduce a one parameter counterterm dR for both quadratic and cubic statistics. This
pragmatic approach is introduced in order to avoid dealing with a large number O(20) of
EFT counterterms.
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We find clear detection of the presence of cubic local and non-local terms in Eulerian
space. On the other hand, we find clear evidence of a non-local Lagrangian tidal field.
In addition, we do not find a clear detection of Lagrangian cubic non-local terms for low
mass bins; however, for the highest mass bin we do find some presence of cubic non-local
Lagrangian terms. Furthermore, we find that the mass dependence of the Eulerian cubic
non-local bias terms prefer a co-evolution prediction of the Lagrangian bias model with a
non-zero tidal field and no cubic fields. We also find that the presence of the Lagrangian
tidal field does not induce new cubic bias operators at late-times; rather it merely changes
the amplitude of cubic bias operators, which has been previously discussed in [51, 144, 66].

This chapter is organized as follows. In Section 4.2, we discuss the bias models in
Eulerian and Lagrangian space, as well as the co-evolution of the dark matter halos and dark
matter. We present both the general definitions of the cubic operators and the co-evolution
predictions for cubic bias parameters in the presence of the Lagrangian tidal field. In Section
4.3, we discuss the quadratic and cubic field methods, and discuss how to remove UV-
sensitive diagrams. In Section 4.4, we describe our methodology to measure bias parameter
from N-body simulations. In Section 4.5, we present our results. We conclude in Section
4.6.

Tree-level One-loop

Power Spectrum Phm b1
b1, b2, bs2 , bG3

derivative bias (b—2d . . . )

Bispectrum Bhmm b1, b2, bs2

b1, b2, bs2 ,
bG3 , bG3 , bG2d , b3,

bG4 , bD4 , bG3d , bḠ4
, derivative bias (b—2d . . . )

Trispectrum Thmmm
b1, b2, bs2 ,

bG3 , bG3 , bG2d , b3
many bias terms...

Table 4.1 Bias parameter estimation from N-point functions. The tree-level power spectrum,
bispectrum and trispectrum are natural statistics to obtain cleanest (and non-degenerate)
constraints on the linear, quadratic and cubic bias parameters respectively. On the other
hand the constraints on the derivative bias can be obtained from the loop statistics once the
other bias parameters have been fixed from the tree-level statistics. The terms in Orange are
quartic bias parameters which are beyond the scope of this chapter. A similar table is also
given in [11].
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4.2 Halo Bias

There are two ways to write down the halo bias relation: (1) in evolved Eulerian space and
(2) in initial Lagrangian space. We will discuss both viewpoints in this Section.

4.2.1 Eulerian Bias Model

Following [142, 11, 187], without loss of generality the bias relation in Eulerian space given
in Eq. (4.1) can be written up to cubic order as

dh(x) = b1

⇣
d (1)(x)+d (2)(x)+d (3)(x)

⌘
+

b2

2!

⇣
d 2(x)�hd 2(x)i

⌘
+b2

⇣
d (1)(x)d (2)(x)�hd (1)d (2)

i

⌘

+bs2

⇣
s2(x)�hs2(x)i

⌘
+2bs2

⇣
s(1)

i j (x)s(2)
i j (x)�hs(1)

i j s(2)
i j i

⌘
+bd 3

⇣
d 3(x)�3d (x)hd 2(x)i

⌘

+bG3G3(x)+bG2d

⇣
G2d (x)�hG2d (x)i

⌘
+bG3

⇣
G3(x)�hG3(x)i

⌘

+b—2d —2d (x)+ . . .
(4.2)

Here, s(1)
i j (x)s(2)

i j (x) describes the tidal bias contribution propagated to cubic order and
d (1)(x)d (2)(x) quadratic bias contribution propagated to third order. The quadratic tidal field
s2(x) = si j(x)si j(x) is given as the trace of the square of the tidal tensor

si j(x) =

 
—i— j

—2 �
1
3

d (K)
i j

!
d (x), (4.3)

where d (K)
i j is the Kronecker delta function. For simplicity, from now onwards we adopt

the notation s(3)(x) for s(1)
i j (x)s(2)

i j (x). The remaining operators will be introduced in detail
later. We remove the variance of the quadratic fields in order to ensure a mean zero halo
overdensity hdhi = 0 and subtract contributions proportional to s2d from the cubic terms,
to avoid a renormalization [139] of the low-k limit of the halo-matter power spectrum. The
bias parameters appearing in Eq. (4.2) are thus renormalized and physical bias parameters.
Evaluating the one point moments s2 = hd 2

Gi =
R

q Plin(q) in Eq. (4.2) yields

dh(x) = b1

⇣
d (1)(x)+d (2)(x)+d (3)(x)

⌘
+

b2

2!

⇣
d 2(x)�s2

⌘
+b2

⇣
d (1)d (2)(x)�
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⇣
s2(x)�

2
3

s2
⌘

+2bs2

⇣
s(3)(x)�
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d (x)s2
⌘

+bd 3

⇣
d 3(x)�3d (x)s2

⌘

+bG3G3(x)+bG2d

⇣
G2d (x)+4d (x)s2

⌘
+bG3

⇣
G3(x)+

32
35

d (x)s2
⌘

+b—2d —2d (x)+ . . .
(4.4)
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The second order terms d (2), d 2 and s2 are the second order density field, the density-squared,
and the square of the tidal tensor terms respectively, and form a basis of the quadratic bias
operators O2. There are seven distinct bias operators at cubic order, corresponding to seven
bias parameters in general. Among seven bias operators at cubic order, four correspond to
four new bias parameters: the coefficients of d 3, G3, G2d and G3. These are the most general
operators made up of the second derivatives of the gravitational and velocity potentials, Fg,v,
which are invariant under the symmetries of the equations of motion. At second order, there
is no distinction between the gravitational and velocity potentials, because the contributions
arise from squares of the linear potentials and at this order d (1) = �q (1). However, the
velocity potential becomes an independent degree of freedom at cubic order [11]. In fact, G3

depends on the gravitational as well as velocity potentials explicitly. The Galileon operators
and G3 are defined as follows [51, 11]:

G1(Fg) = —2Fg = d
G2(Fg) = (—i— jFg)

2
� (—2Fg)

2

G3(Fg) = �
1
2

"
(—2Fg)

3 +2—i— jFg— j—kFg—k—iFg �3(—i— jFg)
2—2Fg

# (4.5)

and
G3(Fv,Fg) = G (3)

2 (Fg)�G (3)
2 (Fv) (4.6)

where G (3)
2 is given by

G (3)
2 (F) = 2

⇣
—i— jF(1)—i— jF(2)

�—2F(1)—2F(2)
⌘
. (4.7)

The second order potential F(2)
g,v depends on the second order density d (2) or velocity

divergence q (2). We define our basis of quadratic bias operators O2 and cubic bias operators
O3 in Eulerian space as:

O2 2

n
d (2)(x),d 2(x),s2(x)

o
(4.8)

O3 2

n
d (3)(x),d (1)d (2)(x),s(3)(x),d 3(x),G3(x)+

1
9

d 3(x),G2d (x)+
2
3

d 3(x),G3(x)+
16
63

d 3(x)
o

.

(4.9)
In order to reduce degeneracies in the fitting and to make the results more aligned with the
usual notion of local cubic bias b3, we removed d 3 contributions from the non-local bias
operators G3,G2d and G3. In Appendix A, we show how this basis can be mapped to the
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basis employed in [6, 92]. Our full basis of Eulerian bias parameters is given by1

B 2

n
b1,b2,bs2 ,b3,bG3 ,bG2d ,bG3

o
. (4.11)

4.2.2 Lagrangian Bias Model

In Lagrangian space, all gravitational coupling kernels Fn (for n > 1) are zero, so matter
field equals the linear Gaussian field. We write the Lagrangian bias model with local and
non-local terms up to cubic order as

dh(q) = bL
1 dG(q)+

bL
2

2!

⇣
d 2

G(q)�s2
⌘

+
bL

3
3!

⇣
d 3

G(q)�3s2dG(q)
⌘

+bL
s2

⇣
s2(q)�

2
3

s2
⌘

+bL
G3

G3(q)+bL
G2d

⇣
G2d (q)+4s2dG(q)

⌘
+bL

G3

⇣
G3(q)+

32
35

s2dG(q)
⌘

+b—2d —2dG(q)+ . . .

(4.12)
where q is the Lagrangian coordinate of protohalos, bL

i are the Lagrangian bias parameters,
and dh(q) is the protohalo density field. This expansion in Hermite polynomials ensures that
there is no renormalization of the bias parameters in the correlators [202, 85]. Thus, the
bias parameters in the model are the physical bias parameters occuring in the low-k limit of
n-point functions. Our basis of quadratic bias operator OL

2 and cubic bias operators OL
3 in

Lagrangian space are defined as:

OL
2 2

n
d 2

G(q),s2(q)
o

and OL
3 2

n
d 3

G(q),G3(q)+
1
9

d 3
G(q),G2d (q)+

2
3

d 3
G(q),G3(q)+

16
63

d 3
G(q)

o
.

(4.13)
Similar to Eulerian bias parameters, we define a basis of the cubic Lagrangian bias parameters
as

BL
2

n
bL

1 ,bL
2 ,bL

s2 ,bL
3 ,bL

G3
,bL

G2d ,bL
G3

o
. (4.14)

1Note that corresponding to the cubic bias operators defined in eq.(4.9), the local cubic bias parameter has
changed to b3, which is the coefficient of d 3 as predicted by the spherical collapse model. However, in a naive
expansion in terms of the cubic bias operators, the coefficient becomes

bd 3 = b3 +
1
9

bG3 +
2
3

bG2d +
16
63

bG3 . (4.10)

as shown in Eqs (4.2) and (4.4).
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4.2.3 Time Evolution of the Lagrangian Bias

For simplicity, we consider the local Lagrangian bias model and study its time evolution. At
some initial time ti we define the protohalo density field with only local terms as

dh(q,ti) = bL
1 (ti)dG(q,ti)+

bL
2 (ti)

2!

⇣
d 2

G(q,ti)�s2
⌘

+
bL

3 (ti)

3!

⇣
d 3

G(q,ti)�3dG(q,ti)s2
⌘

+ . . .

(4.15)
The time dependence of bias parameters bL

n (t) and the linear density field dG(q,t) are
defined as

bL
n (t) =

 
D(ti)

D(t)

!n

bL
n (ti) and dG(q,t) =

D(t)

D(ti)
dG(q,ti) , (4.16)

where t is the conformal time and D(t) is the linear growth factor. From now onwards, we
will choose ti = 0.2 We now transform the fields from Lagrangian to Eulerian coordinates.
The Eulerian comoving coordinates x and Lagrangian coordinates q are related through the
displacement field vector Y(q,t) as

x(q,t) = q+Y(q,t). (4.17)

We can use this relation and expand the Lagrangian density field up to third order by
expressing the Lagrangian coordinates in the Eulerian coordinates as

dG(q,t) = dG(x,t)�Y(q,t) ·—dG(q,t)+
1
2

Yi(q,t)Y j(q,t)—i— jdG(q,t)
| {z }

shift terms

+ . . . (4.18)

The second and third term in Eq. (4.18) describe the shift terms. We define the second and
third order shift terms in the Eulerian coordinates as H(2)(x,t) and H(3)(x,t) respectively
as below:

H(2)(x,t) = Y(1)(x,t) ·—dG(x,t),

H(3)(x,t) = Y(2)(x,t) ·—dG(x,t)�
1
2

Y(1)
i (x,t)Y(1)

j (x,t)—i— jdG(x,t)

�Y(1)
i (x,t)

⇣
—iY(1)

j (x,t)
⌘

— jdG(x,t),

(4.19)

where Y(1) and Y(2) are the first and second order displacement fields in Lagrangian
Perturbation Theory (LPT) (see [136] for more details). In order to transform the halo
density field in eq. (4.15) from Lagrangian to Eulerian coordinates, we have to use the

2To avoid confusion, we use dh(q) ⌘ dh(q,ti = 0) to represent the halo density field in the Lagrangian
coordinates at the initial time ti = 0 and dh(x,t) as the evolved halo density field in the Eulerian coordinates
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continuity equations for halos and dark matter given by

[1+dh(x,t)]d3x = [1+dh(q)]d3q and [1+d (x,t)]d3x = d3q, (4.20)

which lead to
dh(x,t) = dh(q)+d (x,t)+dh(q)d (x,t). (4.21)

In Eq. (4.21), d (x,t) represents the fully evolved non-linear matter field at late time t .
Using Eqs. (4.15), (4.17), (4.19), and (4.21) the second order halo field in Eulerian space is
written as

d (2)
h (x,t) =

⇣
1+bL

1 (t)
⌘

d (2)(x,t)+
⇣1

2
bL

2 (t)+
4

21
bL

1 (t)
⌘

d 2(x,t)�
2
7

bL
1 s2(x,t)

(4.22)
In deriving the above expression, we use the relation

d (2)(x,t) =
17
21

d 2(x,t)�H(2)(x,t)+
2
7

s2(x,t). (4.23)

The third order solution contains many terms, and it is not convenient to write the full
expression here. Instead we compare the final expression with our Eulerian cubic basis
defined in Eq. (4.9). The full expression of the cubic halo density field can then be obtained
by multiplying the basis with the coefficient vector
⇢

1,
4

21
,�

2
7
,0,�

22
63

,0,
23
42

�
bL

1 +

⇢
0,

1
2
,0,�

1
2
,0,�

2
7
,0
�

bL
2 +

⇢
0,0,0,

1
6
,0,0,0

�
bL

3 ,

(4.24)
which gives

d (3)
h (x,t) =

�
1+bL

1 (t)
�

d (3)(x,t)+

✓
bL

3 (t)

6
�

bL
2 (t)

2

◆
d 3(x,t)�

22
63

bL
1 (t)G3(x,t)

�
2
7

bL
2 (t)dG2(x,t)+

23
42

bL
1 (t)G3(x,t)+

⇣ 8
21

bL
1 (t)+bL

2 (t)
⌘

dd (2)(x,t)

�
4
7

bL
1 s(3)(x,t).

(4.25)
This time evolution of quadratic and cubic bias parameters in the Lagrangian framework
has already been previously discussed in [144, 66]. If we carry out the same calculations
assuming a non-zero tidal field in the initial Lagrangian bias model we get the following
second and third order solutions:

ed (2)
h (x,t) =

⇣
1+bL

1 (t)
⌘

d (2)(x,t)+
⇣1

2
bL

2 (t)+
4

21
bL

1 (t)
⌘

d 2(x,t)�

⇣2
7

bL
1 (t)�bL

s2(t)
⌘

s2(x,t)

(4.26)
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and

ed (3)
h (x,t) =

�
1+bL

1 (t)
�

d (3)(x,t)+

✓
bL

3 (t)

6
�

bL
2 (t)

2
�

2
3

bL
s2(t)

◆
d 3(x,t)

�

⇣22
63

bL
1 (t)�2bL

s2(t)
⌘
G3(x,t)�

⇣2
7

bL
2 (t)+

8
21

bL
s2(t)

⌘
dG2(x,t)

+
⇣23

42
bL

1 (t)�
5
2

bL
s2(t)

⌘
G3(x,t)+

⇣ 8
21

bL
1 (t)+bL

2 (t)
⌘

dd (2)(x,t)

�

⇣4
7

bL
1 (t)�2bL

s2(t)
⌘

s(3)(x,t).

(4.27)

The Lagrangian tidal term leaks into the cubic bias parameters, but does not change the
Eulerian basis.

4.2.4 Co-evolution of Dark Matter and Halos

Gravity naturally introduces non-local terms in the bias relation. To see this we do the
following. Under the assumptions of no velocity bias (that is the velocity of halos traces the
velocity of dark matter) and the conservation of halos, one can solve the coupled equations
of motion for dark matter and dark matter halos. The continuity and Euler equations are
given by

d 0

m(k,t)+qm(k,t) =�

Z

q
a(q,k�q)qm(q,t)dm(k�q,t),

q 0

m(k,t)+H qm(k,t)+
3
2
H 2Wmdm(k,t) =�

Z

q
b (q,k�q)qm(q,t)qm(k�q,t),

d 0

h(k,t)+qh(k,t) =�

Z

q
a(q,k�q)qh(q,t)dh(k�q,t),

q 0

h(k,t)+H qh(k,t)+
3
2
H 2Wmdh(k,t) =�

Z

q
b (q,k�q)qh(q,t)qh(k�q,t),

(4.28)

where
R

q =
R

d3q/(2p)3. If we assume that the Eulerian bias model was completely local
at some initial time ti, then the second and third order solutions of the coupled system of
equations described above can tell us how much non-locality is induced by gravity in the
late-time bias relation. For a detailed discussion/calculations of the co-evolution of dark
matter and dark matter halos we refer to [51, 21, 172]. The second order solution is

d (2)
h (k,t) = d (2)

h (k,ti)+(bL
1 (t)+1)

Z

q
F2(q,k�q)dG(q,t)dG(k�q,t)

+
4

21
bL

1 (t)
Z

q
dG(q,t)dG(k�q,t)�

2
7

bL
1 (t)

Z

q
S2(q,k�q)dG(q,t)dG(k�q,t)

(4.29)
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Fig. 4.1 Theoretical predictions of bias parameters are obtained from the co-evolution of the
Local Lagrangian Bias model (LLB) and the co-evolution of the Lagrangian bias model with
the non-zero tidal term bL

s2 at second order. The mass dependence of the initial Lagrangian
bias is defined in Eq. (4.62).

and the third order solution is given in [172] and previously in different notation in [51]:

d (3)
h (k,t) =

Z

q1

Z

q2
K3(q1,q2,k�q1 �q2;t)dG(q1,t)dG(q2,t)dG(k�q1 �q2,t) ,

(4.30)
where

K3 =
1
3

bL
3 (t)+

1
3

G3(q1,q2,k�q1 �q2)+
⇣1

2
bL

1 (t)+
1
3

⌘
a(q1,q2 +q3)F2(q2,q3)

+
⇣1

2
bL

2 (t)+
2

21
bL

1 (t)
⌘

a(q1,q2 +q3)+
1

14
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1 (t)a(q1,q2 +q3)S2(q2,q3)

+
⇣1

2
bL

1 (t)+
1
3

⌘
a(q1,q2 +q3)G2(q2,q3) .

(4.31)
Eqs. (4.30) and (4.31) agree with Eqs. (4.24) and (4.25) respectively.

4.2.5 Bias Predictions

Let us summarize the predictions for the coefficients of our basis Eq. (4.9). We study two
cases:
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Local Lagrangian Bias Model

Under the assumption of a local Lagrangian bias model all non-local terms in the late-time
bias model are generated from gravitational instability. The late-time bias parameters are
then given by:

b1 = bL
1 +1; b2 =

4
21

bL
1 +

1
2

bL
2

bs2 = �
2
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bL
1 ; bd 3 = �
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bG3 = �
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42
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3969
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1 �
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1
6

bL
3 .

(4.32)

Local Lagrangian Bias Model + bL
s2

We extend the local Lagrangian model and include a non-local tidal term at second order.
Such a term would arise in ellipsoidal collapse models [49, 147]. Propagating the additional
contribution through the co-evolution calculation, we obtain the following prediction for
late-time bias parameters:
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(4.33)

Fig. 4.1 shows the co-evolution bias predictions with and without the Lagrangian tidal
field bL

s2 based on local bias parameters derived from a Sheth-Tormen (ST) mass function
[191]. The initial Lagrangian tidal bias used in this plot is motivated by our observations
and given in Eq. (4.62).

4.3 Quadratic and Cubic Fields

In this section we discuss the quadratic field method proposed in [177] and extend it to cubic
fields. First, we discuss the quadratic fields and describe the PT expressions for the cross-
correlation of quadratic fields with the density fields. Then, we describe our full basis of
cubic fields and the cross correlation with the non-linear matter field and halo field. The cross-
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spectra with cubic fields contain diagrams that are highly UV-sensitive. To remove these
diagrams from our model, we describe a procedure that we denote orthogonalization. Finally,
we discuss why including the counter terms is essential for making the bias measurements
insensitive to our ignorance of the halo smoothing scale Rh.

4.3.1 Quadratic Fields

As proposed in [177] we consider three quadratic fields: the density-squared d 2(x), the
shift Y(x) ·—d (x), and the square of the tidal tensor s2(x). In Fourier space, these fields are
defined as

D2[d ](k) =
Z

q
dG(q)dG(k�q)KD2(q,k�q)WRf(q)WRf(k�q) , (4.34)

where D2[d ] 2 {d 2,�Y ·—d ,s2
} and KD2 2 {1,H2,S2} with H2 and S2 defined as

H2(q1,q2) = �
1
2
(q1 ·q2)

⇣q1

q2
+

q2

q1

⌘
and S2(q1,q2) =

(q1 ·q2)2

q2
1q2

2
�

1
3
. (4.35)

The density squared and s2 correspond to the bias parameters b2 and bs2 respectively. Due to
the equivalence principle, there is no separate bias parameter corresponding to the shift term.

Due to the convolution integrals, Eq. (4.34) receives contributions from all modes. To
restrict to large scale modes, we implement a cut-off by smoothing the density field: dG(k) !

WRf(k)dG(k). For definiteness, we choose a Gaussian filter WRf(k) = exp(�k2R2
f /2) with a

fiducial Rf = 20h�1 Mpc, corresponding to a kmax ⇡ 1/Rf cutoff. This cutoff kmax ⇡ 0.05h
Mpc�1 is the maximum wavenumber contributing to the quadratic and cubic field integrals.
This choice of smoothing can be motivated from the fact that one-loop PT is typically valid
for wavenumbers k < 0.1h Mpc�1 [16]. The cross-correlation of the smoothed quadratic
fields with the halo density dh can be expanded as

hD2[d ](k)|dh(k0)i = b1hD2[d ](k)|d (2)(k0)i+
b2

2
hD2[d ](k)|d 2(k0)i+bs2hD2[d ](k)|s2(k0)i.

(4.36)
In the above equation, each term can be expressed as a one-loop PT integral as3

hD2[d ](k)|O2(k0)i0 = 2
Z

q
WRf(q)WRf(k�q)WRh(q)WRh(k�q)Plin(q)Plin(|k�q|)

⇥KD2(q,k�q)KO2(q,k�q),
(4.37)

3The prime on the correlator signifies that the Fourier space expectation value is equal to the power
spectrum, i.e., hd (k)d (k0)i0 = P(k) as opposed to hd (k)d (k0)i = (2p)3d 3

(D)(k+k0)P(k).
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where O2(k) is defined in Eq. (4.8) and KO2(q1,q2) 2 {F2(q1,q2),1,S2(q1,q2)} respec-
tively. The diagrammatic representation of (4.37) is shown in Fig. 4.2, for KO2 = F2.

There are two different smoothing scales in Eq. (4.37). The halo smoothing scale Rh

has a physical meaning and corresponds to the size of the Lagrangian patch collapsing into
the halo. However, since we don’t know Rh a priori, we will have to take into account
our ignorance of this fact while constraining the physical bias parameters. In general, the
cut-offs are not physical and should not appear in the model. One has to add appropriate
counter terms to remove the cut-off dependence. We will discuss our choice of the counter
term in a later section. The external smoothing scale Rf is an analysis cutoff avoiding high-k
contributions to the estimator. As long as this requirement is satisfied the results will not
depend on the choice of Rf since it is consistently implemented.

Fig. 4.2 Diagrammatic representation of hD2(k)|d (2)(k0)i0.

4.3.2 Cubic Fields

The definition of cubic fields follows straightforwardly from the above considerations
concerning quadratic fields. We define a smoothed cubic field in Fourier space as

D3[d ](k) =
Z

q1

Z

q2
dG(q1)dG(q2)dG(k�q1 �q2)WRf(q1)WRf(q2)

⇥WRf(k�q1 �q2)KD3(q1,q2,k�q1 �q2)
(4.38)

where KD3 is cubic kernels after symmetrization. In our model, there are seven cubic bias
fields as described in Eq. (4.9). The unsymmetrized cubic kernels are defined as

KG2d (q1,q2,q3) =
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(4.40)

KG3(q1,q2,q3) = 2

 �
q1 · (q2 +q3)

�2

q2
1(q2 +q3)2 �1

! 
F2(q2,q3)�G2(q2,q3)

!
, (4.41)
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Ks(3)(q1,q2,q3) = 2S2(q1,q2 +q3)F2(q2,q3) , (4.42)

Kd (1)d (2)(q1,q2,q3) = 2F2(q2,q3) , (4.43)

Kd (3)(q1,q2,q3) = F3(q1,q2,q3) . (4.44)

We cross correlate these cubic fields with the halo density field. The cubic fields are of
order O(d 3) and they correlate only with the linear and cubic operators in dh. The cross-
correlation of the cubic fields with the quadratic fields are five-point functions which vanish
in an infinite volume universe and hence do not contribute to the signal. However, for finite
ensembles, these five-point functions do contribute to the noise. In order to make more
precise measurements, we remove them to reduce the noise.

We provide a step by step explanation as things get more elaborate at cubic level. First,
we describe the cubic correlations with the non-linear density field dNL up to order O(d 6):

hD3[d ](k)|dNL(k0)i0 = hD3[d ](k)|d (1)(k0)i0 + hD3[d ](k)|d (3)(k0)i0 . (4.45)

The first term is the one-loop term and the second is the two-loop term. The two-loop term
consists of an irreducible part and a reducible part, where the latter can be written as the
product of two one-loop diagrams. The diagrammatic representation of these terms is shown
in Fig. 4.3 and the PT expressions are given as follows:

One-Loop ) 3WRf(k)Plin(k)
Z

q
Plin(q)KD3(k,q,�q)WRf(q)2 (4.46)

Two-Loop Reducible ) 9WRf(k)Plin(k)
Z

q1
Plin(q1)WRf(q1)KD3(k,q1,�q1)⇥

Z

q2
Plin(q2)WRf(q2)F3(k,q2,�q2)

(4.47)

Two-Loop Irreducible ) 6
Z

q1

Z

q2
Plin(|k�q1 �q2|)Plin(q1)Plin(q2)WRf(q1)WRf(q2)

⇥WRf(k�q1 �q2)KD3(k�q1 �q2,q1,q2)F3(k�q1 �q2,q1,q2)
(4.48)

Basically, the PT expressions and diagrams are similar in all cubic correlations up to order
O(d 6). We can write the cubic correlations with the halo density field as

hD3[d ](k)|dh(k0)i0 = b1hD3[d ](k)|d (1)(k0)i0 +b1hD3[d ](k)|d (3)(k0)i0 +
b3

3!
hD3[d ](k)|d 3(k0)i0

+bG2d hD3[d ](k)|G2d (k0)i0 +bG3hD3[d ](k)|G3(k0)i0 +bG3hD3[d ](k)|G3(k0)i0

+b2hD3[d ](k)|dd (2)(k0)i0 +2bs2hD3[d ](k)|s(3)(k0)i0 + . . .
(4.49)
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Fig. 4.3 Perturbative expressions for one-loop, and two-loop irreducible and two-loop
reducible terms of hD3(k)|dNL(k0)i are shown in diagrammatic form. The propagators are
represented by linear power spectra Plin, the cubic field kernel D3 is represented by the
hatched square. Finally, empty squares correspond to the gravitational kernel F3. Loops
correspond to integrals over all wavenumbers q or p and arrows represent the flow of
momentum.

The first two terms are the same as Eqs. (4.46), (4.47), and (4.48), except here they are
multiplied by the linear bias b1. The other terms in Eq. (4.49) are two-loop terms which
again consist of a reducible and an irreducible diagram. The PT expressions are the same
as Eqs. (4.47) and (4.48) except the F3 kernel is replaced by the cubic kernels from O3 in
Eq. (4.9) and we have to add extra smoothing functions corresponding to the intrinsic halo
smoothing scale Rh. The diagrams are shown in Fig. 4.4.

Fig. 4.4 Diagrams contributing to the correlation of cubic fields with the halo field in
Eq. (4.49). The triangles represent the linear, quadratic and cubic bias kernels. The straight
lines are used to describe the density field, whereas halo fields are described by wiggly lines.
The Feynman rules are discussed in detail in [18].
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4.3.3 Bispectrum and Trispectrum Estimators

The cross-spectra between quadratic fields and the halo field are nothing but the integrated
bispectra:

hD2[d ](k)|dh(k0)i0 =
Z

q
KD2(q,k�q)Bhmm(k0,q,k�q)WRf(q)WRf(k�q) , (4.50)

where all of the matter fields in the bispectrum are Gaussian fields. Similarly, the cross
power spectra between a cubic field and the halo field can be written as integrated trispectra

hD3[d ](k)|dh(k0)i0 =
Z

q

Z

p
KD3(k�q�p,q,p)Thmmm(k0,p,k�q�p,q)

⇥WRf(q)WRf(p)WRf(k�q�p).
(4.51)

The estimators defined in Eqs. (4.50) and (4.51) contain bispectrum and trispectrum in-
formation (see [177]). We will use these estimators to constrain quadratic and cubic bias
parameters. Note that the matter fields are the Gaussian fields. An alternative way to
estimate cubic bias parameters is to calculate the bispectrum of the Gaussian field, a squared
field operator and the orthogonalized halo field hdGD2dhi. This measurement probes the
trispectrum in terms of a one-loop bispectrum rather than a two-loop power spectrum. This
measurement retains additional external configuration dependence, but a detailed exploration
of the performance of this estimator exceeds the scope of this paper.

4.3.4 Removing the UV Sensitive Diagrams

The reducible diagrams introduced above contain a loop with two counteraligned momenta
entering into a cubic kernel. These diagrams are highly cutoff or smoothing dependent. For
instance, if we consider O3 = d 3, the integral yields the variance of the field smoothed on
scale Rh. As we describe in more detail in Appendix A.2, a change of halo smoothing from
Rh = 4h�1Mpc to Rh = 6h�1Mpc can lead to a order unity relative change in the amplitude
of these contributions. Such a massive change in the template would lead to an equally
significant change in the prefactors and thus bias the constraint on the bias parameters. In
contrast the amplitude of the irreducible diagrams changes by a much smaller magnitude on
the order of a few percent. We thus consider it important to remove the highly UV-sensitive
contributions from our bias estimator. Fortunately, the reducible diagrams can be identified
with the part of the halo field that correlates with the linear field. The remaining parts of dNL

and dh orthogonal to the linear field are defined as

edA(k) = dA(k)�
hdG|dAi

hdG|dGi
dG(k) , (4.52)
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where A 2 {NL,h}. These residual contributions only contribute to the irreducible diagrams.
The above definition can be extended to arbitrary operators O . The cross-correlation of
cubic operators with the orthogonal part of the halo field now only depends on the two-loop
irreducible diagram. The irreducible diagram also depends on the smoothing scale; however,
this dependence is less severe and if necessary can be taken into account by adding a counter
term dR as discussed in the next subsection. The final expression for the cross-correlation of
the cubic fields with the projected halo density field that we use to constrain cubic bias is
given by

hD3[d ](k)|edh(k0)i0 =
j=7

Â
j=1

b jhD3[d ](k)| eO3, j(k0)i0. (4.53)

We diagrammatically describe the correlations of cubic fields with the orthogonalized fields
in Fig. 4.5.
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Fig. 4.5 Cross-correlations of cubic fields with the orthogonalized fields contain only
the two-loop irreducible diagram. The figure shows PT diagrams for hD3|eF3i (left) and
hD3| eO j

3i(right).

4.3.5 Counter Term: Taylor Expansion Around Rh

The models for the cross-correlations of quadratic and cubic fields with the halo fields in
Eqs. (4.36) and (4.53) have some residual dependence on the halo smoothing scale Rh. For
the cubic fields this is still the case after orthogonalization, but the dependence is less severe
for the orthogonalized fields. In principle this cutoff or smoothing dependence would call
for the inclusion of EFT inspired counterterms. The dependence of quadratic and cubic
correlations on the halo smoothing scale Rh is explained in more detail in Appendix. A.2,
where we explicitly quantify this effect and discuss the possibility of including EFT counter
terms to remove this effect. In particular, we show that despite removing reducible diagrams
and the fiducial scale being much larger than the halo scale, there are residual dependencies
of the correlators on the halo smoothing scale at the several percent level.

However, the large number of necessary counterterms arising at the field level required
to absorb the dependency of the results on the unknown halo smoothing scale Rh motivates
a more pragmatic approach. In particular, we are considering a Taylor expansion in the
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dependence on Rh around the fiducial value Rh = 4h�1 Mpc. The Taylor expansions of the
quadratic and cubic correlations are thus given by

hD2,i|O2, ji = hD2,i|O2, ji
���
Rh=4

+
dR
2

 
hD2,i|O2, ji

���
Rh=4

�hD2,i|O2, ji
���
Rh=6

!
(4.54)

and

hD3,i| eO3, ji = hD3,i| eO3, ji
���
Rh=4

+
dR
2

 
hD3,i| eO3, ji

���
Rh=4

�hD3,i| eO3, ji
���
Rh=6

!
(4.55)

respectively. The l.h.s. of Eqs. (4.54) and (4.55) are now functions of dR. This dependency
quantifies the effect of the deviation of the halo smoothing scale from its fiducial value
Rh = 4h�1 Mpc. In the subsequent analysis, we will constrain this parameter dR along with
other bias parameters.

4.4 Methodology

4.4.1 Numerical Simulations

We use a suite of 15 realisations of a cosmological N-body simulation. The initial conditions
are generated with the second order Lagrangian Perturbation Theory (2-LPT) code [182]
at the initial redshift zi = 99 and are subsequently evolved using Gadget-2 [196]. The
simulations are performed with Np = 10243 dark matter particles in a cubic box of length
L = 1500h�1 Mpc with periodic boundary conditions. We assume a flat LCDM cosmology
with the cosmological parameters Wm = 0.272, WL = 0.728, h = 0.704, ns = 0.967.

Dark matter halos in the final z = 0 density field are identified using the Friends-of-
Friends (FoF) algorithm with linking length l = 0.2 times the mean inter particle distance.
We also trace back the halo particles to the initial conditions to define the protohalos as
progenitors of gravitational collapse. We will be using these protohalos to study the evolution
of bias from Lagrangian to Eulerian space. The halos are binned in mass, with each bin
spanning a factor of three in mass. The mass and number density of the five halo mass
bins are given in Table 5.2. Particles and halos are assigned to a regular grid using the
Cloud-in-Cell (CIC) scheme. We Fourier transform the matter and halo density fields using
the publicly available FFTW library4.

4http://www.fftw.org
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From the initial conditions we also extract the underlying Gaussian density field from
which we generate the quadratic and cubic field using a sequence of multiplications with
powers of the wavenumber in Fourier space, Fourier transforms and multiplications of fields
in configuration space.

Mass Bin Halo Mass [1013h�1M�] Number Density [10�6h3 Mpc�3]

I 0.773 627
II 2.33 216
III 6.93 66.5
IV 20.1 16.5
V 56.8 2.48

Table 4.2 Halo mass bins employed in this study. We quote the mean mass of the sample
and the number density of halos.

4.4.2 Parameter Estimation

As described before, the natural statistic for estimating b1 is the tree-level halo-matter power
spectrum. To estimate b1 we minimize c2

lin defined below

c2
lin =

kmax

Â
ki

 
P̂hm(ki)/P̂mm(ki)�b1

s(P̂hm(ki)/P̂mm(ki))

!2

. (4.56)

Taking the ratio of two power spectra obtained from the same initial conditions cancels out the
random fluctuations, resulting in the reduction of cosmic variance and improved constraints
on b1. The maximum wavenumber is chosen to be kmax = 0.026h Mpc�1 to ensure that we
are in the regime where linear theory and scale independent bias are applicable.

To estimate the quadratic and cubic bias parameters we cross correlate three quadratic
fields defined in Eq. (4.34) and a basis of cubic bias operators (4.38) with the orthogonalized
halo density field. To do cosmic variance cancellation, we obtain the cross-spectra terms in
Eq. (4.36) and Eq. (4.53) from N-body simulations, rather than using the PT result. The
motivation is again cosmic variance cancellation. At the field level |Psim � Pmodel| can be
written as

hD2,i|Dd quad
h i =

j=3

Â
j=1

D
D2,i|

⇣
dh �b1dG �b jO2, j

⌘E
(4.57)
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and

hD3,i|Ded cubic
h i =

j=7

Â
j=1

D
D3,i

���
⇣
(edh �b j eO3, j �b1ed (2)

�b2ed 2
�bs2es2

⌘E
(4.58)

for quadratic and cubic statistics respectively5. The tilde stands for orthogonalized fields.
Note that in Eq. (4.36) and Eq. (4.53) we omitted odd-correlators, that is the cross-correlations
of the quadratic fields with the linear density field or cubic fields with the quadratic fields.
These cross-spectra are zero in an infinite volume limit. However, in a finite simulation vol-
ume these correlations contribute to the covariance matrix. In fact, the odd cross-correlations
are the leading source of noise, which can be reduced by removing these contributions at the
field level in Eq. (4.57) and Eq. (4.58).

We define the c2 for the quadratic and cubic statistics as

c2
quad =

kmax

Â
k j=kmin

i=3

Â
i=1

 
hD2,i(k j)|Dd quad

h (k0
j)i

0

s(hD2,i(k j)|Dd quad
h (k0

j)i
0)

!2

(4.59)

and

c2
cubic =

kmax

Â
k j=kmin

i=7

Â
i=1

 
hD3,i(k j)|Ded cubic

h (k0
j)i

0

s(hD3,i(k j)|Ded cubic
h (k0

j)i
0)

!2

. (4.60)

The maximum wavenumber we use in our analysis is kmax = 0.056h Mpc�1. In Eq. (4.59)
and Eq. (4.60) we sum over quadratic and cubic fields. After defining the chi-squared
for the linear, quadratic and cubic statistics we run the MCMC chains to get the best-fit
bias parameters that minimize the joint chi-squared (or joint likelihood function), which is
defined as

c2 = c2
lin + c2

quad + c2
cubic . (4.61)

4.5 Results

4.5.1 Some Preliminary Checks

Before discussing our main results, we describe some preliminary checks as follows:

• Measuring bias parameters from large-scale, tree-level bispectrum and trispectrum
is the cleanest way to avoid the degeneracies of the bias parameters. Therefore, we
want to choose the maximum wavenumber kmax in our analysis such that we are in

5Here D2 and D3 describe the quadratic and cubic fields smoothed with Rf = 20h�1 Mpc. On the other
hand, O2 and O3 describe the quadratic and cubic basis operators smoothed with a halo smoothing scale Rh



4.5 Results 83

0.75

1.00

1.25

P
si
m
/P

th
eo

ry

< �3
|e�NL > < G3|

e�NL > < G2�|e�NL >

10�2 10�1

k [h Mpc�1]

0.75

1.00

1.25

P
si
m
/P

th
eo

ry

< �3|
e�NL >

10�2 10�1

k [h Mpc�1]

< ��(2)
|e�NL >

10�2 10�1

k [h Mpc�1]

< s(3)
|e�NL >

Fig. 4.6 Ratio of the cross-correlations of cubic fields with the orthogonalized non-linear
matter field as measured in simulations and predicted in perturbation theory. The cubic fields
are smoothed with Rf = 20h�1 Mpc. As discussed in the text, these cross correlations are
described by the two-loop irreducible diagram in PT. The vertical dotted line is drawn at
k = 0.1h Mpc�1 to separate the region of validity of the PT. For k > 0.1h Mpc�1 PT results
can not be trusted. To ensure convergence of PT, we have chosen the maximum wavenumber
kmax = 0.057h Mpc�1 for parameter estimation.

the regime where PT is valid. To get an idea of the regime of validity of the tree-level
trispectrum, we show in Fig. 4.6 the ratio of the cross-correlations of cubic fields with
the non-linear matter field as measured in simulations and predicted by perturbation
theory. We see that the data points start deviating from theory around wavenumber
k = 0.1hMpc�1, which means that as we go to higher k-modes, loop corrections in
the Thmmm trispectrum become important. We therefore make the conservative choice
of kmax = 0.057h Mpc�1 to ensure that we remain in the perturbative regime.

• To check that the orthogonalized cross-spectra of cubic fields obtained from sim-
ulations agree with a numerical evaluation of the perturbation theory integrals in
Eq. (4.48), we plot the irreducible parts of cubic cross-correlations in the seven by
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Fig. 4.7 Irreducible parts of the cross-spectra of cubic fields. The solid lines are the numerical
evaluation of the perturbation theory loop integrals in Eq. (4.48), while the dots with errorbars
show simulation data. The cubic fields from left to right are smoothed with Rh = 4h�1

Mpc, while fields from top to bottom are smoothed with the fiducial halo smoothing scale
Rf = 20h�1 Mpc.

seven matrix plot in Fig. 4.7. The solid lines are predictions of perturbation theory,
whereas the data points with errorbars show simulation results. We see an excellent
agreement between the simulations and the numerical two-loop integrals.

4.5.2 Bias Constraints

We are now ready to discuss our main results. We measured the bias parameters in Lagrangian
and Eulerian space and compare our results with the co-evolution predictions described in
Eq. (4.32) and Eq. (4.33). We then discuss Eulerian and Lagrangian models with different
number of parameters.
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4.5.3 Lagrangian Bias from Protohalos

We obtained the protohalo density field in Lagrangian space by tracing back the constituent
particles and assigning the Lagrangian center of mass to the grid. In Lagrangian space all the
operators involving non-linear gravitational kernels vanish and thus we discard d (2), dd (2)

and s(1)s(2) as shown in Eq. (4.12). However, we still cross-correlate the full basis of three
quadratic and seven cubic operators with the protohalo density field in Lagrangian space and
measure all bias parameters up to cubic order. The resulting bias measurements are shown
in Fig. 4.8. We have detected a clear evidence of the presence of non-local Lagrangian tidal
bias, the mass dependence of which is well captured by the fitting function

bL
s2(M) = �

1
2

✓
M

4⇥1014h�1M�

◆0.8
(4.62)

shown by the dotted black line in Fig. 4.8. This fitting function will be the basis of predictions
of the LLB+bL

s2 model in the rest of this chapter. The measurements of the linear Lagrangian
bias bL

1 are strongly constrained by the halo-matter cross power spectrum and are in good
agreement with the trends of the ST bias function, except for two highest mass bins that show
slight deviation. Note that we include the ST bias predictions only as a reference to guide the
eye rather than expecting perfect agreement. Similarly, the measurements of non-linear local
Lagrangian bias parameters bL

2 and bL
3 qualitatively agree with the predictions of the ST bias

function. However, quantitatively we see deviations which are more obvious in the case of
bL

3 . The theory lines for bL
2 and bL

3 are calculated from the second and third derivatives of
the mass function. The detection of non-zero Lagrangian tidal bias clearly shows the failure
of the spherical collapse model, partially explaining the disagreement of the measurements
of local Lagrangian bias parameters with the theory predictions. A previous attempt at
measuring cubic local Lagrangian bias was presented in [147], where in agreement with
our results, evidence for negative Lagrangian tidal bias at the high mass end is found. At
the quantitative level however, their measurements and in particular their fitting function
indicate a larger effect than what we find here. In particular, we don’t find any evidence for
positive bL

s2 at the low-mass end. For reference, we overplot their fitting function in Fig. 4.8.
Next, we consider the non-local cubic bias parameters. We do not find significant

detection of the presence of bL
G3

, bL
G2d , and bL

G3
for low masses. Mass bin V, however, shows

some mild evidence for non-vanishing cubic non-local Lagrangian bias. We have to caution
however, that the employed smoothing and cutoff scales might be insufficient to suppress
the impact of derivative bias corrections for these high mass, large radius tracers (see for
instance [14, 147] for the scale dependence of Lagrangian bias).

Fig. 4.8 reveals statistically significant changes between the fits with and without the
counterterm dR. Naively, one might have expected that the halo scale dependence is
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insignificant due to the large fiducial smoothing scale Rf. However, as we discuss in detail
in App. A.2, there is a several percent level residual dependency of the correlators on the
halo smoothing scale. This sensitivity is at the same order as the relative errors on some
of the bias parameters and can thus induce significant parameter shifts. At the same time,
the presence of the counterterm can actually account for some of the stochasticity in the
data. Thus, the constraints including the counterterm may show smaller error bars despite
the larger parameter set.

4.5.4 Eulerian Bias from the Late-time Halo Field

We now turn to the constraints on Eulerian bias parameters. In Fig. 4.14 we show the bias
constraints for five mass bins obtained from seven and eight parameter fits to the late-time
halo field. The solid lines are the predictions of the co-evolution of the local Lagrangian
bias model, whereas the dashed lines are the predictions of the co-evolution of the local
Lagrangian bias model extended by a non-local Lagrangian tidal term (LLB+bL

s2). We have
plotted the constraints with and without the counter term dR. The measurements of the local
Eulerian bias parameters bE

1 , bE
2 and bE

3 are following the trends of the ST bias function, with
slight deviations towards the high mass end. As we noted before, we don’t expect perfect
agreement with this particular bias function. Our measurements of the tidal bias bs2 fall
below the prediction based on co-evolution of the local Lagrangian bias model. The reason
for this is the presence of the initial Lagrangian tidal field discussed in the previous section.
The measurements show a preference for the predictions of the LLB+bL

s2 model. To check
the consistency of our model, we have also performed fits to the propagator and quadratic
field correlators (c2

lin + c2
quad) using only bE

1 , bE
2 , bE

s2 and dR. We find that the constraints
are in good agreement with the ones obtained from the full eight parameter fits to linear,
quadratic and cubic statistics.

Even though we are fitting for bias measurements on large scales, as ensured by the
cutoffs kmax = 0.057h Mpc�1 and Rf = 20h�1 Mpc, to avoid corrections from non-linear
modes, the higher mass bins can already be affected by higher derivative corrections. Going
beyond the (integrated) tree-level trispectrum requires additional bias parameters and the
inclusion of higher derivative bias operators. In fact, it has been shown that in the framework
of EFTofLSS including higher derivative bias in the model improves the model performance
for massive halos [92]. In the EFTofLSS, the halo density is written in terms of the expansion
in (k/kNL) and (k/kM), where kNL is the non-linear scale of the theory and kM corresponds
to the scale of the derivative bias. For massive halos kM decreases and therefore derivative
corrections become more important compared to low mass halos.

Coming back to bias measurements, we detect the presence of the non-local cubic bias
in the late-time halo field at a significant level. The measurements for bG3 ,bG2d , and bG3 ,
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however, do not follow the predictions of the co-evolution of LLB; rather, in general, they
are in slightly better agreement with the predictions of the co-evolution of LLB with initial
Lagrangian tidal bias.

In Fig. 4.10 we highlight the dynamical contribution to the bias parameters by showing
the difference of the initial and late-time measurements, and comparing them to the co-
evolution predictions of the LLB and LLB+bL

s2 . For bG3 the measurements follow the trend
of the latter, except for a small deviation for mass bin III. For bG2d and bG3 we see that the
lowest three mass bins are in good agreement with the predictions of LLB+bL

s2 , whereas
the highest two mass bins clearly disagree from the predictions of both LLB and LLB+bL

s2

models.
In Fig. 4.12 we plot bs2 , bG3 , and bG3 against the linear bias and bG2d against the non-

linear local quadratic bias. In addition, we have also plotted the combination 2/5bG3 +bs2 =

�1/15bL
1 that appears in the predictions for the halo-matter power spectrum at one-loop

(see Sec. 4.5.6 below). We see that except for the fifth mass bin, the measurements of
bG3 are in good agreement with the predictions of both LLB and LLB+bL

s2 . We see that
bG3 is increasing with the linear bias but quantitatively mass bins II and III are clearly in
disagreement with the co-evolution predictions. Unfortunately the errorbars are huge and
affect the predictions for the one-loop halo-matter cross power spectra which we discuss
below in Sec. 4.5.6. These measurements are the best we can obtain from the cubic field
method given our ensemble of simulations.

Finally, we also show the bias measurements as a function of the cutoff wavenumber
kmax in Fig. 4.11. As one increases the maximum k-mode, non-linear modes start affecting
the measurements and should be taken care of by including appropriate loop corrections in
the model. The measurements are fairly consistent on large scales up to our fiducial kmax.

During the final stages of this study [121] presented a similar study of cubic non-local
bias. These authors use the correlation of cubic operators with the halo field without
orthogonalization but remove the matter non-linearities from the halo field. This leaves
closed loops in the bias operators, which we remove due to their strong UV-sensitivity (as
discussed in Appendix A.2). Their analysis goes to higher wavenumbers and subtracts a
subset of odd correlators. They marginalize over residual k2 dependencies for each of the
cubic bias parameters to capture higher derivative and higher-order perturbative corrections,
while we aim to account for these effects by fitting to dR. Qualitatively we agree with their
finding that the Eulerian non-local bias parameters are in tension with the predications based
on the LLB model. Both approaches show the potential of the cubic field approach and
future high-precision implementations should aim to combine the respective advantages of
the two methods.
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4.5.5 Constraints on Lagrangian Bias Parameters from Different Mod-
els

Given that the final halo field shows reasonable agreement with the LLB+bL
s2 model, we

consider a direct fit of the final halo field using the template in Eq. (4.27), i.e. linking the
amplitude of the final cubic operators to the local Lagrangian bias and the Lagrangian tidal
tensor bias. The free parameters in this fit are thus {bL

1 ,bL
2 ,bL

3 ,bL
s2} and dR. We perform this

same fit on the protohalos as well.
We show the results of this study in Fig. 4.13, where we also show the Lagrangian bias

parameters reconstructed from the eight parameter fits discussed above. In general we see
a consistent picture, where all of the Lagrangian bias parameters obtained from the four
different fitting procedures follow the same trend. There is some tension for the local cubic
bias bL

3 , which is probably due to large parameter degeneracies in the protohalo fits. This
might be partially due to us neglecting explicit k2 bias contributions in the protohalo field as
for instance predicted by the peak model [14, 147].

Just for an example, Fig. 4.14 we plot marginalized posteriors of Lagrangian bias
constraints for mass bin III obtained from the late-time halo field. We can see some mild
degeneracies between the counterterm dR and the cubic local and quadratic non-local
Lagrangian bias. These degeneracies are more severe in the constraints obtained from the
protohalos.

Models Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
Eulerian 8 pars (with CT) 2.782 1.914 1.080 1.006 1.297

Eulerian 7 pars (without CT) 2.417 1.708 1.120 1.144 1.405
Lagrangian 8 pars (with CT) 1.975 1.303 1.168 1.373 1.454

Lagrangian 7 pars (without CT) 2.680 1.636 1.162 1.263 1.267
Lagrangian 5 pars (initial) 1.800 1.296 1.267 1.370 1.497
Lagrangian 5 pars (final) 1.216 1.203 1.162 1.023 1.190

Table 4.3 Overview of reduced c2 models considered. We have studied six different models
which are summarized in the table. First, we note that the Eulerian and Lagrangian models
with the counterterm dR are statistically preferable compare to the ones without the coun-
terterm. Second, we note that for both Eulerian and Lagrangian models, for mass bin I and
II, five parameter fits are statistically preferable. However, for mass bins III, IV, and V the
full model with eight parameters gives a lower reduced c2 and is therefore preferable. This
implies that low mass halos are in a better agreement with the co-evolution predictions of
LLB+bs2 .
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4.5.6 Application: One-loop Halo-Matter Power Spectrum

We are now ready to check the halo-matter cross spectrum and halo-propagator predictions.
The halo-matter cross spectrum Phm(k) and the halo-propagator PhG(k) are defined through
the two-point function in Fourier space as:

hdh(k)di(k0)i = (2p)3d (3)
D (k+k0)Phi(k) , (4.63)

where i =m or G correspond to the non-linear and linear density field respectively. Up to
one-loop in PT and at leading order in derivatives Phm and PhG are given by the following
expressions [142, 11]

Phm(k) = b1

⇣
Plin(k)+2P13(k)+P22(k)

⌘
+
⇣

bs2 +
2
5

bG3

⌘
F (q)�b—2d k2Plin(k)

+
1
2

b2Id (2)d 2(k)+bs2Id (2)s2(k)

PhG(k) = b1

⇣
Plin(k)+P13(k)

⌘
+
⇣

bs2 +
2
5

bG3

⌘
F (q)�eb—2d k2Plin(k)

(4.64)

where F (k), Id (2)d 2(k), and Id (2)s2(k) are defined as

F (k) = 4Plin(k)
Z

q

✓
S2(q,k�q)F2(k,�q)�

34
63

◆
Plin(q) , (4.65)

Id (2)d 2(k) = 2
Z

q
F2(k�q,q)Plin(q)Plin(|k�q|) , (4.66)

Id (2)s2(k) = 2
Z

q
F2(k�q,q)S2(k�q,q)Plin(q)Plin(|k�q|) . (4.67)

Note that the above expressions do not contain a smoothing scale. For explicit expressions of
P13 and P22 see [37]. Note that naively, there would have been contributions proportional to
s2P in the halo-matter power spectrum and propagator, which would renormalize the linear
bias prefactor of the leading Plin contribution. This would cause the large scale limit to deviate
from b1Plin [139]. However, the propagation of the �bL

2/2s2
�bL

3/2s2dG(q)�2/3bL
s2s2

contributions to Eq. (4.12) leads to a (�bL
2/2s2

�bL
3/2s2

�2/3bL
s2s2)P contribution to the

power spectrum, which exactly cancels these renormalizing terms.
Having fixed the bias parameters from our measurements described earlier in this Section,

we are only left with the k2 term. The importance of k2 corrections has been discussed
in the literature in the context of peak model [65, 69, 14] or symmetry arguments [142,
174]. Constraints on the k2 bias or the leading derivative bias can be obtained by comparing
Eqs. (4.64) with the simulation data. We quote our best-fit values for b—2d and eb—2d in
Tab. 4.4. The large errorbars on the bias parameters bs2 + 2

5bG3 do not allow for a significant
detection of non-zero k2 corrections for mass bins I and V. However, we get a significant



4.5 Results 90

Mass Bin eb—2d Deb—2d b—2d Db—2d
I -2.74 6.52 -0.92 6.59

III -20.94 8.52 -18.65 8.58
III -35.21 15.37 -32.18 15.34
IV 26.74 19.39 32.39 19.44
V -30.35 66.35 -16.34 67.12

Table 4.4 Best-fit values for the k2 bias coefficients for five mass bins obtained from the one-
loop halo-matter statistics after fixing all other bias parameters. The maximum wavenumber
used is kmax = 0.08h Mpc�1. The quoted values are in units of h�2 Mpc2, i.e. inverse
length-squared. The error bars are dominated by the uncertainty of bs2 +2/5bG3 .

detection of k2 corrections for mass bins II, III and IV. The constraints obtained from the
propagator and equal-time halo-matter power spectrum are consistent with each other. The
amplitude of the parameter is non-monotonic with mass, which could be understood in the
context of the peak model, where the Eulerian k2-bias is given by sums of positive and
negative contributions with different mass dependence [13]. The difference of Phm and PhG

has its own residual k2 correction b̃—2d �b—2d = �c2
s , which is related to the EFT speed of

sound in the matter power spectrum Pmm(k) = Plin(k)+2P13(k)+P22(k)�2c2
s k2Plin(k). As

the difference Phm and PhG does not contain F , it is less affected by the large error bars on
bs2 + 2

5bG3 and allows us to put tighter constraints on c2
s than on b̃—2d and b—2d individually.

Within the error bars the results indeed agree with reported values in the literature [27].
In Figs. 4.15 and 4.16 we show our predictions for the one-loop halo propagator and

halo-matter power spectrum. The predictions with and without k2 are represented by solid
blue and red lines respectively. In addition, the shaded green region shows the uncertainty
arising from the error bars on the bias measurements (without the error on the k2 correction).
We see that after adding the k2 corrections the theory agrees with the data up to wavenumber
k = 0.1h Mpc�1. However, precision is highly affected by the large error bars on the
combination of cubic parameters bs2 + 2

5bG3 .



4.6 Summary & Conclusions 91

4.6 Summary & Conclusions

In this chapter we have studied the measurement of bias parameters beyond leading order
from cross-correlations of quadratic and cubic bias operators with halo fields in a suite of
N-body simulations.

We summarize our results as follows:

• We find that we can model the final halo distribution with seven bias parameters (one
linear, two second order and four third order bias parameters) with one additional
parameter that accounts for the halo scale. We find clear evidence for non-zero
quadratic and cubic non-local bias operators. The amplitude of the detected non-local
bias deviates from the predictions of the evolved local Lagrangian model both at
quadratic and cubic level.

• The distribution of protohalos in Lagrangian space in turn shows evidence for the
existence of a Lagrangian quadratic tidal bias contribution, i.e., a deviation from the
local Lagrangian bias model. The presence of such a term indicates that the collapse
threshold for halo formation depends not only on the density but also on the shear [49,
147], and that the strength of this dependence increases with mass.

• We have not detected any cubic non-local terms in Lagrangian space for low mass
bins; however, for the highest mass bin V we find some evidence for the presence
of these terms. We would like to emphasize again that our smoothing and cutoff
scales might be insufficient to suppress the derivative bias corrections for high mass
bins. Should this hint for the existence of cubic Lagrangian bias be confirmed, the
modelling of collapse thresholds for halo formation would need to be extended to
cubic fields.

• The non-detection of cubic Lagrangian bias operators for low masses motivated
us to consider the consequences of a Lagrangian bias model with a quadratic tidal
component but no non-local cubic operators. The Lagrangian tidal bias contributes
to both the quadratic and cubic non-local bias operators in Eulerian space. We were
able to fit the final distribution with the simple five parameter model that contains
Lagrangian local biases up to third order and a tidal Lagrangian bias.

• We see some mild degeneracies between the counterterm dR and the cubic local
and quadratic non-local bias terms in Lagrangian space, which might be because of
neglecting k2 terms in the protohalo field.

• Given the importance of the k2 term, we constrained it from the one-loop halo-matter
cross spectra statistics for five mass bins after having fixed the other bias parameters
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from our measurements. The constraints are given in Tab. 4.4. Because of large
errorbars on the cubic bias parameters entering in these statistics, we have not detected
the presence of non-zero k2 term for some of the mass bins. We find that the constraints
from the propagator and equal time statistic are consistent and that their difference
agrees with previous measurements of the dark matter speed of sound in the EFT
framework.

• We plot the predictions of one-loop halo propagator and halo-matter cross spectrum in
Fig. 4.15 and Fig. 4.16 respectively. Our predictions agree with the N-body simulation
data up to k = 0.1h Mpc�1. However, to make more precise predictions, one has to
reduce the errorbars on the combination of the cubic bias 2/5bG3 +bs2 .

As we hinted in Sec. 4.3.3, it might be interesting to consider the bispectrum of quadratic
field, linear field and halo field as an alternative means to extract bias information from
the trispectrum. Furthermore, the strong filtering or derivative corrections in the protohalo
statistics [16, 147] should be accounted for more directly in order to improve the reliability
of the constraints on Lagrangian bias parameters. An application of the presented method to
actual observations will be complicated by the nonavailability of a Gaussian reference field.
This problem could potentially be alleviated by using cross correlation of squared and cubed
lensing fields with the galaxy field.

The method presented here allows for straightforward extensions to quartic statistics,
which will be relevant for computations of the one-loop halo or galaxy bispectrum. Further-
more, straightforward extensions of this method should allow to constrain cubic primoridal
non-Gaussiantity such as the gNL [3] local model.
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Fig. 4.8 Constraints on bias parameters from the protohalo statistics. The solid lines are the
predictions of the local Lagrangian model calculated from the ST mass function. The dashed
line is a fit to the observed non-zero Lagrangian tidal parameter given in Eq. (4.62). We are
plotting two cases. The fit leading to the red points includes the counter term dR, which is
just the Taylor expansion coefficient around our fiducial choice of smoothing scale Rh, while
the blue points are without a counter term. The employed fiducial Rh = 4h�1Mpc does not
reflect the correct Lagrangian scale for all mass bins. Thus, we are more confident in the
measurements with the counter term. We also overplot the fitting functions for bs2 given
in Eq.(22) of [147] (rescaled to Lagrangian space, shown by the dashed-green line), which
contrary to our findings indicates a positive tidal bias for low masses and a stronger effect
for large masses.
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without the counterterm. The black dashed lines show the co-evolution prediction based
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from the full fits, which supports the consistency of our model and fitting procedure. The
fitting function of [147] for bs2 is shown by the brown dashed curve.
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Fig. 4.11 Measurements of the Eulerian bias parameter as a function of maximum wavenum-
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Fig. 4.15 Cross correlation of the final halo field with the linear density field (propagator),
normalized by the linear power spectrum. The red and blue lines show one-loop predictions
with and without k2 corrections. The shaded red region shows the effects of the bias errorbars
on the predictions.
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Fig. 4.16 Ratio of halo-matter cross power spectrum and linear power spectrum. The red
and blue lines show one loop predictions with and without the k2 corrections. The shaded
red region represents the uncertainty arising from the error on the cubic bias parameters
(without the error on the k2 term). We also show the predictions without quadratic and cubic
bias reflected by the black dotted lines.



5
Density Field Reconstruction from Biased Tracers

and Constraining local fNL

Note: This chapter is based on my co-authored work, "Density reconstruction from biased
tracers and its application to primordial non-Gaussianity", done in collaboration with
Omar Darwish, Simon Foreman, Tobias Baldauf, Blake Sherwin, and Daan Meerburg [59].
Reconstructing the density field from dark matter halos in numerical N-body simulations and
verifying all analytical predictions of cross-spectra with simulation results are my original
work (done under the supervision of Tobias Baldauf). All other results and derivations in
[59] were thoroughly cross-checked by my independent Mathematica code. All figures and
plots in this chapter have been reproduced from my own code.

5.1 Introduction

The measurements of temperature fluctuations in Cosmic Microwave Background (CMB)
have improved our understanding of the Universe. The model that has emerged from these
measurements is that the Universe is mostly flat and dominated by dark energy and dark
matter. This model of the Universe, which is called the LCDM model, has been confirmed
very well by observations [160]. However, several challenges remain that need to be solved.
One of the main problems in modern cosmology is to constrain the initial conditions of
the Universe and to learn more about the physics of the early Universe. The temperature
fluctuations in CMB are uniform, telling us that the Universe is extremely homogeneous
and isotropic on large scales, where fractional inhomogeneity present is 1 in 100 000. These
CMB fluctuations are correlated and can be correctly described by the 2-point function,
which in Fourier space is called the power spectrum. It is believed that the seeds for
fluctuations in the CMB and structure formation in the late time universe originated from
inflation, which is a period of early exponential expansion of the Universe [100, 131]. If
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the initial conditions of inflation are Gaussian, then the power spectrum is the only relevant
statistic to describe the data and extract all useful information accurately. All higher point
functions, in this case, will add no additional information. However, in the presence of
non-Gaussianity in the initial conditions, higher point statistics become essential to extract
information about the early Universe, especially it will induce non-vanishing three-point
function, which is called the bispectrum in Fourier space. So far, observational data shows
no sign of non-Gaussianity and therefore, the most favourable model is the single field slow
role inflation model.

So far the most critical constraints on cosmological parameters, as well as on the initial
conditions, come from CMB experiments [160]. While these constraints tell us that inflation
did happen with a single scalar field, they do not shed light on how the inflation happened.
Understanding the physics of inflation is one of the main goals of modern cosmology. The
energy scale of inflation can be as large as 106 GeV, which is much higher than 10 TeV at
which most particle accelerators are probing high energy physics [8]. The energy scale of
inflation is much larger than any energy scale we can ever achieve in a particle accelerator.
Thus, understanding the physics of inflation can tremendously improve our understanding
of physics at very high energies. However, this understanding is not entirely possible from
2-point function measurements from the data. This is because if there is a presence of a small
non-Gaussianity in the initial conditions, then going beyond the 2-point function or power
spectrum becomes essential. These higher-point spectra probe the dynamics of inflation as
they contain useful information about single or multiple scalar fields and their interactions
in the early universe [143].

The primordial non-Gaussianity is quantified by non-Gaussianity parameters { fNL,gNL,···}.
The recent Planck constraints on the local, equilateral, and orthogonal types non-Gaussianities
are f loc

NL = 0.8 ± 5.0, f eq
NL = �4 ± 43, and f orth

NL = �26 ± 21 respectively [80]. From now
onward, we use fNL for local f loc

NL. Planck sets the current constraints of s( fNL) ⇠ O(5),
however, it has been shown that the compelling theoretical threshold is s( fNL) ⇠ 1 [5, 25,
79, 178, 29]. This motivates us to go beyond the current limits, because if we can measure
fNL > 1, then it can rule out single field slow-roll inflation. Future CMB experiments [1, 192]
have potential to reach s( fNL) ⇠ O(1), however, galactic and cosmological foregrounds
will cause huge challenges to reach that limit. As it has been mentioned before in this
thesis, that the large-scale structure (LSS) of the Universe has access to more information
than CMB due to its three-dimensional nature. In LSS the constraint on fNL depends on
the number of modes as s( fNL) µ

⇥
k3

max log
�
kmax/kmin

�⇤�1/2, where kmax is the maximum
wavenumber accessible in LSS observables and kmin is the minimum wavenumber that
depends on the survey. Although, in principle, we have access to more information due to
three-dimensional nature, using LSS has different challenges. One of the challenges is that
the scaling argument we just mentioned breaks down when we go to the non-linear regime
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when kmax > kNL, where kNL is the non-linear scale above which the perturbation theory
fails. For current galaxy surveys, kNL ⇡ 0.2h Mpc�1 [58, 110]. Another challenge is to
carefully model redshift space distortions effects [98]. Moreover, modelling of the full LSS
bispectrum is also challenging because of non-Gaussian covariances of bispectrum [180,
184, 116].

To explain how measuring higher-point LSS statistics is computationally very expensive,
we consider bispectrum and trispectrum. Measuring bispectrum requires that we consider the
possible triangle configurations spanned by two independent Fourier modes (the third mode
depends on the other two). If we divide each side of the simulation box in N independent
k-bins, then the possible number of all triangle configuration scales roughly as O(N3). The
computational cost of measuring the trispectrum is even more than it is for the bispectrum.
For the trispectrum, one has to check all the possible configurations of tetrahedra with four
sides and two diagonals as independent degrees of freedom. It has been shown that this
problem can be circumvented if we use compressed statistics [176, 83, 73, 43, 56, 167, 99].
The general idea is to write the maximum likelihood estimator for a separable bispectrum
in terms of the cross-spectra of quadratic fields with the density field. This cross-spectra
contains all bispectrum information optimally and is thus much more efficient because it
only comes with the computational costs of simple power spectrum measurement. This
method can be altered appropriately to put constraints on quadratic bias operators as well as
quadratic primordial non-Gaussianity, parameterized by fNL.

In LSS, local primordial non-Gaussianity can also affect the galaxy power spectrum. On
large scales local primordial non-Gaussianity has a unique 1/k2 imprints on the galaxy power
spectrum [153, 133, 193]. Using this unique signature on large-scales, current galaxy surveys
have used the galaxy power spectrum to put constraints on fNL [97, 123, 48]. Unfortunately,
the precision up to which we can constrain fNL (or any other cosmological parameters or
bias parameters on large scales) is affected by the shot noise and cosmic variance. Shot
noise arises due to the discrete nature of the halo density field and the finite size of halos. On
the other hand, the cosmic variance encodes the uncertainty in measuring the variance of the
field from a small number of Fourier modes. We can reduce the impact of cosmic variance
on measurements significantly if we also use the information present in the phases of all
the modes by using multiple tracers of the underlying density field which contains different
biases but the same phase [185, 141, 178]. Using multiple tracers allow us to cancel cosmic
variance and therefore the measurement of the scale-dependent bias, that is fNL, will depend
on the number density of galaxy surveys [132, 178]. Using this method in LSS it is possible
to achieve s( fNL) ⇠ 1 [151, 178, 29, 192].

In this chapter, we explore a novel method of quadratic density reconstruction to access
large scale modes and apply it to put constraints on local fNL. Because of non-linear
evolution and higher-order non-linear biasing, the long-wavelength modes are coupled with
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different small-scale modes. In the presence of a fixed long-wavelength mode, the shorter
modes can be averaged over in an ensemble. The correlation of two small-scale modes in
the presence of a fixed long-wavelength mode also breaks the statistical homogeneity. We
can write down a quadratic estimator and can estimate the long-wavelength modes using
the statistical properties of small-scale modes. This method is quite similar to the method
used in CMB lensing reconstruction [107]. The reconstruction using the quadratic estimator
similar to the one used for the CMB lensing reconstruction was first used in [88]. Other
similar examples of reconstruction methods introduced in the field are [159, 209, 210, 128,
149, 115, 130, 129]

Here we develop the quadratic estimator method for the density reconstruction from
biased tracers using a full non-linear bias model for the first time. We apply this method
to dark matter halos in numerical N-body simulations and demonstrate that our method
performs very well according to our expectations. The simulation results agree with theoreti-
cal predictions. These results encourage us to explore applications of our reconstructions
method. There are two main applications we explore in this work. First, LSS surveys are
affected by observational systematics at large-scales which restrict us to observe very low-k
modes. For example, galaxy and quasar surveys are affected by foregrounds or galactic
dust dynamics [171, 104, 114]. We define Kmin are the lowest wavenumber accessible from
galaxy surveys. Using the quadratic reconstruction method we can, in principle, access
modes which are much larger that is K < Kmin. In this way, we have more modes available
which we can use in addition to the modes accessible from the galaxy survey only. The sec-
ond application of our method is that we can constrain the local primordial non-Gaussianity,
fNL. We show that, like galaxy fields, the reconstructed modes also contains the unique 1/k2

imprints from local primordial non-Gaussianity. This motivates us to use the reconstructed
field alongside the galaxy field to do the multi-tracer analysis of local fNL for some galaxy
surveys. We show that from this method, we can improve fNL constraints by tens of percents
compared to only using a single galaxy field. In some cases, the improvement comes from
cosmic variance cancellation, while in other cases the improvement comes from the fact
that we are accessing additional modes K < Kmin from the reconstruction method which is
unaffected by systematics.

The outline of this chapter is as follows. In Sec. 5.2, we discuss the theory of quadratic
estimator method. We include the full non-linear bias model as well as terms introduced
by primordial non-Gaussianity. We discuss reconstruction noise and contamination. We
also derive higher-order shot noise terms which arise in auto- and cross-correlations of
the reconstructed field and the galaxy field. In Sec. 5.3, we apply the method of density
reconstruction to dark matter halos in numerical N-body simulations. We construct quadratic
estimators corresponding to the growth, shift, and the tidal terms. We show that analytical
predictions of cross-spectra of estimators with themselves as well as with the initial density
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field agree with simulation results. In Sec. 5.4, we carry out Fisher forecasts for local fNL

using the multi-tracer analysis for some galaxy surveys and discuss our results. In Sec. 5.5,
we conclude.

5.2 Density Field Reconstruction - theory

5.2.1 Quadratic Estimators

Our aim in this section is to derive a quadratic estimator formula for the linear density field,
or large-scale density modes, from a galaxy field dg. Later we will discuss that at second
order dg comprises of several non-linearities. These non-linearities come from gravitational
clustering, galaxy biasing and primordial non-Gaussianity. We will take into account all
these non-linearities to reconstruct large-scale density modes.

Derivation in this section closely follows [59, 88]. Let us consider the matter density
field d at second order in Perturbation theory. In Fourier space, its expression is given by

d (k,z) = D1(z)d1(k)+D1(z)2
Z d3q

(2p)3 F2(q,k�q)d1(q)d1(k�q) (5.1)

where we define d (k) as the linear matter density at redshift z = 0 and D1(z) is the growth
factor which depends on the redshift z. The second-order term is generated by gravity; F2 is
the gravitational kernel defined by

F2(k1,k2) =
17
21

+
1
2

 
k1

k2
+

k2

k1

!
k̂1 · k̂2 +

2
7

"⇣
k̂1 · k̂2

⌘2
�

1
3

#
. (5.2)

In the gravity kernel F2, the first term corresponds to the growth term, the second corresponds
to the shift, and the last term corresponds to the tidal term. For any biased tracer, such as the
galaxy density field dg, we can expand it up to second order in the linear density field in real
space in the following way:

dg(x,z) = b1d1(x,z)+b1d (2)(x,z)+b2d 2
1 (x,z)+bs2s2(x,z)+ e(x,z) (5.3)

where e is the shot noise term. We can rearrange different terms in Eq. (5.3) to get the
following expression

dg(x,z) = b1d1(x,z)+2b1

 
b2

b1
+

17
21

!
d 2

1 (x,z)+b1Y ·—d1(x,z)+b1

 
bs2

b1
+

2
7

!
s2(x,z).

(5.4)
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In Fourier space we can write Eq. (5.4) as

dg(k,z) = D1(z)b1d1(k)+D1(z)2
Z

q

h
Â
a

caFa(q,k�q)
i
d1(q)d1(k�q) (5.5)

where ca corresponds to bias parameters for growth, shift and tidal terms. We consider
an ensemble average over all modes of d1 except those which are in a small neighborhood
around some K, where d1(K) is what we want to reconstruct. We denote the ensemble
average as "d (K) fixed". We compute the 2-point function of Eq. (5.5) in Fourier space by
fixing one mode d1(K) in the following way:

hdg(k,z)dg(K�k,z)id1(k) fixed = D1(z)2b2
1hd1(k)d1(K�k)i

+D1(z)3b1

Z

q
Â
a

caFa(q,k�q)hd1(q)d1(k�q)d1(K�k)id1(K) fixed +[k $ K�k].

(5.6)
In the first term we assumed that k is not within the neighborhood of K so the ensemble
average is the same as the standard one. In the second term, if q and K�q are not within
the neighborhood then all three modes will be averaged over and the integral will be zero. If
q or K�q are in the neighborhood of K then d1(q) or d1(K�q) will be held fixed and the
remaining two modes will be averaged over. The final result is

hdg(k,z)dg(K�k,z)id1(k) fixed = D1(z)2(2p)3dD(K)b2
1P11(K)+D1(z)3 Â

a
b1ca fa(k,K�k)d1(K)

(5.7)
where we can define the new kernel fa as

fa(q1,q2) ⌘ 2
⇣

Fa(q1 +q2,�q1)Plin(q1)+Fa(q1 +q1,�q2)Plin(q2)
⌘
. (5.8)

It can be seen in Eq. (5.7) that if we multiply two different modes of the galaxy field and then
divide by the factor Âa cab1 fa(k,K�k) then we will get an estimate of the linear density
field, or the large-scale mode d1(K). In Eq. (5.7) b1 and ca are bias parameters which we
do not know. If we can measure these bias parameters and use the values in this formalism
then we can get unbiased estimator for the density field. However in the case when these
biases are not know, we can define a biased estimator of the density field corresponding to a
coupling factor a . Given a quadratic mode coupling a , we define a quadratic estimator as

D̂a(K,z) =
Z

q
ga(q,K�q)dg(q,z)dg(K�q,z) (5.9)

where ga is the weight corresponding to the mode-coupling a such that the estimator D̂a

is optimal and unbiased. Optimal estimator means that the Gaussian contributions to the
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Fig. 5.1 The illustration shows how reconstruction of density field works. We reconstruct
large scale modes from non-linear small scale modes of biased tracer field. The scales used
in this diagram are defined in section 5.4.2.

variance of the estimator is minimum. The variance is defined as

hD̂a(K)D̂⇤

a(k0)i�hD̂a(K)ihD̂⇤
a(k0)i. (5.10)

and the unbiasedness condition is given by

Z d3q
(2p)3 ga(q,K�q) fa(q,K�q) = 1. (5.11)

These two conditions, unbiasedness and minimum variance, give us the following expression
for the weight function ga :

ga(q,K�q) = Naa(K)
fa(q,k�q)

2Ptot(q)Ptot(K�q)
(5.12)

where the normalization Naa defines the Gaussian part of the variance of the quadratic
estimator D̂a , also known as the reconstruction noise. The expression for the normalization
is given by

Nab (K) =
hZ

q

fa(q,K�q) fb (q,K�q)

2Ptot(q)Ptot(K�q)

i�1
. (5.13)

In the presence of all three mode-coupling terms, each estimator is biased, with the expecta-
tion value given by a k-dependent factor times the initial density field:

D
D̂a(K)

E
= b1

h
ca + Â

b 6=a
cb

Naa(K)

Nab (K)

i
d1(K) (5.14)

The ensemble average of the estimator is proportional to the linear density field with the
scale-dependent bias factor, which depends on the bias parameters, as well as contamination
arising due to mode-couplings in dg. We will discuss noise and contamination in Sec. 5.2.3 .
We define the matrix form of the estimators corresponding to the growth, the shift and the
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tidal terms as:

0

B@
hD̂gi

hD̂si

hD̂ti

1

CA= b1

0

BB@

1 Ngg
Ngs

Ngg
Ngt

Nss
Ngs

1 Nss
Nts

Ntt
Ngt

Ntt
Nts

1

1

CCA

0

B@
cg

cs

ct

1

CAd1(K). (5.15)

In a more compact notation we can express Eq. (5.15) as hD̂i(K)i = b1 Â j ciMi j(K)d1(K),
where Mi j is the 3⇥3 matrix. The covariance of two estimators D̂a and D̂b is given by

Cov
⇣

D̂a(K), D̂b (K0)
⌘

= hD̂a(K)D̂b (K0)i�hD̂a(K)ihD̂b (K0)i

=
Z Z d3q

(2p)3
d3p

(2p)3 ga (q,K�q)gb
�
p,K0

�p
�
 D

dg(q)dg(K�q)dg(p)dg(K0
�p)

E

�

D
dg(q)dg(K�q)

↵D
dg(p)dg(K0

�p)
E!

= (2p)3d (3)
D

�
K+K0

�
"

Naa(K)Nbb (K)

Nab (K)
+Nab ,shot(K)

#
.

(5.16)
In general, the covariance depends on the Gaussian and the non-Gaussian terms. Here, we
only focus on the Gaussian covariances because we are interested in large-scale modes; in
Sec. 5.3.6 we discuss why this is a fairly reasonable assumption. In Eq. (5.16), the first
term is the noise term which depends on the auto- and cross normalisation factors and is
of the order O(d 4). The second term, however, is the trispectrum shot noise term and is of
order O(d 6). The higher-order shot noise terms Nab ,shot are discussed in Sec. 5.2.5. The
leading order variance of D̂a can be described as Var(D̂a(K)) = Naa(K) (after ignoring the
higher-order shot noise term). This means the leading order variance is the reconstruction
noise.

Similarly, the cross-correlation of the estimator with the galaxy field can be expressed as

Cov
⇣

D̂a(K),dg(K0)
⌘

= hD̂a(K)dg(K0)i�hD̂a(K)ihdg(K0)i

=
Z d3q

(2p)3 ga (q,K�q)

 D
dg(q)dg(K�q)dg(K0)

E
�

D
dg(q)dg(K�q)

↵D
dg(K0)

E!

= (2p)3d (3)
D

�
K+K0

�
Na,shot(K),

(5.17)
where Na,shot is the bispectrum shot noise term which is also discussed in Sec. 5.2.5.
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mode couplings ca Fa(k1,k2)

g b1 + 21
17 b2

17
21

s b1
1
2( 1

k2
1
+ 1

k2
2
)(k1 ·k2)

t b1 + 7
2 bs2

2
7

h
(k1·k2)2

k2
1k2

2
�

1
3

i

ff b1
M(|k1+k2|,z)

M(k1,z)M(k2,z)

01 2dc(b1 �1) 1
2 k1 ·k2

⇣
1

k2
2M(k1)

+ 1
k2

1M(k2)

⌘

11 2
⇣

dc

h
b2�2(a1+a2)(b1�1)

a1

i
�a1[b1 �1]

⌘
+2dc(b1 �1) 1

2

⇣
1

M(k1,z)
+ 1

M(k2,z)

⌘

02 4dc

⇣
dc

h
b2�2(a1+a2))(b1�1)

a2
1

i
�2

h
b1 �1

i⌘
1

M(k1,z)M(k2,z)

Table 5.1 Summary of mode couplings, fNL components (ff ,01,11, and 02), their respective
biases ca and quadratic coupling kernels Fa .

5.2.2 Bias Expansion with non-Gaussianity

In this section, we discuss galaxy biasing in the presence of primordial non-Gaussianity (see
[19, 9, 96] for more detailed discussion). Considering the homogeneity and isotropy of the
initial conditions, we can write the primordial Gaussian potential fnG as

fnG(k) = fG(k)+ fNL

Z d3q
(2p)3

h
fG(q)fG(q�k)�Pf (q)d̂D(k)

i
+ . . . (5.18)

where fG is a primordial Gaussian potential, fNL is the parameter that quantifies the deviation
from Gaussianity, Pf is the power spectrum of fG, and d̂D is the Dirac delta function. In
the Newtonian limit, the Poisson equation relates the primordial Gaussian potential to the
primordial density perturbation dp as

fG(k) =
dp(k,z)
M(k,z)

, (5.19)

where

M(k,z) =
2k2c2D(z)T (k)

3H2
0 Wm

a(z = 0)

a(z = •)
. (5.20)

In the above equation, c is the speed of light, T (k) is the transfer function which scales as
unity on large scales, D(z) is the growth factor and a(z) is the scale factor as a function
of redshift z. The Eq. (5.20) scales as k2/H2 on large scales. At first order, the linearly
evolved density perturbation depends on the Gaussian potential, d (1)

p (k,z) = M(k,z)fG(k).
At higher orders, the non-Gaussian couplings of the potential introduce non-linearities in the
density field. We write the matter density field in the presence of local non-Gaussinanity at
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second order as

dp(k,z) = M(k,z)fnG(k) = M(k,z)fG(k)+M(k,z) fNL

Z d3q
(2p)3 fG(q)fG(k�q)

= d (1)
p (k,z)+ fNLd (2)

p (k,z).
(5.21)

This primordial density perturbation is then evolved under the effect of gravity to produce
late-time non-linear couplings due to gravitational clustering. The first and second-order
density perturbations in the presence of gravity and primordial non-Gaussianity are given as

First Order: d (1)
p (k,z),

Second Order:
Z d3q

(2p)3 d (1)
p (q,z)d (1)

p (q�k,z)F2(q,k�q)+ fNLd (2)
p (k,z),

(5.22)

where F2 is the second order gravitational coupling kernel. To summarise, the full expression
for late-time matter density at second order is given by

dm(k,z) =d1(k,z)+
Z d3q

(2p)3 d1(q,z)d1(q�k,z)F2(q,k�q)

+ fNLM(k,z)
Z d3q

(2p)3 fG(q)fG(k�q),

(5.23)

where we replaced d (1)
p by d1 for simplicity of notation. We can now use Eq. (5.23) to

expand the galaxy density field dg to include non-linear mode couplings from gravity, biasing
and primordial non-Gaussianity at second order in density perturbation [96]:

dg(k,z) = b1d1(k,z)+ fNLc01
d1(k,z)

M(k�q,z)

+ Â
a2{g,s,t}

ca

Z

q
d1(q,z)d1(k�q,z)Fa(q,k�q)

+ fNL Â
a2{ff ,01,11}

ca

Z

q
d1(q,z)d1(k�q,z)Fa(q,k�q)

+ f 2
NLc02

Z

q
d1(q,z)d1(k�q,z)F02(q,k�q).

(5.24)

We define mode-coupling functions Fa and bias parameters ca in Table 5.1. The bias
parameters c01, c11, and c02 depend on further new parameters a1, a2 and dc. These new
parameters can be defined by the spherical collapse dynamics [166]. The coefficients ai

relate the linearly evolved Lagrangian density field with the overdensity in Eulerian space.
dc is the density threshold, which means that if at some region d > dc, then that region
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collapses to form a dark matter halo. In spherical collapse dynamics dc = 1.69, a1 = 1, and
a2 = �17/21.

5.2.3 Noise and Contamination

In the previous sections, we derived a quadratic estimator formula using a galaxy field dg

which includes non-linearities from gravitational clustering, galaxy biasing and primordial
non-Gaussianity. Taking into account all three of these non-linearities, we see there are
seven quadratic mode-couplings. In this section, we discuss the reconstructed noise and the
contamination due to various mode-couplings in the reconstructed field.

In Fig. 5.2 we plot noise curves Naa , where a 2 {g,s, t,ff ,c11}, as well as contamina-
tion arising due to different mode couplings for a DESI-like survey. The configuration of
a DESI-like survey is given in Table 5.1. In the figure, we see the noise due to the growth
estimator is the lowest among all mode-couplings. However, for a DESI-like survey, we
can see that even the noise due to the growth term is more than the linear power spectrum
Plin. This is the reason for low signal-to-noise when we do the forecast to measure s( fNL)

in Sec. 5.4. The maximum wavenumber used to compute the noise curves is kmax = 0.15h
Mpc�1. Increasing the kmax reduces the amplitude of the noise curves and therefore allows
better reconstruction. In Sec. 5.3 we show that the theory predictions agree very well for
the growth, shift and tidal estimators with kmax = 0.1h Mpc�1 at redshift z = 0. For higher
kmax, higher-order terms become important, which we do not take into account in this work.
We also checked noise curves for other survey configurations and for some high redshift
surveys the noise due to the growth estimator is in fact low which results in increasing
s( fNL) constraints. Because of lower noise due to the growth estimator compared with other
mode couplings we use the growth estimator for our Fisher forecasts analysis in this work to
constraint local fNL in Sec. 5.4.

In the right panel of Fig. 5.2 we plot several contaminations arising due to several mode-
couplings in the reconstructed field dr from the growth estimator as given in Eq. (5.14). If
we cross-correlate the estimator D̂a with the linear field we expect to get the linear power
spectrum multiplied by a k-dependent bias factor which arises due to these contaminations.
We can also clearly see that mode coupling due to fNL (ff , c02, and c11) show 1/k2 type
behaviour. The local primordial non-Gaussianity has a unique 1/k2 imprint on the galaxy
field dg [153]. As the large-scale reconstructed modes also have the same k�2 behaviour
due to the local primordial non-Gaussinaity, it is possible to use the reconstructed modes
with the galaxy field to get better constraint on local fNL. This is what we call "multi-tracer"
analysis using a single tracer and will discuss in more detail in Sec. 5.4. We als show how
we can use this method to cancel cosmic variance and get better fNL constraints.
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Fig. 5.2 Noise and contamination for a DESI-like survey, with a mean redshift z̄ = 1. LEFT
PANEL: we plot noise curves Naa where a 2 {g,s, t,ff ,c11} and compare them with shot
noise n̄�1 and linear power spectrum Plin. We do not plot noise corresponding to other
remaining mode-couplings c01 and c02 because their amplitude is too large. RIGHT PANEL:
Contamination by bias parameters to the growth estimator. The dashed curves represent
negative contribution and the black solid line is the total contamination. The contribution by
three fNL terms (ff , 11, and 02) clearly show k�2 behaviour.

5.2.4 Bias-Hardening Case: Why doesn’t it Work?

We see from Eq. (5.14) that other mode couplings induce mean-field contamination to the
ensemble average of the density estimator D̂a . There is a way to construct a so-called "bias-
hardened" estimator D̂H

a using a linear combination of other mode-couplings so that there is
no mean-field contamination at the leading order [156, 88, 152]. We try to implement bias-
hardening and find that the estimator corresponding to the shift term is unbiased, meaning
that there is no mean-field contamination (if we neglect fNL terms). However, bias-hardening
blows up the noise, and therefore it is useless in this work.

Let us show this explicitly using three mode couplings only (g, s, and t). We describe
"unbias-hardened" estimators in Matrix form in Eq. (5.15). We will refer to the 3⇥3 matrix
in that equation as M. We define bias-hardened estimators as:
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(5.25)
The expectation of the bias-hardened estimators is thus given by
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(b) Shift

Fig. 5.3 Bias hardened and unbias-hardened variance for growth (left) and shift (right)
estimators for kmax = 0.1h Mpc�1, 0.25h Mpc�1, and 0.5h Mpc�1. The unbias-hardened
curves are plotted in solid curves, while bias-hardened curves are plotted in dotted curves.
We also plot the shot noise (orange solid curve) and the linear power spectrum (black
solid curve) to compare the overall noise with the signal. The bias hardening increases the
reconstruction noise a lot. The effect is more severe in the shift estimator.

hD̂H
a(k)i = Â

b
(M�1)ab b1

h
cb + Â

b 6=g
cg

Nbb (k)

Nbg(k)

i
d1(k) (5.26)

For the shift term, it is hD̂H
s (k)i = b1d1(k). In Fig. 5.3, we plot the variance of the growth

and the shift estimators for bias-hardened and unbias-hardened cases. We use three different
kmax (0.1h Mpc�1, 0.25h Mpc�1, and 0.5h Mpc�1) and also plot the linear power spectrum
for comparison. Dotted lines represent bias-hardened curves. Although for the shift term we
get unbiased estimator from bias-hardening, we can see that the noise is too large compared
to the linear power spectrum. This is the reason why we only use the unbiased-hardened
growth estimator, which has the lowest noise. The bias parameters that enter into the growth
estimator formula can be measured either using N-body simulations or directly from data.
In this work, we use fiducial values of bias parameters measured from numerical N-body
simulations [2].

5.2.5 Shot Noise

Here we discuss the shot noise terms that may enter in the auto- and cross-correlations of
quadratic estimators, as well as cross-correlations of quadratic estimators with the galaxy
field. There are three contributions from shot noise that appear at the level of the power
spectrum, bispectrum and the trispectrum in our analysis. The origin of the shot noise is the
stochasticity bias (see [68] for more details). Usually, galaxy bias relation is deterministic,
and we expand it in terms of operators which depends on the large scale density perturbations.
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However, in reality, as we know that galaxies are discrete tracers and the location where
galaxies are formed depends on small scale dynamics. The phases of the small scale
perturbations are not determined, so we include this stochasticity separately in the bias
expansion. The final galaxy bias expansion we write is given by

dg(x,t) = Â
O

bOO[d ](x,t)+ e(x,t)+Â
O

eO(x,t)O[d ](x,t) (5.27)

where O[d ] are bias operators, e is the stochasticity, eO is the stochasticity related to the
randomness of the initial conditions on small scales (corresponding to bias operators). We
now derive the expression contributing to shot noise at the power spectrum, bispectrum and
trispectrum level. Let us consider a finite number of galaxies N confined in a finite volume
V at positions xi in real space. We can define the discrete galaxy overdensity as

dg(x) =
1
n̄ Â

i
dD(x�xi), (5.28)

where n̄ is the mean number density of galaxies and dD is the Dirac delta function. We define
the number density of the tracer as n(x) = Âi dD(x�xi). In Fourier space, Eq. (5.28) can be
expressed as

dg(k) =
1
n̄ Â

i
exp(ik ·xi) . (5.29)

From this the power spectrum of the discrete galaxy overdensity can be computed as

Pgg(k) =
1
V
⌦
dg(k)dg(�k)

↵
=

V
N2

"

Â
i= j

hexp
�
ik · (xi �x j)

�
+ Â

i6= j
exp

�
ik · (xi �x j)

�
i

#

=
1
n̄

+Pgg, cont(k),

(5.30)
where Pgg, cont is the continuous galaxy power spectrum and 1/n̄ is the power spectrum shot
noise. Now, we focus on how to derive the bispectrum shot noise Na,shot and the trispectrum
shot noise Nab ,shot described in Eq.(5.17) and Eq. (5.16) respectively. For calculating the
bispectrum and the trispectrum shot noise terms we strictly follow the derivations given in
[52]. We write the discrete 3-point function zd in real using Eq. (5.28) as

zd(x1,x2,x3) =
⌦
dg(x1)dg(x2)dg(x3)

↵
=

⌦
n(x1)n(x2)n(x3)

↵

n̄3 �

h⌦n(x1)n(x2)
↵

n̄2 +2cyc.
i
+2,

(5.31)
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where cyc describes the cyclic permutations. In Eq. (5.31) we describe the 3-point correlation
function of n as

⌦
n(x1)n(x2)n(x3)

↵
=
D

Â
i

dD(x1 �xi)dD(x2 �xi)dD(x3 �xi)
E

+
hD

Â
i, j

dD(x1 �xi)dD(x2 �x j)dD(x3 �x j)
E

+2cyc.
i

+
D

Â
i, j,k

dD(x1 �xi)dD(x2 �xi)dD(x3 �xi)
E

= dD(x1 �x2)dD(x1 �x3)n̄+
h
n̄2dD(x2 �x3)(1+x12)+2cyc.

i

+ n̄3(1+x12 +x13 +x31 +z ),
(5.32)

where xi j is the short notation for x (|xi �x j|) and z is the continuous 3-point function. We
substitute Eq. (5.32) in Eq.(5.31) to get

zd(x1,x2,x3) =
1
n̄2 dD(x1 �x2)dD(x1 �x3)+

hdD(x2 �x3)

n̄
x12 +2cyc.

i
+z . (5.33)

This equation in Fourier space describe the discrete bispectrum as

Bd(k1,k2,k3) =
1
n̄2 +

1
n̄

⇣
Pg,cont(k1)+Pg,cont(k2)+Pg,cont(k3)

⌘
+Bg,cont(k1,k2,k3),

(5.34)
where Pg, cont and Bg, cont are the continuous galaxy power spectrum and bispectrum respec-
tively. In Eq. (5.34) the first two terms contribute to the bispectrum shot noise. In the
cross-correlation of quadratic estimators with the galaxy field, the leading order noise term is
the bispectrum shot noise as described in Eq. (5.17). This is because in the cross-correlation
we have to compute the galaxy 3-point function hdgdgdgi. Now it is easy to see that the shot
noise term Na,shot in Eq. (5.17) is described as

Na,shot(k) =
Z d3q

(2p)3 ga(q,k�q)

"
1
n̄2 +

1
n̄

⇣
Pg,cont(q)+Pg,cont(k�q)+Pg,cont(�k)

⌘#
.

(5.35)
In Sec. 5.4, we denote the bispectrum shot noise given by the above expression as

Pgr, shot, where we denote a =r for reconstruction due to the quadratic estimator. For auto-
and cross-correlations of quadratic estimators, we need to compute the galaxy four point
function hdgdgdgdgi. The leading order covariance described in Eq. (5.16) depends on the
normalisation factors and is of order O(d 4). The next-order contribution to the noise comes
from the term which is of order O(d 6) and contributes to the Poisson shot noise. This O(d 6)

is described as Nab ,shot in Eq. (5.16) and is what we describe as the trispectrum shot noise
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term. We now derive the full expression for this term. We write the discrete 4-point function
hd as

hd(x1,x2,x3,x4) =
1
n̄4

⌦
n(x1)n(x2)n(x3)n(x4)

↵
�

h 1
n̄3

⌦
n(x1)n(x2)n(x3)

↵
+3cyc.

i

+
h 1

n̄2

⌦
n(x1)n(x2)

↵
+5cyc.

i
�3.

(5.36)

The four point correlation function of the number density can be described as

⌦
n(x1)n(x2)n(x3)n(x4)

↵
=

1
n̄3 dD(x1 �x2)dD(x1 �x3)dD(x1 �x4)

+
h 1

n̄2 dD(x2 �x3)dD(x2 �x4)x12 +3cyc.
i
+
h1+x13

n̄2 dD(x1 �x2)dD(x3 �x4)x12 +2cyc.
i

+
hdD(x1 �x2)

n̄
(x34 +z234)+5cyc.

i
+h1234.

(5.37)
In Fourier space, we can write the discrete trispectrum expression as

Td(k1,k2,k3,k4) =
1
n̄3 +

1
n̄2

⇣
Pg,cont(k1)+3 cyc.

⌘
+

1
n̄2

⇣
d (D)(k1 +k2)+Pg,cont(k1 +k2)

+d (D)(k1 +k3)+Pg,cont(k1 +k3)+d (D)(k1 +k4)+Pg,cont(k1 +k4)
⌘

+

(
1
n̄

⇣
d (D)(k1 +k2)Pg,cont(k3)+Bg,cont(k1 +k2,k3,k4)

⌘
+5 cyc.

)
+Tg,cont(k1,k2,k3,k4),

(5.38)
where Tg,cont is the continuous trispectrum which contains both connected and disconnected
diagrams. The rest of the terms are higher-order terms contributing to the shot noise. We
denote them as Tshot, which is essentially the combined covariance of quadratic estimators
described in Eq.(5.16). This expression can be written as
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Tshot(k) =
Z Z d3q

(2p)3
d3p

(2p)3 ga(q,k�q)gb (p,�k�p)Tshot(q,k�q,p,�k�p)

=
Z Z d3q

(2p)3
d3p

(2p)3 ga(q,k�q)gb (p,�k�p)

"
1
n̄3 +

1
n̄2

⇣
Pg,cont(q)+3 cyc.

⌘

+
1
n̄2

⇣
d (D)(k)+Pg,cont(k)+d (D)(q+p)+Pg,cont(q+p)+d (D)(�k�p+q)

+Pg,cont(�k�p+q)
⌘

+

(
1
n̄

⇣
d (D)(k)Pg,cont(p)+Bg,cont(k,p,�k�p)

⌘
+5 cyc.

)#

+2
Z d3q

(2p)3 ga(q,k�q)gb (q,�k+q)
h 1

n̄2 +
1
n̄

⇣
Pg,cont(q)+Pg,cont(k�q)

⌘i

=
Naa(K)Nbb (K)

Nab (K)
+Nab ,shot(K).

(5.39)
After simplifying the above equation we find the following expression:

Nab ,shot(k) =
Z Z d3q

(2p)3
d3p

(2p)3 ga(q,k�q)gb (p,�k�p)

"
1
n̄3 +

1
n̄2

⇣
Pg,cont(q)+3 cyc.

⌘

+
1
n̄2

⇣
Plin(k)+Pg,cont(q+p)+Pg,cont(�k�p+q)

⌘
+

1
n̄

⇣
Bg,cont(k,p,�k�p)

+Bg,cont(q+p,k�q,�k�p)+Bg,cont(q�k�p,k�q,p)+Bg,cont(k�q+p,q,�k�p)

+Bg,cont(�q�p,q,p)+Bg,cont(p�k�p,q,k�q)
⌘#

,

(5.40)
where Bg,cont is the continuous galaxy bispectrum which is defined as

Bg,cont(q1,q2,q3) = b2
1 Â

a
ca
⇣

Fa(q1,q2)Plin(q1)Plin(q2)+2 cyc.
⌘
. (5.41)

The first two lines in Eq. (5.40) are next-to-leading order trispectrum shot noise which
we will denote in Sec. 5.4 by Prr, shot. In Fig. 5.4, we plot contributions from shot noise to the
power spectrum, bispectrum and trispectrum for the growth estimator. The amplitude of these
contributions for bispectrum and trispectrum increase for higher maximum wavenumber,
kmax, which means that as we increase kmax for our reconstruction analysis the bispectrum
and trispectrum shot noise contributions become more significant.
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Fig. 5.4 Shot noise contributions to the power spectrum, bispectrum and trispectrum for
kmax = 0.1h Mpc�1 (left) and kmax = 0.25h Mpc�1 (right). We used the growth estimator
for density reconstruction. The bias parameters b1 and ca we used for the lowest mass bin I
from simulations are defined in Table 5.2. The Poisson shot noise Pgg,shot = 1500h�3 Mpc3

corresponding to halo number density n̄ = 675⇥10�6h3 Mpc3.

5.3 N-body Simulations

5.3.1 Setup

For testing the quadratic estimator framework presented in Sec. 5.4, we use a suite of 15
realisations of a cosmological N-body simulation. The initial conditions are generated with
the second order Lagrangian Perturbation Theory (2-LPT) code [55, 52] at the initial redshift
zi = 99 and are subsequently evolved using Gadget-2 [197]. The simulations are performed
with Np = 10243 dark matter particles in a cubic box of length L = 1500h�1 Mpc with
periodic boundary conditions. We assume a flat LCDM cosmology with the cosmological
parameters Wm = 0.272, WL = 0.728, h = 0.704, ns = 0.967.

Dark matter halos in the final z = 0 density field are identified using the Friends-of-
Friends (FoF) algorithm (see [118, 150]) with linking length l = 0.2 times the mean inter-
particle distance. The halos are binned in mass, with each bin spanning a factor of three in
mass. The mass and number density of the lowest halo mass bin employed in this study are
given in Table 5.2. Particles and halos are assigned to a regular grid using the Cloud-in-Cell
(CIC) scheme. We Fourier transform the matter and halo density fields using the publicly
available FFTW library1.

1http://www.fftw.org
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Mass Bin Halo Mass [1013h�1M�] nh [10�6h3 Mpc�3] b1 cg ct cs

I 0.77 627 1.07 0.62 1.14 1.07

Table 5.2 Halo mass bin employed in this study. We quote the mean mass of the sample,
the number density of halos nh, and the linear bias b1 for the lowest halo mass bin in the
simulation.

5.3.2 Generation of Quadratic Estimators

We generate quadratic estimators from the halo density field dg in N-body simulations
using a sequence of multiplications with powers of wavenumbers in Fourier space, Fourier
transforms, and subsequent multiplication of the weighted fields in configuration space. We
generate three quadratic estimators corresponding to the growth term d 2, shift term Y ·—d ,
and the tidal term s2, with associated Fourier-space kernels given in Tab. (5.1). The first
step in our procedure is to remove very small scale modes by applying a cut-off kmax in
Fourier space through the multiplication of the Fourier space density field with a filtering
function. While the exact form of the cutoff is not important, we adopt a Gaussian filter
W (Rk) = exp

�
�k2R2/2

�
for numerical stability.

We define the smoothed density field by d R
g (k). We choose three external smoothing

scales: R = 20h�1 Mpc, R = 10h�1 Mpc, and R = 4h�1 Mpc, corresponding to maximum
wavenumbers kmax ⇡ 0.05h Mpc�1, kmax ⇡ 0.1h Mpc�1, and kmax ⇡ 0.25h Mpc�1 respec-
tively. The smoothing scale removes all wavenumbers k > kmax, such that we reconstruct
long wavelength modes using modes k < kmax for three different cases.

dA(k) = d R
g (k)/

�
b12Plin(k)+n�1

g
�

(5.42)

dB(k) =
�
d R

g (k)Plin(k)
�
/
�
b12Plin(k)+n�1

g
�

(5.43)

where b1 and ng are the linear bias and halo number density corresponding to five halo
mass bins defined in Table 5.2. Below we describe how we generate quadratic estimators:

1. Growth Estimator: We inverse Fourier transform both fields defined in (5.42) and
(5.43) to obtain dA(x) and dB(x). In configuration space, we multiply the product of
both fields by 17/21 and then Fourier transform back to Fourier space to obtain the
growth estimator.

2. Shift Estimator: In general, the shift term Y ·—d can be generated by the displace-
ment and the gradient of the density field. To generate the shift estimator we do the
following. First we multiply dA(k) by -k in Fourier space to generate the gradient field
—dA(k). After that, we inverse Fourier transform —dA and dB and multiply them in
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Fig. 5.5 Schematic diagram for showing how we generate a quadratic estimator in simulations.
We only show the growth (G) estimator here. IFT and FT are inverse Fourier transform and
Fourier transform respectively.

configuration space. The final operation is the generation of the displacement vector
using the product field dB—dA dA. We Fourier transform the product and multiply it
by �k/k2 in Fourier space to obtain the shift estimator.

3. Tidal Estimator: For the tidal estimator we multiply dA(k) by
�
kik j/k2

�1/3di j
�

in
Fourier space to obtain sA

i j(k), where di j is the Kronecker delta. We do the inverse
Fourier transform dB(k) and sA

i j(k) and multiply both in the configuration space.
Finally, we multiply the product by (2/7)

�
kik j/k2

�1/3di j
�

in Fourier space to obtain
the tidal estimator.

Note that the main computational cost in generating quadratic estimators come from
Fourier transforms. The auto- and cross-spectrum analysis of quadratic estimators require
the computational cost of power spectrum analysis, which is quite efficient. In all our figures
in this section, we estimate the error bars of our measurements using sample variance of 14
realisations and divide it by

p
15 to get the mean error.

5.3.3 Simulations Checks with the Linear Field

To check our simulation code, we replace the galaxy field dg in the quadratic estimator
formula with the linear density field dG. This now looks like a squared-field with a ker-
nel representing the kernel of the quadratic field estimator. Cross-correlating the three
squared-fields in simulations and checking that the simulation results agree with the corre-
sponding theory curves can validate whether the kernel code in simulations has been rightly
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implemented. The estimator formula with the linear field now looks like

D̂G
a(k) = Naa(k)

Z

q

fa(q,k�q)

2Ptot(q)Ptot(k�q)
dlin(q)dlin(k�q). (5.44)

The cross-correlations of two linear-field estimators are described as

hD̂G
a(k)D̂G

b (�k)i0 =
Z

q

fa(q,k�q) fb (q,k�q)
⇣

2Ptot(q)Ptot(k�q)
⌘2 W

�
Rq

�2W
�
R(k�q)

�2Plin(q)Plin(q�k).

(5.45)
In simulations we define estimators without the normalisation factor, so here we define
Naa = 1. We check these predictions with simulation results. In Fig 5.6, we compare
simulation results with theory predictions for cross and auto-correlations of D̂G

a , where
a 2 {g,s, t}. We use two different smoothing scales R = 20h�1 Mpc and R = 4h�1 Mpc
which correspond to kmax = 0.05h Mpc�1 and kmax = 0.25h Mpc�1 respectively. We see
that theory predictions in eq. (5.45) agree with simulation up to high very kmax. We also
plot cross correlation co-efficients in Fig. 5.7 for the same two smoothing scales. We see
that shape and amplitude are different for different smoothing scales. The reason is that
for low smoothing scales there are a large number of modes, so small scales modes also
contribute. For large smoothing scales we remove small scales after the cut-off induced by
the smoothing scales and only large scale modes contribute to the cross-correlations.

The main reason for this section is to check whether we have correctly implemented
quadratic estimator functions in simulations correctly. Also, we are sure that because of the
linear field in the quadratic estimator formula there will not be higher-order perturbative
terms. These are good checks for all our functions implemented in our simulation code.
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Fig. 5.6 Auto- and cross-correlations of D̂G
a for two different smoothing scales, R = 20h�1

Mpc and R = 4h�1 Mpc. Theoretical predictions (solids curves) agree with simulations for
three quadratic fields corresponding to the growth, shift and the tidal terms. The purpose of
these tests is to check the correct implementation of the kernels of the quadratic estimators
in simulations.
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Fig. 5.7 Cross-correlation coefficients between two D̂G
a ’s for two different smoothing scales

R = 20h�1 Mpc and R = 4h�1. Theoretical predictions agree with simulations, verifying
that the kernels of quadratic estimators and Wiener filter are correctly implemented in
simulations.

5.3.4 Cross-Correlation of Quadratic Estimators with the Linear Den-
sity Field

In this section, we describe our results for the cross-correlations of three quadratic estimators
D̂a(k) with the initial linear field d1(k), and compare the theory predictions with simulations.
The prediction is given by

hD̂a(k)d1(k0)i0 = b1Naa(k) Â
b2{G,S,T}

cb Plin(k)
Z

q

fa(q,k�q) fb (q,k�q)

2Ptot(q)Ptot(k�q)
W (Rq)W (R(k�q))

+Pa,shot(k)

= b1Plin(k) Â
b2{G,S,T}

cb
Naa(k)

Nab (k)
+Pa,shot(k) ,

(5.46)
where the prime on the left-hand side denotes that the factor of (2p)3(k + k0) has been
omitted, and cb are bias parameters corresponding to the growth, shift and tidal terms and
can be measured from either simulations or data. In our analysis we use the bias parameters
from Table 5.2, measured in simulations in [2]. In Eq. (5.46), Pa,shot is the bispectrum shot
noise term. Since one field is the linear field, all contribution to the shot noise comes from
the stochastic bias terms in the two galaxy fields in the quadratic estimator, such as e and
ed d (see [67] for more discussion about stochastic bias terms). The expression for this shot
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Fig. 5.8 Cross correlations of estimators D̂a corresponding to the growth, shift, and tidal
mode-couplings with the linear density field d1. We compare theory predictions (lines)
with simulations (points) for three different smoothing scales, R = 20h�1 Mpc, R = 10h�1

Mpc and R = 4h�1 Mpc, corresponding to maximum wavenumbers kmax of 0.05h Mpc�1,
0.1h Mpc�1, and 0.25h Mpc�1 respectively. In this figure, we plot hD̂ad1i/Naa , which is
the directly measurable quantity. In contrast to what is defined in Eq. (5.9), in simulations
we define the estimators D̂a without a prefactor Naa . We find very good agreement for the
growth estimator for all smoothing scales, and also reasonably good agreement for other
estimators.

noise contribution in this case can also be derived from Eq. (5.36) and it takes the form

Pa,shot(k) =
b1

n̄
Plin(k)Naa(k)

Z

q

fa(q,k�q)

2Ptot(q)Ptot(k�q)
W (Rq)W (R(k�q)). (5.47)

In Fig. 5.8, we compare theory with simulations for three different values of kmax.
Although for the Fisher analysis in this work, we only use the growth estimator, here we
also compare results in simulations for the shift and the tidal estimators. For the growth
estimator, we find that the theory predictions agree very well with simulation results for up
to kmax = 0.25h Mpc�1 at redshift z = 0. For the other estimators, we also find reasonably
good agreement; however, upon close inspection we can see small disagreements which
might arise from higher-order terms ignored in our theory predictions.

Interestingly, for kmax = 0.25h Mpc�1, we can see in Fig. 5.8 that the shape of the
cross-correlation of growth estimators with the density field is very similar to the linear
power spectrum on large scales. The scale-dependent bias factor in Eq. (5.46) is flat on large
scales, indicating that the reconstruction works very well for large kmax.

5.3.5 Auto- and Cross-Correlations of Quadratic Estimators

In this section we discuss our results for the auto- and cross-correlations of three quadratic es-
timators from simulations and compare the results with our linear order theoretical prediction,
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Fig. 5.9 Auto-correlations of the quadratic estimators D̂a , for the same smoothing scales
shown in Fig. 5.8. The predictions for the growth estimator agree with simulations for all
smoothing scales. However, for other estimators predictions agree with simulations for large
smoothing scales but for the low smoothing scales, the predictions fail as higher-order terms
become more important.

given by

hD̂a(k)D̂b (k0)i0 = Naa(k)Nbb (k)
Z

q

fa(q,k�q) fb (q,k�q)

[2Ptot(q)Ptot(k�q)]2
W (Rfq)2W (Rf(k�q))2

⇥b4
1Plin(q)Plin(k�q)

+b2
1Plin(k)Â

i, j
cic j

Naa(k)

Nai(k)

Nbb (k)

Nb j(k)
+Pab ,shot(k) .

(5.48)
The first term is of order O(d 4), while the second and third are of order O(d 6). The third
term, Pab ,shot, is the contribution arising from halo shot noise, and is given in Sec. 5.2.5.

In Fig. 5.9 we compare cross-correlation results from simulations with theory, for the
growth, shift, and tidal estimators, using the same three smoothing scales as above. The
simulations and theory agree very well up to kmax = 0.1h Mpc�1 at z = 0. For larger kmax we
see great agreement for the growth estimator and reasonable agreement for the tidal and shift
estimators. The small disagreement of linear predictions for the tidal and shift estimators
with simulations for the higher kmax show that higher-order terms become important for
these estimators. The detailed impact of these higher order corrections from biasing or
scale dependent stochasticity will be subject of future inquiry. Although we appear to have
excellent agreement for the growth term at higher kmax, to be conservative, we still set the
scale kmax = 0.1h Mpc�1 at redshift z = 0 in our forecasts in Sec. 5.4. We scale this to other
redshifts by making use of the fact that perturbation theory and the bias expansion at a given
order will be valid at higher k for higher redshifts.

In Fig. 5.10, we plot the auto spectra of the growth estimator, normalized with NGG

(unlike in the previous plots), in order to compare them to an approximation of the signal
power spectrum, given by the second term in Eq. (5.48) (the first and third terms represent
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Fig. 5.10 Comparison of the auto power spectrum of the growth estimator D̂G, normalised
by NGG computed from theory, with the signal part which is defined as (hD̂Gd1i)2/Plin. We
compare simulation results with theory predictions for the same smoothing scales as Figs. 5.8
and 5.9. We again find excellent agreement between simulations and theory. In the bottom
right figure we plot the cross-correlation coefficient rGd1 between the growth estimator and
the linear density field for 3 smoothing scales. We see that rGd1 > 0.9 for R = 4h�1 Mpc
which is why in the bottom left figure hD̂GD̂Gi is signal dominated.

noise). Since the contribution of the cross-shot noise is small, the signal part can be approxi-
mated by cross-correlating the growth estimator with the linear density field and dividing
it by the linear power spectrum to ensure the correct normalization, i.e. (hD̂Gd1i)2/Plin;
we show this in blue in Fig. 5.10. For the two larger smoothing scales, the spectra of the
estimator are dominated by the noise contribution (which is white at low k). The excellent
agreement between theory (red solid lines) and simulations (red points) for all smoothing
scales serves as an additional verification that the reconstruction procedure is working as
expected for reasonable values of kmax. In addition to the auto spectra, to check how well
the reconstruction is working, we plot the cross-correlation coefficients between the growth
estimator and the linear density field in the bottom right panel of Fig. 5.10 for three different
kmax. The cross-correlation coefficient for low kmax is very low, rGd1 < 0.4, explaining why
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Fig. 5.11 Probability distribution functions of the initial density field and the reconstructed
field in N-body simulations. The right panel shows the probability distribution of the
reconstructed field the kmin = 0.05h Mpc�1, means that we do not include modes k < 0.05h
Mpc�1 in the reconstruction. In the left we use a lower kmin = 0.005h Mpc�1. The PDFs of
both are scaled and shifted around mean 0.

the auto spectra in the top left panel are noise dominated. However, for highest kmax we
consider, 0.25h Mpc�1, the cross-correlation coefficient rGd1 > 0.9, which explains why the
reconstruction works very well and the auto spectra for high kmax are signal dominated.

5.3.6 Visualisation of Reconstructed Field

To show how best we are reconstructing the initial density field on large scales in simulations,
we plot projections of the initial Gaussian density field and the reconstructed field on a 2D
plane in Fig. 5.12. We do the reconstruction using a very high kmax = 0.25h Mpc�1 which,
as we have mentioned before, can be achieved by using a smoothing scale of R = 4h�1

Mpc. In the reconstruction we also remove very large scale modes k < 0.05h Mpc�1 and
so we are only using modes in the range 0.05h Mpc�1 < k < 0.25h Mpc�1. In the end,
we apply an external smoothing of R = 20h�1 Mpc to both the initial Gaussian field and
the reconstructed field. This external smoothing removes all modes k > 0.05h Mpc�1. In
Fig. 5.12 we compare both plots and we can observe quite a lot of similarities.

In Fig. 5.11 we also plot the probability distribution functions of the initial Gaussian
density field and the reconstructed field. We see the reconstructed field is nearly Gaussian.
This is quite encouraging because in our Fisher analysis (later in this paper) we are using
Gaussian covariances. However, if we do not remove very high scale modes, that is k < 0.05h
Mpc�1 in the reconstruction then the PDF of the reconstructed field is not fully Gaussian
which will then require the inclusion of non-Gaussian covariances in our Fisher analysis.
The probability distribution of the reconstructed field without removing very large scale
modes in the reconstruction is shown in Fig. 5.11. we can see the PDF is not really Gaussian.
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Estimating the constraining power of the reconstructed modes for cosmological applications
would then require the inclusion of non-Gaussian covariances in our Fisher analysis.

5.4 Fisher Forecasts for Local fNL

5.4.1 Multi-tracer Analysis

For forecast on s( fNL) we use the multi-tracer analysis [178] using two fields: the galaxy
density field dg and the reconstructed field dr. Although we can see in Fig. 5.11 that the PDF
of the reconstructed field is not completely Gaussian, we still assume it Gaussian for the
Fisher analysis in this section. The analysis with a non-Gaussian likelihood we leave for
future work. Having said that we start by assuming both fields, dg and dr, follow a Gaussian
likelihood on large scales [204]. In our analysis here we use four free parameters: three
are galaxy bias parameters (b1, b2, and bs2) and one is local primordial non-Gaussianity
parameter fNL. Therefore we will write the full 4⇥4 Fisher information matrix and at the
end will marginalise over bias parameters to get constraints on s( fNL). The Fisher matrix
tells us how well we can measure each parameter from the data. The full Fisher information
matrix Fab per mode K at the field level is defined as:

Fab (K,z) =
1
2

Tr


∂C(K,z)
∂a

C�1(K,z)
∂C(K,z)

∂b
C�1(K,z)

�

p=p0

(5.49)

where p 2 {b1,b2,bs2 , fNL} is the set of free parameters in our analysis and p0 is a set of
their fiducial values. Also in Eq. (5.49), C is the covariance matrix defined as

C(K,z) =

 
Pgg(K,z) Pgr(K,z)
Prg(K,z) Prr(K,z)

!
(5.50)

and C�1 is the inverse covariance matrix

C�1(K,z) =
1

Pgg(K,z)Prr(K,z)(1� r2)

 
Prr(K,z) �Pgr(K,z)

�Prg(K,z) Pgg(K,z)

!
, (5.51)

where r is the cross correlation coefficients between the galaxy field and the reconstructed
field and is defined as

r(K,z) =
Prg(K,z)p

Prr(K,z)Pgg(K,z)
. (5.52)

Moreover, in Eq. (5.50) and Eq. (5.51), Pgg, Prg, and Prr correspond to galaxy auto power
spectrum, cross power spectrum of the galaxy and reconstructed field and the auto power
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Fig. 5.12 2D slices of a 3D linear density field (left panel) and growth estimator D̂G (right
panel). For the growth estimator we used R = 4h�1 Mpc smoothing which corresponds to
kmax = 0.25h Mpc�1. We apply an external smoothing of R = 20h�1 Mpc to both linear and
reconstructed fields. As expected, we find that the reconstruction reproduces many of the
large-scale features in the linear density field.

spectrum of the reconstructed field respectively. The galaxy auto power spectrum Pgg

contains galaxy shot noise, the cross power spectrum Prg contains the bispectrum shot noise,
and the auto power spectrum of the reconstructed field Prr contains the reconstruction noise
Nrr as well as the trispectrum shot noise. We define these power spectra as follows:

Pgg(K,z) =

✓
b1 +

c01 fNLD(z)
M(K,z)

◆2
Plin(K,z)+Pgg,shot(K) (5.53)

Pgr(K,z) =

✓
b1 +

c01 fNLD(z)
M(K,z)

◆ 
cg + Â

a 6=b
cb

Ngg

Ngb

!
Plin(K,z)+Pgr,shot(K) (5.54)

Prr(K,z) = b2
1

 
cg + Â

a 6=b
cb

Ngg

Ngb

!2

Plin(K,z)+Nrr(K,z)+Prr,shot(K) (5.55)
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where b contains all six mode couplings defined in Table 5.1 except the growth term.
Using the notation ∂Pi j/∂a = Pi j,a we expand the trace in Eq. (5.49) to get

Fab (K,z) =
1
2

✓
1

PrrPgg (1� r2)

◆2
"

Pgg

n
Prg,b

�
�PrgPrr,a +PrrPrg,a

�
+Prr,b

�
PggPrr,a �PrgPrg,a

�o

�Prg

n
Pgg,b

�
�PrgPrr,a +PrrPrg,a

�
+Prg,b

�
PggPrr,a �PrgPrg,a

�o

�Prg

n
Prg,b

�
�PrgPrg,a +PrrPgg,a

�
+Prr,b

�
PggPrg,a �PrgPgg,a
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n
Pgg,b

�
�PrgPrg,a +PrrPgg,a

�
+Prg,b

�
PggPrg,a �PrgPgg,a

�o
#

p=p0

.

(5.56)
The cumulative Fisher matrix can be computed by integrating Eq. (5.56) from Kmin, which
depends on the survey, to Kmax. We write it as

Fab =
V

(2p)2

Z Kmax

Kmin

dKK2
Z 1

�1
dµFab (K,µ,z), (5.57)

where V is the volume of the galaxy survey defined in Table 5.3 for three experiments. The
unmarginalised error on one parameter is giver by

s(pa) =
⇣p

Faa
⌘�1

(5.58)

where a simplified expression for Faa is defined as

Faa =
1

2(1� r2)2

"✓
Pgg,a
Pgg

�2r2 Prg,a
Prg

◆2
+2r2(1� r2)

✓
Prg,a
Prg

◆2
+

✓
Prr,a
Prr

◆2

+2r2 Prr,a
Prr

✓
Prr,a
Pgg

�2
Prg,a
Prg

◆#

p=p0

.

(5.59)

As we are only interested in fNL, we have to marginalise over other free parameters. The
marginalised error is defined as

s(pa) =
q

(F�1)aa . (5.60)

5.4.2 Scales

In our forecast analysis, we use large scale modes of dg and reconstructed field dr for
measuring local non-Gaussianity fNL. The modes we use to measure local fNL satisfy the
relation Kmin < K < Kmax for combined analysis using both galaxy and reconstructed field
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Fig. 5.13 This illustration shows scales we use for our Fisher anlaysis in this work. For the
reconstruction of large-scale density modes we use wavenumbers kmin < K < kmax (shown in
blue). For fNL forecasts, however, we use very large scale modes Kmin < K < Kmax (shown
in red) for dg +dr combined analysis (shown in red) and Kf < K < Kmin for dr-only (shown
in green), where Kf is the lowest wavenumber we can measure in the galaxy survey.

DESI-like MegaMapper-like
0.6 < z < 1.6 2 < z < 2.5 4.5 < z < 5

Survey parameters
Survey volume (Gpc3) 100 80 66
Mean galaxy density n̄ (Mpc�3) 10�4 6⇥10�4 2⇥10�5

Kmax for fNL constraint (hMpc�1) 0.05 0.08 0.14
kmax for reconstruction (hMpc�1) 0.15 0.24 0.4
Fiducial bias parameters
b1 1.6 2.9 7.0
b2 �0.30 1.1 17
bs2 �0.17 �0.54 �1.7
b11 �3.0 �2.5 37
b02 �14 �21 85

Table 5.3 Survey characteristics used for our main forecasts. The DESI-like survey is based
on the expected DESI emission-line galaxy sample and the MegaMapper-like survey is a
next-generation survey targeting high-redshift “dropout" galaxies.

(dg +dr). We also use very large scale modes of the reconstructed field for Fisher analysis
(dr-only) satisfying the relation Kf < K < Kmin, where Kf is the lowest wavenumber or the
fundamental mode measured by the galaxy survey. This is because even though it is not
possible to use such large modes from galaxy field, in theory it is possible to reconstruct
those large-scale modes from the correlations of small-scale modes without worrying about
the observational systematics. However, the systematic effects can definitely prevent us from
measuring those large-scale dg modes. We therefore only use Kmin for dg to account for
possible systematic effects. We chose a range of Kmin for our Fisher analysis. We describe
the range of scales diagrammatically in Fig. 5.13.
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5.4.3 Galaxy Surveys

The configurations of galaxy surveys we use in our work are summarised in Table 5.3.
The first galaxy survey we use is a DESI-like galaxy survey [63]. For this we consider
a 14000 deg2 survey over redshift range 0.6 < z < 1.6, which roughly translates into a
survey volume V = 100 Gpc3 with mean redshift z̄ = 1. The mean number density we use
is n̄ = 10�4 Mpc�3. The linear bias is assumed to be b1 = 1.6 with fiducial values of other
bias parameters defined in Table 5.3. For reconstruction of large scale density modes we
use Kmax = 0.05h Mpc�1(= kmin) and kmax = 0.15h Mpc�3, which is a good assumption
as our quadratic bias expansion is valid for k < kmax at redshift z = 1. This is explained in
simulation section where we show that linear order predictions for density reconstruction
agree with simulations very well up to kmax = 0.1h Mpc�1 at redshift z = 0. If we want to
increase the kmax for reconstruction for DESI-like survey we need to include higher order
terms in our predictions.

Another survey we assume is called MegaMapper which is a next generation spec-
troscopic survey for high-redshift "dropout" galaxies [86, 173]. Like the previous exam-
ple, we use a 14000 deg2 survey and consider two redshift bins: (1) 2 < z < 2.5 and
(2) 4.5 < z < 5. For lower redshift bin the survey volume is V = 80 Gpc3 with mean
number density n̄ = 6 ⇥ 10�4 Mpc�3 and fiducial linear bias parameter b1 = 2.9. The
minimum wavenumber for reconstruction we use is Kmin = 0.08h Mpc�1 and maximum
is Kmax = 0.24h Mpc�1. For the second high redshift bin, we use the survey volume of
V = 66 Gpc3 with mean number density n̄ = 2⇥10�5 and linear bias parameter b1 = 7.0.
The minimum and maximum wavenumber for reconstruction used for this redshift bins are
Kmin = 0.14h Mpc�1 and Kmax = 0.4h Mpc�1 respectively. The reason for large Kmax for
this redshift survey is that the non-linear wavenumber kNL up to which our predictions agree
and quadratic bias expansion make sense increase with redshift.

5.4.4 Results

DESI

We now discuss our first forecast results for local fNL for DESI-like survey. The results are
shown in Fig. 5.14. In the right panel of Fig. 5.14 we show constraints on local fNL from
only galaxy field dg (showed by red dotted) as well as combined analysis of galaxy field dg

and the reconstructed field dr (shown by solid red curve). The left panel, however, shows the
ratio of s( fNL) obtained from dg and dg +dr. We see that for lowest Kmin the improvement
in s( fNL) is negligible, however as we increase the Kmin we see significant improvement
coming from extra modes in the reconstructed field. This is because the reconstructed
noise obtained for a DESI-like survey is huge. For Kmin = 0.02h Mpc�1 we can get 15%
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Fig. 5.14 DESI: s( fNL) constraints for a DESI-like survey for a range of redshift 0.6 < z <
1.6. LEFT PANEL: s( fNL) obtained from dg only (dotted red) and dg +dr (solid red). We
also include constraints from dr-only in combined analysis for modes 0.002 < K < Kmin.
RIGHT PANEL: We plot ratio of constraints from combined analysis and galaxy-only. We
also plot ratio without modes 0.002 < K < Kmin.

improvement in s( fNL) when the reconstructed modes are used. This improvement from
dr mostly comes from the modes K < Kmin which are inaccessible from dg. This shows
that, although we do not achieve cosmic variance cancellation in a DESI-survey due to large
noise, we do, however, get improvement in s( fNL) due to the fact that we can reconstruct
very large-scale modes that are inaccessible in the galaxy field. With this method, even this
small improvement is impressive as we do not require any additional dataset. To further
explain this result, we plot the ratio of s( fNL) when we don’t include modes K < Kf in
dr (shown by solid blue curve). We can see that the blue curve shows there is no cosmic
variance cancellation. This is the main advantage of using reconstructed modes that we can
in principle reconstruct large scale modes which can never be accessible from dg only.

To see the effects of other parameters we can vary number density n̄, kmax in the
reconstruction, remove bispectrum and trispectrum shot noise, and vary quadratic bias
parameters especially b2. A more detailed analysis is given in the paper [59]. We summarise
the results from the paper here. We show that by assuming a very high number density
survey, n̄ = 10�2 Mpc�3 we can obtain 10% improvement on fNL constraints from only dg

and also some improvement from including dr. Given these improvements are not significant,
we understand that shot noise is not the most important factor which limits the constraints.
Increasing kmax lowers the reconstructed noise but the improvement on s( fNL) are still
negligible. Same is the case if we do not include bispectrum Pgr,shot and trispectrum Prr,shot

shot noise terms. However, neglecting b2 does make a large impact on s( fNL) (see [59] for
more details.)
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Fig. 5.15 MegaMapper low-z: s( fNL) constraints for a MegaMapper-like survey for lowz,
2 < z < 2.5. LEFT PANEL: s( fNL) obtained from dg only (dotted red) and dg +dr (solid
red). RIGHT PANEL: We plot ratio of constraints from combined analysis and galaxy-only.

MegaMapper

Our results for MegaMapper-like surveys for low and high redshift ranges are described
in Fig. 5.15 and Fig. 5.16 respectively. For low-z, unlike DESI, we can see we have high
signal to reconstruction noise due to high number density, higher kmax, and higher bias. In
the left panel of Fig. 5.15 we can see that, just like DESI, mostly the improvement in s( fNL)

mostly comes from extra large-scale modes K < Kmin in the reconstructed field dr. However,
for high redshift range for MegaMapper-like survey we see a different behaviour as shown
in Fig. 5.16. There we do get significant improvement in s( fNL) and this improvement is
the result of cosmic variance cancellation between dg and dr. As shown in [59], increasing
the kmax as well as changing the fiducial b2 from 17 to 0 can significantly improve fNL

constraints. We further notice that low number density is not the limiting factor in the high-z
bin because if we increase the number density in the forecast the change in s( fNL) is very
modest [59].

5.5 Conclusion

In this chapter, we have developed a method to reconstruct large-scale density modes from
a biased tracer field dg. We have considered non-linearities from gravitational clustering,
non-linear galaxy biasing and primordial non-Gaussianity. Our method of reconstruction
is similar to the optimal quadratic estimator method in CMB lensing reconstruction [88,
155]. The idea is that we can define an optimal quadratic estimator D̂a using galaxy fields
corresponding to a particular mode-coupling. The ensemble average of the estimator over
short-scale modes by fixing the large-scale mode is proportional to the linear density field
d1(K) multiplied by a scale-dependent bias factor. The scale-dependent bias factor depends
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on the bias parameters as well as contamination arising due to other mode couplings. We find
that the noise due to the estimator defined from the growth term has the lowest amplitude
among all other mode-couplings. We demonstrate density reconstruction using dark matter
halos in numerical N-body simulations and show that analytical predictions agree pretty
well with simulation results. We use the growth estimator for the Fisher forecast for fNL for
several galaxy surveys. The results from simulations show that our forecasts are realistic.

There are many applications of reconstructed modes in cosmology. For example, from
this method, we reconstruct very large-scale modes which are generally inaccessible form
the galaxy surveys due to observational systematics. We also show that we can use the
reconstructed modes along with the galaxy field to constraint local-type of primordial non-
Gaussianity. It is known that the local-type of primordial non-Gaussianity has the unique
1/k2 imprint on large scale limits of galaxy clustering [153]. We see that the reconstructed
modes from the quadratic estimator method also have the same 1/k2 type contributions from
fNL terms (such as ff , c01, and c11). Due to this interesting behaviour we realise that the
reconstructed modes can add extra information about local fNL and if we do a combined
analysis with dg we can cancel cosmic variance and improve constraints on s( fNL). For
Fisher analysis we use both dg and dr. The constraints on local fNL therefore depends on the
auto-correlation of the linear galaxy field, Pgg, the cross-correlation of the galaxy field with
the reconstructed field, Pgr, and the auto-correlation of the reconstructed field, Prr. For galaxy
surveys, we use the configuration for a DESI-like survey with a redshift range 0.6 < z < 1.6
and a MeggaMapper-like survey for the low redshift range (2 < z < 2.5) and the high redshift
range (4.5 < z < 5). The configurations for these surveys are given in Table 5.3. For a
DESI-like survey, we find that we do not get significant improvement from adding the
reconstructed field and the galaxy field together. However, if we also use the reconstructed
modes Kf < K < Kmin in the Fisher analysis, we get an improvement of 15% at Kmin = 0.02h
Mpc�1. This wavenumber is inaccessible from dg alone but in principle can be accessed
from our method of reconstruction. The constraints for s( fNL) for a DESI-like survey are
given in Fig. 5.14. Although we do not get a significant cosmic variance cancellation in a
DESI-like survey, the improvements for s( fNL) mostly comes from additional large-scale
modes in the reconstructed field. For a MegaMapper-like survey we show that for the low-z
bin, just like DESI, we do not get a significant cosmic variance cancellation, however we do
get a significant improvement due to additional large-scale in the reconstructed field, that is
K < Kmin, as shown in Fig. 5.15. Interestingly, for the high-z bin of MegaMapper, unlike
DESI and low-z bin of MegaMapper, we do get significant cosmic variance cancellations as
shown in Fig. 5.16. The method presented in this chapter has similarities with other work as
well. In the literature, power spectrum and compressed bispectrum statistics have been used
to constrain non-Gaussianities [176, 83, 73, 167, 99, 56, 43]. Our work has some similarities
as well as differences from previous work done in this field. In terms of similarities, we
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Fig. 5.16 MegaMapper high-z bin:s( fNL) constraints for a MegaMapper-like survey for high
z, 4.5 < z < 5. LEFT PANEL: s( fNL) obtained from dg only (dotted red) and dg +dr (solid
red). RIGHT PANEL: We plot ratio of constraints from combined analysis and galaxy-only.

are also using compressed statistics to capture information from higher-order correlation
functions to constrain fNL. The power spectrum and the bispectrum have often been used
in the literature for analysis; however, in this work, we use power spectrum, bispectrum
and trispectrum. Our quadratic estimator contains two dg’s. Cross correlating it with the dg

contains the bispectrum information. Similarly auto-correlation of the quadratic estimator,
Prr, contains the trispectrum information.

We should mention we have quite a lot of similarities to the work we have done in [167].
However, the main difference which we emphasize is that, unlike the method proposed in
that paper, our method of reconstruction is a tool and can directly be applied to data analysis
of galaxy surveys. As an example, we implemented the quadratic estimators in numerical
simulations and showed that indeed it is a practical tool to reconstruct the density field.

For future direction, there are several ways forward. One way is to increase kmax in
the reconstruction and include higher-order perturbative terms in the cross-correlation of
estimators. Increasing kmax will reduce the reconstruction noise and will improve constraints
on fNL. Another application is to apply this method to observation data coming from galaxy
surveys in future. Furthermore, to get even better fNL constraints, we can measure quadratic
bias parameters from other methods (such as from the method developed in Chapter 6) and
use the results as priors in the Fisher analysis. Marginalising over bias parameters with
strong priors from data can definitely improve constraints on s( fNL).



6
Constraining Nonlinear Galaxy Bias from

CMB-LSS Cross Correlations

Note: This chapter is my original work done under the supervision of Tobias Baldauf and
Blake Sherwin. The results in this chapter will be submitted for publication soon.

6.1 Introduction

There are several galaxy surveys planned for the future, such as the Large Synoptic Survey
Telescope (LSST) [134], the Dark Energy Survey (DES), Euclid Satellite experiment [78],
and NASA’s WideField Infrared Survey Telescope (WFIRST)1 [195]. These surveys will
cover a larger fraction of sky and higher galaxy number densities at different redshift bins,
and therefore will transform large-scale structure observations over the next decade.

Besides galaxy surveys, the gravitational lensing of the Cosmic Microwave Background
(CMB) provides a promising probe to constrain cosmology [126]. The CMB radiation
was released at the surface of the last scattering and provides the image of the Universe
when it was 380,000 years old. The gravitational potential of the matter distribution in the
Universe deflects the CMB photons, and therefore distorts the image of the surface of the
last scattering. This entire process is called the gravitational lensing of the CMB, which is
quite sensitive to the growth and structure of the matter distribution, and the geometry of
the Universe. Therefore CMB lensing is a useful probe to constrain dark energy models,
modifications of gravity on large scales, and the sum of neutrino mass. The first attempt to
detect the CMB lensing potential was achieved using the temperature map provided by the
Wilkinson Microwave Anisotropy Probe (WMAP)[112]. The detection was very weak at
the order of < 2s because of very high noise and low resolution of experiment [194, 82].
The cross-correlation of WMAP maps with radio galaxies from NRO VLA Sky surveys

1https://roman.gsfc.nasa.gov/
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detected the CMB lensing at the level of 3.4s [95, 54]. The measurements were further
improved by subsequent work of [103, 60, 117, 199, 163, 61, 206, 200, 164]. The most
recent measurements at the level of 40s are obtained from the recent Planck experiment
using the non-Gaussianity measurements of the CMB temperature maps. Future CMB
experiments such as Advanced ACT [62], the Simon Observatory [201] and the CMB-S4
[1] will provide much better resolution of the CMB maps, thereby opening new avenues for
constraining cosmology with much better precision through CMB lensing measurements.

Since the CMB lensing kernel is quite broad in redshift and the fraction of sky covered by
CMB experiments overlap with that of galaxy surveys, the cross-correlation of CMB lensing
maps with galaxy clustering provides a useful tool to constrain cosmology at high redshifts.
Cross-correlating the CMB lensing map with biased tracers of the large-scale structure
can add further information to enhance our understanding of cosmology and astrophysics.
Since future CMB experiments and galaxy surveys will have a substantial sky overlap, the
cross-correlation between these two can cancel the cosmic variance and improve constraints
on cosmological parameters [178]. For example, we can measure galaxy bias by cross-
correlating CMB lensing with galaxies or quasars [189, 4]. Moreover, cross-correlating
CMB lensing with other tracers such as the cosmic infrared background (CIB) or thermal
Sunyaev-Zel’dovich (tSZ) effects can help us understand the relationship between dark
matter and baryons in different regions in the Universe over the whole cosmic period [161,
106, 77].

Some applications of CMB lensing/galaxy clustering cross-correlations have been studied
quite extensively in [178]. In that paper, the authors focused on constraining the amplitude
of matter fluctuations s8 as a function of redshift z, primordial non-Gaussianity fNL and the
sum of neutrino masses Ân mn . They used a linear bias model for galaxy clustering that is
dg = b1d , for all their forecasts. The linear bias model, however, is only relevant for very
large scales and requires the inclusion of higher-order non-linear terms if we want to go to a
higher kmax to improve constraints.

In Large-scale structure (LSS) observations, the number of modes depends on the
maximum wavenumber kmax as well as on volume of the survey. For a given survey, to
improve constraints on cosmological parameters, it is necessary to increase the kmax using
better modelling. The Effective Field Theory of Large-Scale Structure (EFTofLSS) provides
a good framework to model LSS observable to a higher kmax by including loop corrections
and appropriate counterterms [36, 45, 165, 188, 27, 7, 16, 39, 158]. The predictions of the
EFTofLSS for the one-loop galaxy power spectrum and one-loop galaxy-lensing cross power
spectra depends on galaxy bias parameters up to cubic order. If we model galaxy and lensing
auto- and cross-bispectra, we will have to include bias parameters up to quadratic order
at the tree level bispectra and up to quartic order for the one-loop bispectra. The authors
in [148] studied the galaxy-lensing cross-correlations up to one-loop power spectra using
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the Convolution Lagrangian Effective Field Theory (CLEFT). They show that for accurate
modelling, one has to include several additional parameters such as linear bias, quadratic
bias, derivative bias and stochastic terms. However, to get constraints on the amplitude of
matter fluctuations s8 one has to marginalise over all these additional parameters. They
conclude that marginalising over additional parameters makes the constraints on s8 worse.
One way to make the constraints on cosmological parameters better is to measure higher-
order bias parameters from data or simulations and use them as priors while marginalising
over these additional parameters.

The natural statistics to estimate the linear bias parameter b1 is the tree-level galaxy-
matter (galaxy-lensing) power spectrum. Quadratic bias parameters (b2 and bs2) can naturally
be estimated by the large-scale, tree-level bispectrum and cubic bias from large-scale, tree-
level trispectrum. Higher order bias parameters up to cubic order are measured in N-body
simulations in [2, 122] and it has been shown that using constraints from simulations, one
can model the one-loop galaxy-matter power spectrum using the EFTofLSS framework
which agrees with simulations very well up to kmax = 0.1h Mpc�1 [2]. At one-loop, if one
includes the error in the model predicted from the EFTofLSS at two-loops, then the kmax

can be pushed further up to kmax = 0.2h Mpc�1[13] and even higher if we include two-loop
terms [47, 16].

Measuring higher-order bias parameters directly from data is a bit more involved as it
requires modelling observational effects. One of the main effects which we should carefully
consider are redshift space distortions (RSD). We can observe the angular distances of
galaxies directly, but for the radial distances we need to infer it using the redshifts of the
spectral lines. The inhomogeneities in the density field produce peculiar velocities beyond
the Hubble flow. These peculiar velocities introduce distortions in redshifts, that is a shift
between the actual distance and the observed distance. On large scales, we can model the
RSD effect using the Kaiser formula [113]. On the other hand, the finger-of-god (FoG) effect
introduces small scale non-linearities (see [67] for more details). Precise modelling of RSD
for higher-point statistics requires us to consider both large and small-scale effects carefully.
For example, for the bispectrum and the trispectrum, these effects introduce additional
non-linearities and free parameters, and can therefore affect the precision of cosmological
parameters.

To circumvent these problems and measure higher-order bias parameters effectively
from high-redshift galaxy surveys, we develop projected field statistics in this chapter. The
idea is that we start with projecting the three-dimensional (3D) galaxy field dg along the
line-of-sight to get a two-dimensional (2D) field dg,p. The we construct the quadratic field
estimator using the projected density field (similar to the 3D quadratic field method presented
in [176, 2]). Finally, we cross-correlate the 2D quadratic fields with the projected galaxy
field. This cross-correlation contains the bispectrum information and is used to measure
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Fig. 6.1 An illustration of the projection along the line-of-sight.

quadratic non-linearities such as quadratic bias parameters. Using N-body simulations, we
show that our analytical predictions for cross-correlations agree with simulation results,
verifying that our Fisher analysis is realistic. Three main applications of projected statistics
developed in this work are:

1. Cross correlating with the gravitational lensing of the CMB.

2. Constraining quadratic non-linearities such bias quadratic parameters and amplitude
of matter fluctuations.

3. Suppressing non-linearities from redshift space distortions.

We focus on the first two applications, and for the third application we present the basic
results and leave the full RSD modelling for Fisher analysis for future work.

The outline of this chapter is as follows. In Sec. 6.2, we develop the theory of projected
statistics. We construct the 2D quadratic fields D2[dp], where dp 2 {dg,p,k}, and cross-
correlate it with the projected galaxy field or the CMB lensing convergence field. These
cross-correlations contain information about the projected integrated bispectrum. We also
discuss RSD effects and additional non-linearities introduced by RSD. In Sec. 6.3, we
show that the theory developed in Sec.6.2, for the cross-correlations of 2D quadratic fields
indeed agree with N-body simulation results. In Sec. 6.4, we perform Fisher forecasts to
obtain constraints on linear bias b1, quadratic biases (b2 and bs2) and amplitude of matter
fluctuations. For forecasts, we use 2- and 3-point functions. For the 2-point functions we use
combined analysis using the galaxy clustering and the CMB lensing convergence, similar
to the multi-tracer analysis [178]. Finally, in Sec. 6.5, we discuss our results and present
outline for future work.
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6.2 Theory

6.2.1 2D Projections

In this section, we develop statistics for projected fields and introduce projected-squared
fields. Consider a 3D random field d (x) and project it on to a 2D surface by using a window
function. In real space we can perform this operation as

dp(x?) =
Z

dx||W (x||/Rp)d (x?,x||) =
Z

dx||

Z d3q
(2p)3 e�iq·xW (x||/Rp)d̃ (q), (6.1)

where x|| represents the axis parallel to the line-of-sight, x? is the plane perpendicular to the
line-of-sight, and Rp is the projection length along the line-of-sight. In the rest of the chapter
the subscript ’p’ describes that the 2D projected version of a 3D field. We define d̃ (q) as the
Fourier-transformed density field but to keep our notation clean and simple we represent it
as d (q) in the rest of this work. Also in Eq.(6.1) W (x||/Rp) is the window function which
only depends on the parallel axis. and the projection length. In Fourier space, Eq.(6.1) can
be written as

dp(k?) =
Z d2q?dq||

(2p)3 d2x?dx||W (Rpx||)d̃ (q)e�iq·xeik?·x?

=
Z

dx||

dq||

2p
d2q?dD(q? �k?)e�iq||x||W (x||/Rp)d (q)

=
Z dq||

2p
W (�Rpq||)d (k?,q||).

(6.2)

The projection commutes with Fourier transform. This means that if we take the Fourier
transform of the 3D density field d and then project it on to a 2D surface we get the same
result as if we first project the 3D field and then take the Fourier transform of the projected
field. We want to relate the 3D power spectrum with the power spectrum of the projected
field, P2D. For this, we first remind ourselves that the power spectrum of a 3D field is given
by D

d (k1)d (k2)
E

= (2p)3dD(k1 +k2)P(k1). (6.3)

where dD is the Dirac delta function. Similarly the power spectrum of the projected field can
be written as
D

dp(k1?)dp(k2?)
E

= (2p)2dD(k1? +k1?)P2D(k1?)

=
Z dk1||

2p
dk2||

2p
W (Rpk1||)W (Rpk2||)(2p)3dD(k1|| + k2||)dD(k1? +k2?)P

�q
k2

1?
+ k2

1||

�

(6.4)
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Fig. 6.2 Projected linear power spectrum P2D using the Gaussian and the top-hat filters. The
projection length used is Rp = 100h�1 Mpc. For comparison, the 3D linear power spectrum
is shown with dashed-green curve (with units h�3 Mpc3).

The projected power spectrum as a function of the perpendicular modes is described as

P2D(k?) =
Z dk||

2p
|W (Rpk||)|

2P
�q

k2
?

+ k2
||

�
(6.5)

One can see that in the case of projection, the small scale modes feed the large scale
modes. As we mentioned W (Rpk||) is a generic window function; for explicit examples we a
Gaussian and a Top-Hat window functions as below:

Gaussian: WG(Rpk||) = exp
h
� (Rpk||)

2/2
i

(6.6)

Top-Hat: WTH(Rpk||) =
sin

⇣
Rpk||/2

⌘

Rpk||/2
. (6.7)

In Fig.6.2 we plot the 3D linear power spectrum and the projected linear power spectrum
using the Gaussian and the top-hat filters with the projection length Rp = 100h�1 Mpc.

6.2.2 CMB Lensing

The gravitational lensing of CMB provides the projected matter density back to the surface
of the last scattering. CMB lensing is the cleanest probe available for the matter power
spectrum compared to galaxy power spectrum or any other tracer of the matter distribution.
The CMB photons are deflected by the gravitational potential f when they travel from the
surface of the last scattering to us. This means that the temperature and polarization fields
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Fig. 6.3 The CMB lensing kernel (solid blue) and galaxies kernels as function of redshift
z. For galaxies we plot a Gaussian kernel and kernel for LSST galaxies peaked at around
redshift z = 0.7. The kernels are normalised to a maximum value of 1.

observed are shifted by an angle of a = —?f , where —? is the transverse gradient. We
define the lensing convergence k which is the transverse Laplacian of the gravitational
potential and defined as k = �1/2—2

?
f . The lensing convergence is a weighted projection

of the matter density d along the line-of-sight:

k(q) =
Z •

0
dzW (z)d (c(z)q ,z) (6.9)

where q is the angular vector, c(z) is the comoving distance at redshift z and W (z) is the
lensing projection kernel at redshift z. For a flat Universe, one can define the general kernel
function for any source distribution as

W (z) =
3
2

WmH2
0
(1+ z)
c2c(z)

Z •

0
dzs

dn(zs)

dzs

c(zs)� c(z)
c(zs)

(6.10)

where Wm is the matter density at redshift z = 0, H0 represents the present-time value of the
Hubble parameter, c is the speed of light, zs is the source redshift, and n(zs) is the number
density of the source. The CMB photons are emitted from a single source plane at the time
of the last scattering so for CMB lensing we define the distribution of the source number
density as the Delta function, dn(zs)/dzs = dD(zs � z⇤), with z⇤ = 1100 as the redshift of the
last scattering surface. This allows us to write the lensing convergence kernel as

Wk(z) =
3
2

WmH2
0
(1+ z)

c2
c(z⇤)� c(z)

c(z)c(z⇤)
(6.11)

This kernel is spread over a wide range of redshifts and it peaks at around z ⇡ 2. The CMB
lensing kernel is plotted in the left panel of Fig. 6.3; the right panel shows the comoving
distance as a function of redshift. In the Limber approximation, the angular power spectrum
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of k is defined as
Ckk

l = A2
Z •

0
dzW 2

k (z)P
⇣

k =
l +1/2

c(z)
,z
⌘

(6.12)

where P(k,z) is the matter power spectrum and multipoles l represents the angular scales.
We have also introduced another parameter A which is a relative amplitude of the matter
fluctuations for some fiducial value of s8. As we can see that integral in Eq. (6.12) is
extended to all redshifts and so for low redshifts c(z) is small which makes the wavenumber
k very high. If kNL is the scale up to where the perturbation theory is valid then we should
be careful with low-redshifts auto-spectrum where we might end up to the regime where
k > kNL. If k < kNL but still high then we should include higher-order perturbative terms in
the matter power spectrum. For very high redshifts when k is small we can use the linear
theory. In this work, we are interested in measuring bias parameters and the amplitude
of fluctuations using the large-scale limit of 2- & 3-point functions so we will indeed use
the linear theory in Eq.(6.12). However, if we are interested in constraining cosmological
parameters such as the sum of neutrino masses then the constraints will get better as we have
more modes, which means we should include either full non-linear matter spectrum or if we
are using perturbation theory then higher-order loops terms. Here it is more convenient to
work in the flat-sky limit in k-space so we can define the lensing convergence in k-space as

k(k?) = A
Z •

0

dk||

2p
Wk(k||)d (k?,k||) (6.13)

where Wk(k||) is the Fourier transform of Eq. (6.11) and is defined as

Wk(k||) =
3H2

0 Wm

2c2

"
�

2cos
�
k||c(z⇤)/2

�

k2
||

+
4sin

�
k||c(z⇤)/2

�

k3
||
c(z⇤)

#
exp

h
� ik||

�
c(z⇤)/2

�i

(6.14)
and the phase factor arises from the fact that the center has been shifted. The convergence
auto-power spectrum in k-space is then defined as

Pkk(k?) = A2
Z •

�•

dk||

2p
|Wk(k||)|

2P
�q

k2
||
+k2

?
,z = 0

�
(6.15)

where P is the matter power spectrum and can be modelled using the EFTofLSS [46, 17]. We
can relate the angular power spectrum given in Eq. (6.12) and Eq. (6.15) using the Limber
approximation discussed in detail in [133] and also in Appendix C. The transformation is
given by l(l +1)Ckk

l = k2
?

Pkk(k?).
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6.2.3 Biased Tracers

Unlike the gravitational lensing of the CMB, galaxies are biased tracers of matter distribution.
In general, the galaxy overdensity contrast can be expanded in terms of operators of dark
matter density allowed by the symmetry of equations of motion [67, 10]. Beyond the linear
bias model, we can write the 3D galaxy density in real space as

dg(x,z) = Â
O

bO(z)O[d ](x,z)

= b1(z)
�
d (1)(x,z)+d (2)(x,z)

�
+

b2(z)
2

d 2(x,z)+bs2(z)s2(x,z)

+b—2(z)—2d (x,z)+ e(x,z)+ . . .

(6.16)

where we have expanded up to quadratic order in density field and the linear order in the
derivative. In this expansion d 2 is the growth term, s2 is the tidal term, e is the stochasticity
term. Also, we have expanded the matter density at second order in perturbation theory. The
second-order density d (2) further can be written in terms of the growth, tidal and the shift
term as

d (2)(x,z) =
17
21

d 2(x,z)�y(x,z) ·—d (x,z)+
2
7

s2(x,z) (6.17)

Given this relation, one can notice that the contribution of the shift term to the galaxy density
field is sensitive to the linear bias b1, the growth term depends on b1 and b2, whereas the tidal
term depends on the combination of b1 and bs2 . In Fourier space we can write Eq. (6.16) as

dg(k,z) = b1(z)d (1)(k,z)+Â
O2

Z d3q
(2p)3 bO2(z)KO2(q,k�q)d (1)(q,z)d (1)(k�q,z)+ e(k,z)+ . . .

(6.18)
where the dots represent higher-order terms (including the derivative biases) and O2 2

{d (2),d 2,s2
}. Here we will not consider the derivative bias term but it is important to mention

that for correct modelling one has to take into account the derivative bias terms. It is shown
in [2] using N-body simulations that the derivative bias term becomes important for k < 0.1h
Mpc�1 so it can not be neglected. In Eq. (6.18) the quadratic kernels KO2 2 {F2,1,S2} are
defined as

F2(q1,q2) =
17
21

+
1
2

q1q2

q1q2

 
q1

q2
+

q2

q1

!
+

2
7

"
(q1 ·q2)2

q2
1q2

2
�

1
3

#
, (6.19)

S2(q1,q2) =
(q1 ·q2)2

q2
1q2

2
�

1
3
. (6.20)

We now know how the galaxy density field looks like in 3D up to second order in linear
density field. We can project this field along the line-of-sight to get the projected galaxy
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field as
dg,p(k?,z) =

Z •

0

dk||

2p
Wg(Rpk||)dg(k?,k||,z) (6.21)

where Wg(Rpk||) is the projected window kernel for galaxies. In case we choose a particular
galaxy survey such as LSST this should depend on the distribution of the galaxy number
density of the survey. For simplicity, we use the Gaussian window function shifted around
some mean redshift zm. The width of the Gaussian function depends on chosen redshift bins.
In Fig. 6.3 along with the CMB lensing kernel we also plot the LSST kernel and a Gaussian
approximation to the LSST kernel peaked at around zm ⇡ 0.7. We define the auto galaxy
power spectrum as

Pgg(k?,z) =
Z •

0

dk||

2p
|Wg(k||)|

2P3D
gg

⇣q
k2

?
+ k2

||
,z
⌘
. (6.22)

we can also define the cross power spectrum between galaxy and CMB lensing as

Pgk(k?,z) =
Z •

0

dk||

2p
Wg(k||)Wk(k||)cos

h
k||

�
c(z⇤)/2�c(zm)

�i
P3D

gk

⇣q
k2

?
+ k2

||
,z
⌘

(6.23)

In the cross-correlation of the galaxy density with CMB lensing field in Eq. (6.23), we have
introduced the cosine factor. The shifted Gaussian galaxy kernel around the mean redshift
source zm combines with the phase factor of the shifted lensing kernel gives the cosine factor
in Eq. (6.23). In Eq. (6.22) and (6.23) P3D

gg and P3D
gk are defined as the 3D galaxy-galaxy and

galaxy-matter power spectra. We define these spectra using the linear bias model because
we are interested in large-scale limit of 2-point functions to constrain the linear bias and
the amplitude of matter fluctuations. However, if we want to use the 2-point functions to
constrain the sum of neutrino masses or other cosmological parameters we can include loop
terms. Going to higher loops increase the number of available modes and therefore better
constraints are expected. But one has to be careful with higher-order bias parameters. For
example, the one-loop galaxy-galaxy and galaxy-matter power spectra require quadratic as
well as cubic bias parameters [10, 2]. The one-loop 3D galaxy power spectrum is described
as [23]

P3D
gg (k,z) =b2

1P(k,z)+A4

"
bs2

⇣
bs2 �

5
7

b2

⌘
Is2s2(k,z)+2b1

⇣
bs2 +

2
5

bG3

⌘
Fs2(k,z)

+4b2
2Id 2d 2(k,z)+4b1

⇣
b2 �

2
5

bs2

⌘
Id 2(k,z)

#
�A2b1b—2k2Plin(k,z)+ sp(z),

(6.24)
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and the one-loop galaxy-matter power spectrum as

P3D
gk (k,z) =b1P(k,z)+A4

"⇣
bs2 +

2
5

bG3

⌘
Fs2(k,z)+

1
2

b2Id 2d (2)(k,z)+bs2Id (2)s2(k,z)

#

�A2b—2k2Plin(k,z)
(6.25)

where bG3 is the cubic bias parameter, which can be constrained by trispectrum statistics,
b—2 is the derivative bias and sp is the shot noise term. The explicit form of functions Id 2d 2 ,
Id 2 , Id 2d (2) , Id 2s2 and Fs2 can be found in [10, 2]. It has been shown in [2] that if we
constrain linear, quadratic and cubic biases from tree-level power spectrum, bispectrum
and trispectrum statistics, and use the constraints to model one-loop galaxy-matter power
spectrum, one gets very good agreements with N-body simulations results up to kmax = 0.1h
Mpc�1 at redshift z = 0. The kmax in perturbation theory grows with redshift as [23]

kmax(z) = kmax(z = 0)

 
D+(z)
D+(0)

!�4/3

(6.26)

where D+(z) is the growth factor as a function of redshift. This means for higher redshift
surveys one can model power spectra up to very high wavenumbers which increases the
number of modes substantially, resulting in better constraining power for cosmology. As
mentioned before in this work, we only use the tree-level power spectra. We will show that
combined analysis of galaxy and lensing using the tree-level auto- and cross power spectra
is sufficient to break the degeneracy between b1 and A. In a later section, we show how
we can constrain the higher-order quadratic bias parameters using the projected 3-point
functions. How well other cosmological parameters using the bias constraints from 2- and
3-point functions and using the one-loop power spectra model can be constrained, we leave
for future work.

6.2.4 Quadratic Fields in Projected Space

In this section, we introduce quadratic fields in projected space. The projection of the galaxy
density field in Eq. (6.21) produces projected quadratic fields at second order in galaxy
biasing. It was first proposed in [179] that cross-correlations of quadratic fields with the
galaxy field capture all information of a squeezed bispectrum. This method was used in [2] to
measure quadratic bias parameters in N-body simulations. Here we want to see if we can use
this method in photometric surveys where we project fields. We construct quadratic fields
with the projected fields or CMB lensing field and cross-correlate them with the projected
galaxy fields. These cross-correlations contain cross-correlations of the projected quadratic
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Fig. 6.4 The illustration shows how one can construct a quadratic field D2[dp] from a
projected field dp. The first step is to project a 3D density field d3D using a Gaussian or a
top-hat filter. The next step is to apply a smoothing function to the projected field in Fourier
space with the smoothing scale Rf. Then we generate the quadratic field with a combination
of Fourier and inverse Fourier transforms.

fields in Eq. (6.21) with the quadratic fields constructed with the projected field. We use
these statistics to constrain quadratic bias parameters later in the chapter. We introduce a
generic quadratic field estimator constructed from a projected field dp as

D2[dp](k?,z) =
Z d2q?

(2p)2 dp
�
q?,z

�
dp
�
k? �q?,z

�
KD2

�
q?,k? �q?

�
W (Rfq?)W (Rf(k? �q?))

(6.27)
where dp can be either the projected matter field2, projected galaxy field dg,p or the CMB
lensing convergence field k . Eq. (6.27) is the convolution of projected density fields in 2D
space. Because of the convolution integral, the quadratic field estimator will get contributions
from all modes including the non-linear ones. Since we are interested in large-scale modes
we should introduce a cut-off in the integral. This can be achieved by applying a smoothing
function to dp with a smoothing scale Rf which corresponds to the maximum wavenumber
kmax ⇡ 1/Rf. The kmax is the cut-off in the bispectrum analysis. In Eq. (6.27) the kernels
K2 2 {1,H2,S2} are the projected kernels corresponding to the growth term, d 2, the shift
term, y ·—d , and the tidal field, s2. The kernels are defined as

H2(q1?,q2?) =
1
2

"
q1? ·q2?

q1? ·q1?

+
q1? ·q2?

q1? ·q2?

#
, (6.28)

S2(q1?,q2?) =

"
(q1? ·q2?)2

(q1? ·q1?)(q2? ·q2?)
�

1
2

#
. (6.29)

Let us assume that we construct the quadratic field with the projected galaxy field and
cross-correlate it with the projected galaxy field itself. There are two types of contributions
we would expect from Eq. 6.27 in the cross-correlation. First, when both fields inside the

2For convenience we now use dp for the projected non-linear matter field and dg,p for the projected galaxy
field
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integrals are linear fields. We define this as

D (2)
2 [dg,p](k?,z) = b2

1

Z d2q?

(2p)2 d (1)
p
�
q?,z

�
d (1)

p
�
k? �q?,z

�
KD2

�
q?,k? �q?

�
W (Rfq?)

⇥W (Rf(k? �q?)).
(6.30)

Second, when one field is linear and the second one is the second order galaxy field d (2)
g,p ,

then Eq. (6.27) will become like a cubic field in terms of the linear density field d (1)
p and we

define these terms as D (3)
2 :

D (3)
2 [dg,p](k?,z) = Â

O

b1bO

Z d2q?

(2p)2 d (1)
p
�
q?,z

�
O[d ]p

�
k? �q?,z

�
KD2

�
q?,k? �q?

�
W (Rfq?)

⇥W (Rf(k? �q?)).
(6.31)

In Eq. (6.31) we have introduced O[d ]p as the projected quadratic galaxy bias operators
defined as

O[d ]p(k?,z) =
Z dk||

2p
Wg(Rpk||)

Z d3q
(2p)3 d (1)(q,z)d (1)(k�q,z)O2(q,k�q)W (Rgq)W (Rg(k�q))

(6.32)
where O2 2 {d (2),d 2,s2

} are quadratic bias operators in 3D, d (1) is the linear density field in
3D, and Rg is the internal smoothing scale which is associated with the fact that the galaxies
are formed inside finite size dark matter halos. The internal smoothing scale, the size of the
Lagrangian patch which collapses to form a halo at late-times, introduces a Fourier space
cut-off in Eq. (6.32) similar to kR

max ⇡ 1/Rg. As we don’t know about this scale, we can
either leave Rg as a free parameter or choose a particular value. Similar to what is done
in [2] we choose Rg = 4h�1 Mpc in this work. We now write the full expression for the
cross-correlation of D2[dg,p] with the projected galaxy field as

D
D2[dg,p](k?,z)|dg,p(k?,z)

E
= A4

s

"

Â
O

bO

D
D (2)

2 [dg,p](k?,z)|O[d ]p(k0

?
,z)
E

+b1

D
D (3)

2 [dg,p](k?,z)|d (1)
p (k0

?
,z)
E#

+ shot noise

(6.33)
Here we have introduced the relative amplitude of matter fluctuations, As, to show the explicit
dependence in the cross-correlations. The second terms in Eq. (6.33) are like propagators
and are proportional to the projected linear power spectrum. The shot noise terms are
discussed later in this chapter.
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Fig. 6.5 Auto- cross correlations of quadratic fields in projected space using two different
window functions: Gaussian and top-hat, with a projection scale Rp = 100h�1Mpc. For a
reference we also show the auto spectra of d 2 in 3D (red curve).

6.2.5 Projected Bispectrum Estimator

The cross-correlation of projected quadratic fields with the the projected galaxy field is an
integrated projected bispectrum:

D
D2[dg,p](k?,z)|dg,p(k0

?
,z)
E0

=
Z dk||

2p

Z d2q?

(2p)2

Z dq||

2p

Z dp||

2p
Wq(k||)Wg(�q||)Wg(�p||)

⇥KD2

�
q?,k? �q?

�D
dg(q?,q||,z)dg(k? �q?, p||,z)dg(k0

?
,k||,z)

E0

⇥W (Rfq?)W (Rf(k? �q?)).
(6.34)

It is obvious that hdgdgdgi
03 is the full 3D galaxy bispectrum. The projections remove modes

along the line-of-sight and so the projected bispectrum defined above will have less modes
as compared to the full 3D bispectrum. However, projections have other advantages such
as suppressing non-linearities in redshift space distortions (discussed later) as well as cross
correlating galaxies with the gravitational lensing of the CMB. Eq. (6.34) can be simplified
as

D
D2[dg,p](k?,z)|dg,p(k0

?
,z)
E0

=
Z d2q?

(2p)2 KD2

�
q?,k?�q?

�
Bggg(k0

?
,q?,k? �q?,z)

⇥W (Rfq?)W (Rf(k? �q?))
(6.35)

where Bggg represents the bispectrum of the projected fields. The projected bispectrum can
be estimated by counting the number of triangles formed from the wavenumber vectors
in the projected plane. We consider three cross-correlations in this work: hD2[dg,p]|dg,pi,

3The prime on correlators here means that the Fourier space expectation value is equal to the power
spectrum, that is hd (k)d (k0)i0 = P(k) without considering the Delta function.
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hD2[k]|dg,pi, and hD2[k]|ki. These correlations have information about galaxy-galaxy-
galaxy bispectrum, galaxy-matter-matter bispectrum and matter-matter-matter bispectrum
respectively. Eq. (6.35) is given in Eq. (6.33), where we can see that it depends on the two
distinct types of cross-correlations. The second term in Eq. (6.33) is proportional to the
projected linear power spectrum.

6.2.6 Cross-Correlations of Quadratic Fields

In this section we present full expressions for the cross-correlations of quadratic fields. We
will derive expressions for the auto and cross-correlations of D2 fields which we will see
appear in the covariance matrix. Then we discuss the auto- and cross-correlations of projected
quadratic operators. Finally, we derive generic expressions for the cross-correlations of D2

and projected quadratic fields O[d ]p which we have seen appear in the bispectrum estimator
expression defined above.

Auto- and Cross-Correlations of D2

The first case we discuss is the auto- and cross-correlations of two quadratic fields Da
2

constructed from the the projected density fields dX,p, where X 2 {g,k} and a represents
the quadratic field corresponding to the growth, shift and tidal terms. The cross-correlations
of two such quadratic fields can be written as

D
Da

2 [dX,p](k?,z1)|D
b
2 [dY,p](k0

?
,z2)

E0

= A4
s

Z d2q?

(2p)2

(
KDa

2

�
q?,k? �q?)K

Db
2

�
q?,k? �q?)

⇥

"
PXX

�
q?

�
PYY

�
k1? �q?|

�
+PXY

�
q?

�
PXY

�
|k1? �q?|

�
#

W 2(Rf(k? �q?))

⇥W 2(Rfq?)

)
+Pab

shot(k?)

(6.36)
where Pab

shot is the projected shot noise terms. If both X = Y = g, then Pab
shot is the

projecetd shotnoise term. The trispectrum shotnoise terms in 3D are discussed in Sec. 5.2.5.
In Eq. (6.36), PXY, PXX, and PYY are the projected power spectra, which also include the
relevant cosine phase factor if we cross-correlate fields from two different redshift bins. If
one of the fields is constructed from the CMB lensing convergence field then we choose
the mean redshift as c(z⇤)/2, where z⇤ = 1100. It is interesting to note that these cross-
correlations can also be useful for density field reconstruction as we can think of D2 as the
quadratic estimator similar to the one used in the CMB lensing reconstruction (see Chapter 5
for density field reconstruction with quadratic estimators from biased tracers in 3D; or [59]).
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In this work we neglect the trispectrum shot noise terms Pab
shot in these cross-correlations,

however we do include the shot noise at the power spectrum level in Pgg. We will discuss
specific examples of these correlations later in the covariances matrix section.

Auto- and Cross-Correlations of O[d ]p

In the second case we derive the expression for the auto- and cross-correlations of the
projected quadratic field O[d ]p defined in Eq. (6.32). These cross correlations can be written
as

D
Oa [d ](k?)|Ob [d ](k0

?
)
E0

= 2A4
s

Z •

�•

dk||

2p
��W (�Rpk||)

��2
"Z d3q

(2p)2 Oa
2 (q,k�q)

⇥Ob
2 (q,k�q)W (Rgq)2W (Rg(k�q))2Plin(q)Plin(k�q)

#

(6.37)
where Oa,b

2 2 {d (2),d 2,S2
} are quadratic operators in 3D, Oa,b [d ]p are projected versions

of these operators, and finally Plin is the 3D linear power spectrum.

Cross-Correlations of D2 and O[d ]p

The third case is about the cross-correlations of quadratic fields constructed from the
projected fields, D2, and the projected quadratic fields, O[d ]p. The generic expression for
the cross-correlation of these two fields as defined as

D
Da

2 [dX,p](k?,z1)|O
b [d ]p(k0

?
,z2)

E0
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+q2

||

⌘
Plin

⇣q
(k? �q?)2 +(k|| �q||)2

⌘
(bX

1 )2.

(6.38)
If X=g in above equation then bX

1 = b1 for galaxy, but if X = k then bX
1 = 1. It is

important to note that is also a small contribution of stochastic shot noise from D2[dg,p]

which originates from e and ed type terms in the galaxy field.

6.2.7 Shot Noise

In this section, we discuss the shot noise contributions that appear in galaxy 2- and 3-point
functions. We assume that the 3D number density of galaxies is n(z) at redshift z. In our
forecast, we assume the number density does not evolve with redshift. But in reality, it
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is a function of redshift z and depends on several factors including the survey properties,
formation and evolution of galaxies, selection criteria etc. Although we consider a constant
shot noises, but if one wants to consider other factors, these can be modelled using a
power-law [23]

n(z) = n0(1+ z)a (6.39)

where the new parameter a captures dependence of several factors mentioned above and n0

is the 3D number density at redshift z = 0 which is assumed to be n0 = 10�2h3Mpc�3 or
10�3h3Mpc�3. The projected shot noise contribution to galaxy power spectrum defined in
Eq. (6.22) is

Pgg, shot(k?,z) =
Z dk||

2p
|Wg(Rpk||)|

2 1
n(z)

, (6.40)

again to mention that Rp is the width of the redshift bin centered at zm. The cross-correlation
of the quadratic field D2[dg,p] with the galaxy field dg,p as defined in Eq. (6.34) also contains
shot noise contributions at the bispectrum level. We know from Chapter 5 that shot noise
contribution to full 3D galaxy bispectrum is given by

Bggg(k1,k2,k3) =

(
1
n

⇣
Pc

gg(k1)+2 perms
⌘

+
1
n2

)
. (6.41)

where Pc
gg = b2

1Plin is the continuous 3D galaxy power spectrum. Substituting this in
Eq. (6.34) gives the projected shot noise contribution at the bispectrum level. For no-
tational convenience we define PD2[g]g,p ⌘ hD2[dg,p]|dg,pi. The bispectrum projected shot
noise as PD2[g]g,shot can therefore be written as
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Z dk||

2p

Z d2q?

(2p)2

Z dq||

2p

Z dp||

2p
Wq(k||)Wg(�q||)Wg(�p||)KD2

�
q?,k? �q?

�

⇥W (Rfq?)W (Rf(k? �q?))

"
1

n(z)

 
Pc

gg(
q

k2
?

+ k2
||
,z)+Pc

gg(
q

q2
?

+q2
||
,z)

+Pc
gg(

q
(k? �q?)+ p2

||
,z)

!
+

1
n(z)2

#
.

(6.42)
This can be written in terms of 2D power spectrum as

PD2[g]g,shot(k?,z) =
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(6.43)
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Fig. 6.6 Projected shot noise contributions at the power spectrum and the bispectrum level
using quadratic field D2 corresponding to the growth, shift and the tidal terms. We use the
constant 3D galaxy number density n0 = 10�2h3 Mpc�3 and show the results for two galaxy
redshift bins centered at zm = 1.75 and zm = 0.15.

where

J(k?) =
Z d2q?

(2p)2 KD2

�
q?,k? �q?

�
W (Rfq?)W (Rf(k? �q?)). (6.44)

The contributions of the shot noise terms to the projected power spectra and cross-spectra
of the quadratic field with the galaxy field are shown in Fig. 6.6. We show results for two
different number densities of galaxies in 3D and choose the redshift bin centred at zm = 0.15.
In Fig. 6.7 we plot the bispectrum shot noise contributions for different redshift bins. Note
that there are no shot noise contribution in Pgk and hD2[k]dg,pi, but there is still some
contribution in hD2[dg,p]ki defined by

PD2[g]k ,shot(k?,z) =
1

n(z)

Z d2q?

(2p)2 KD2

�
q?,k? �q?

�
W (Rfq?)W (Rf(k? �q?))Pgk(k?,z).

(6.45)

6.2.8 Covariances

In this section, we discuss the covariances of the cross-spectra. Covariances are important
to estimate bias parameters using the Fisher matrix so it is important to understand each
term in the covariance matrix. We first obtain the most general expression and then define
the expressions for specific examples we use in this work. The covariance of the two
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Fig. 6.7 Projected bispectrum shot noise corresponding to the growth field for 8 redshift bins.
To show how the galaxy number density impacts bispectrum shotnoise terms, in the left
panel we show the results for n0 = 10�3h3 Mpc�3 and in the right panel for n0 = 10�2h3

Mpc�3.

cross-spectra are defined as
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(6.46)
where Nk are the number of modes in 2D redshift bins, {a,b} 2 {g,k} and ” . . .” represents
other connected terms which we do not include in this work. Here we are only interested
in the leading-order covariances terms for fixed wavenumbers k? = k0

?
. Now we discuss

different cases for variances and covariances of cross-spectra we use in the Fisher analysis.

case 1: a = b = c = d = g

This case corresponds to the variance of hDa
2 [dg,p]dg,pi. For this case, Eq. (6.36) can be

simplified as
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(6.47)
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where Pgg is the projected galaxy power spectrum defined in Eq. (6.22)4. The projected
galaxy power spectrum also includes the projected shot noise at the power spectrum level.
The second term in Eq. (6.46) is already defined in Eq. (6.33).

case 2: a = b = c = d = k

The second case we consider is when all fields are the CMB lensing convergence field k .
This case corresponds to the variance of hDa

2 [k]ki. For this case, Eq. (6.36) can be takes
the form as
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(6.48)
where Pkk is the lensing convergence power spectrum, and
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2 [k]|k
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It is important to mention that we include the lensing reconstruction noise in the lensing
power spectrum, but neglect the higher order contribution.

case 3: a = b = g & c = d = k

The third specific example we consider is the covariance between hDa
2 [dg,p]dg,pi and

hDb
2 [k]ki which is given by
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(6.51)
4We use P3D

gg = b2
1A2Plin +1/n̄ in Eq. (6.36).
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and

PDa
2 [dg]k(k?,z) = A4

s

hD
Da

2 [dg,p](k?,z)|[k(2)](k0

?
,z)
E

+
D
Da(3)
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Ei

. (6.52)

We see there is a contribution in covariances from the cubic field D (3)
2 which is defined in

Eq. (6.31).
There are other terms as well which appear in the covariance matrix in Fisher analysis

but we get the idea about how to calculate covariance terms.

6.2.9 Redshift Space Distortions

One of the main advantages of developing the projection statistics is to show that it can
suppress nonlinearities from redshift space distortions at small scales. The angular distances
of galaxies can be observed directly; however, the radial distances are inferred from the
redshifts of the spectral lines from galaxies. The non-linearities in density field leads to
peculiar velocities which induce a shift between the actual galaxy distances and that inferred
from redshifts. These are called redshift space distortions. We will adopt the "plane-parallel"
approximation, that is the line-of-sight is taken as a fixed direction such as the z-axis ẑ. This
is a fair assumption for faraway galaxies when their transverse speed is small compared
to the distance. This approximation breaks the statistical isotropy, however, the statistical
homogeneity is still satisfied and therefore we can expand the cosmological fields in Fourier
modes. On the other hand, taking into account the radial distortions breaks the statistical
isotropy too. Let us define the mapping between the real space position x to redshift space s
[37]:

s = x� f vz(x)ẑ (6.53)

where f is the logarithmic growth rate of the linear perturbations, v ⌘ u/(H f ) where we
define the peculiar velocity in terms of the peculiar velocity field u, and H is the conformal
Hubble parameter. The galaxy number conservation between real and redshift space is given
by

(1+ds(s))d3s = (1+dg(x))d3x (6.54)

where ds(s) is the overdensity of galaxies in redshift space. This transformation looks very
similar to the one for the density field between the Lagrangian to Eulerian space. The
conservation of mass gives d3s = J(x)d3x, where the Jacobian of the transformation in the
plane-parallel approximation is defined as J(x) = |1 � f —zvz(x)|. This allows us to write
galaxy overdensity in redshift space as

ds(s) =
dg(x)+1� J(x)

J(x)
=

dg(x)+ f —zvz(x)

|1� f —zvz(x)|
(6.55)
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which can be written in Fourier space as

ds(k) =
Z d3x

(2p)3 e�ik.xei f kzvz(x)
⇣

dg(x)+ f —zvz(x)
⌘
. (6.56)

Assuming that f —zvz(x) < 1 we can expand the second exponential in series, and the density
and velocity fields can expanded using the perturbation theory. Expanding the second
exponential gives

ds(k) =
•

Â
n=1

Z
d3k1 . . .d3knd (D)(k�k1...n)

⇣
dg(k1)+ f µ2

1 q(k1)
⌘( f µk)n�1

(n�1)!
µ2

k2
q(k2)+ · · ·+

µn

kn
q(kn)

=
•

Â
n=1

Z
d3k1 . . .d3knd (D)(k�k1...n)Zn(k1, . . . ,kn)d1(k1) . . .d1(kn)

(6.57)

where q = — · v(x) is the velocity divergence field and µi ⌘ ki · ẑ/ki = ki||/ki is the cosine
between the line-of-sight and the wavevector ki. We also define µ ⌘ k · (ẑ/k) with k =

k1 + · · ·+kn. For n = 1 we obtain the well-known Kaiser formula [113]

ds(k) = d (k)(1+ f µ2). (6.58)

The linear galaxy power spectrum in redshift space using the Kaiser formula can be written
as

Ps(k,µ) = b2
1(1+b µ2)2Plin(k) (6.59)

where b = f /b1. For n = 1 and 2, the redshift space kernels are defined as

Z1(k) = (b1 + f µ2), (6.60)

Z2(k1,k2) =
f µk
2

hµ1

k1
(b1 + f µ2

2 )+
µ2

k2
(b1 + f µ2

1 )
i
+b1F2(k1,k2)+ f µ2G2(k1,k2)

+
b2

2
+bs2S2(k1,k2).

(6.61)

The Z2 kernel for dark matter can be obtained by substituting b2 = bs2 = 0 and b1 = 1 in
Eq. (6.61).

Finger of God Effect

On small scales, random motion within dark matter halos leads to suppression of clustering
in redshift space. This effect squashes the 2-point function along the line-of-sight and is
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Fig. 6.8 The ratio of the projected matter power spectrum in redshift space Ps and in real
space Preal. We compare theory with simulations. We show three theory curves for modelling
of RSD effects using the Kaiser formula (black) and Kaiser+FoG (blue). The projection
length used is Rp = 100h�1 Mpc and the 1D velocity dispersion sv = 4h�1Mpc.

referred to as the Finger of God effect (FoG) (see [102] for review). This effect can be
modelled using some probability distribution function for the line-of-sight velocity F(v).
We choose an exponential velocity distribution [102, 30], which in Fourier space leads to a
Lorentzian damping

F̃(k||) =
1

1+ k2
||
s2

v /2
(6.62)

where sv is the 1D velocity dispersion. Using the Kaiser formula and the FoG effect, the
galaxy power spectrum in redshift space can be written as:

Ps(k,µ) = b2
1

1
1+ k2

||
s2

v /2
(1+b µ2)2Plin(k) (6.63)

and this can smooth our the small-scale modes along the line-of-sight. In Fig. 6.8 we
show a simple case how the projection can suppress non-linear RSD effects. We show
the ratio of the the projected matter power spectrum in redshift space Ps and the projected
power spectrum in real space Preal. We compare theory predictions with numerical N-body
simulations (described in Sec.6.3. For theory we use the Kaiser formula defined in Eq. (6.58)
and FoG defined in Eq.(6.62). The case with only the Kaiser formula in redshift power
spectrum is shown by black curve and for Kasier+FoG in Blue. We see that on large-scales
all agree with simulations, means on large scales we can only use the Kaiser formula. On
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Fig. 6.9 Projection of a 3D density field onto a 3D grid along the ẑ axis in simulations. The
finite sized slices are summed up along the ẑ axis to get the projected field dp. In the end,
the projected field dp should be properly normalised before using it for cross-correlations.

small scales, that is after k � 0.1h Mpc�1, when non-linearities become important, the
Kaiser+FoG predictions agree with simulations pretty well.

We see the projection can suppress the FoG effects significantly; we still need to model
it but the effects are less severe. However, in 3D these RSD effects would be more severe.
This basic result is very promising and it shows that in projection statistics developed in
this chapter we can model the RSD effects in the tree-level n-point functions using only the
Kasier and the FoG formulae. We leave the further development of this work for future, and
so do not include the RSD effects in projection statistics for our Fisher analysis in this work.

6.3 N-body Simulations

We carry out N-body simulation tests to check whether our analytical predictions of pro-
jection statistics agree with simulations. Like our previous works, we use a suite of 15
realisations of a cosmological N-body simulation. The initial conditions are generated with
second order Lagrangian Perturbation Theory (2-LPT) code [182] at the initial redshift
zi = 99 and are subsequently evolved using Gadget-2 [196]. The simulations are performed
with Np = 10243 dark matter particles in a cubic box of length L = 1500h�1 Mpc with
periodic boundary conditions. We assume a flat LCDM cosmology with the cosmological
parameters Wm = 0.272, WL = 0.728, h = 0.704, ns = 0.967. We perform the projections
in N-body simulations as follows. First we project the 3D density field using the projection
length of 100h�1 Mpc. In simulations we define the field on a 3D grid, so to get the 2D
projected field we can sum slices in one direction, say ẑ. Once we get the projected density
field with a finite width, we Fourier transform it, using the 2D version of FFTW, where we
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Fig. 6.10 Auto- and Cross correlations of quadratic fields in projected space. Theoretical
predictions (solid curves) agree with simulation results (dots). We show the results for
quadratic fields corresponding to the growth, shift and the tidal terms.

multiply it by the Gaussian smoothing function. The smoothed projected field is transformed
back to real space using the inverse Fourier transform where we can multiply it by itself
to get the squared-field. We transform the squared-field to Fourier space using the Fourier
transform. We generate other quadratic fields corresponding to the shift and the tidal kernels
in 2D space. In this way we generate D2[dp]. To generate O[d ]p, we first construct the
quadratic field in 3D space as discussed in [2] and then do the projection by adding up finite
sized slices in the direction ẑ. In the end we we properly normalise the projected fields in
the 2D real space.

In Fig. 6.10, we show cross and auto-correlations of quadratic fields. We show quadratic
fields corresponding to the growth shift and tidal terms. We use the projection length of
100h�1Mpc and the smoothing scale Rf = 10h�1 Mpc. We see excellent agreement between
theory and simulations results, verifying that our theoretical expressions are indeed correct.
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6.4 Fisher Forecasts

6.4.1 Setup

In this section, we set up the Fisher matrix for forecasting galaxy bias parameters and
amplitude of fluctuations As. We use several statistics. We start from auto- and cross power
spectra of the galaxy and CMB lensing and then add projected bispectrum information
obtained using the projected squared-field method. For the projected squared field we use
three statistics

Large-scale Power Spectrum

To perform the Fisher matrix analysis, we assume that the measured projected galaxy field
dg and the lensing field k obey a Gaussian likelihood. This is a fair assumption as we are
interested in large scale modes of these fields and the large scale modes are linear and follow
a Gaussian distribution. Finally, at the field’s level, we can write the Fisher Matrix (obtained
from a Gaussian likelihood [205]; see also Appendix B for full derivation) for lensing-galaxy
combined analysis as a function of wavenumber modes and redshift z as

F(2)
ab =

1
2 Â

zi
Â
k?


∂C(k?,z)

∂qa
C�1(k?,z)

∂C(k?,z)
∂qb

C�1(k?,z)
�

q=q0

(6.64)

where the superscript ’2’ represents Fisher matrix corresponding to the power spectrum (2-pt
functions). Also q 2 {b1,b2,bs2 ,As} is the set of free parameters in our analysis and q0 is a
set of their fiducial values. Moreover, in Eq. (6.74) C is the covariance matrix defined as

C(k?,z) =

 
Cgg(k?,z) Cgk(k?,z)
Ckg(k?,z) Ckk(k?,z)

!
(6.65)

and C�1 is the inverse covariance matrix

C�1(k?,z) =
1

Cgg(k?,z)Ckk(k?,z)(1� r2)

 
Ckk(k?,z) �Cgk(k?,z)
�Ckg(k?,z) Cgg(k?,z).

!
(6.66)

We define the covariance matrix terms of galaxy and CMB lensing as follows:
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Fig. 6.11 Here we plot auto- and cross-correlations of galaxy and CMB lensing for the
redshift bin 1.5 < z < 2. In the left panel we show lensing-galaxy and galaxy-galaxy power
spectra as well as projected galaxy shot noise. In the right panel we show lensing auto
power spectrum and lensing reconstruction noise. We show lensing reconstruction noise
from Planck and Simons Observatory (SO) experiments obtained in k-space from l-space
(multipoles) using the Limber approximation [133].

Cgg(k?,z) =
1p

Nk(z)

 
Pgg(k?,z)+Nshot(k?,z)

!
, (6.67)

Ckg(k?,z) =
1p

Nk(z)
Pkg(k?,z) (6.68)

Ckk(k?,z) =
1p

Nk(z)

 
Pkk(k?,z)+Nlen(k?,z)

!
. (6.69)

In the covariance matrix defined above we define the number of modes Nk(z) in each redshift
bin as

Nk(z) =
Rp(z)V 2/3k2dk

2p fsky
(6.70)

where we used the 3D volume of the survey V = (2.5h�1 Gpc)3, and Rp(z) = c(z f )� c(zi)

is the width of each redshift bin zi < z < z f . For our analysis in this work we used fsky = 0.5.
We also introduce the galaxy shot noise Nshot and the lensing reconstruction noise Nlen in
the covariance matrix. In Eq. (6.67), Eq. (6.68) and Eq. (6.69) we choose the auto- and
cross-correlations of galaxy and CMB lensing model to be defined as follows:

Pgg(k?,z) = b2
1(z)A

2
s

Z •

�•

dk||

2p
|Wg(Rpk||)|

2Plin
�q

k2
||
+k2

?
,z
�

(6.71)

Pkg(k?,z) = b1(z)A2
s

Z •

�•

dk||

2p
Wg(Rpk||)Wk(k||)cos

h
k||

�
c(z⇤)/2� c(zm)

�i
Plin

�q
k2
||
+k2

?
,z
�
,

(6.72)

Pkk(k?,z) = A2
s

Z •

�•

dk||

2p
|Wk(k||)|

2Plin
�q

k2
||
+k2

?
,z
�

(6.73)
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In Fig. 6.11 we plot Pgg, Pkg and Pkk along with projected galaxy shot noise and lensing
reconstruction noise for a redshift bin 1.5 < z < 2. We choose this redshift bin as it is
close to where CMB lensing kernel peaks and so we expect better cross-correlation signal
between galaxy and lensing. For the lensing reconstruction noise we transformed the noise
data for Planck and Simons Observatory (SO) from l-space to k-space using the Limber
approximation [133]: l(l +1)Nl = k2

?
Nlen(k?).

Large-scale Integrated Bispectrum

For constraining quadratic bias parameters we need to set up the Fisher matrix using
the quadratic field statistics. We consider a combined analysis using hD2[dg,p]|dg,pi

0,
hD2[dg,p]|ki

0, and hD2[k]|dg,pi
0, where D2 2 {1,H2,S2} corresponding to the growth (G),

shift (S) and the tidal terms (T). The cross-correlation of the quadratic projected-field for the
growth term with the galaxy field captures the b2 bias information, the shift field captures
the b1 bias information and the tidal field provides information about the bs2 bias term. As
we mentioned before, these cross-correlations contain 3-point function information but use
the power spectrum analysis. Since we are interested in the tree-level, large-scale limit of
these statistics, we assume that these statistics follow a Gaussian likelihood. At the power
spectrum level, for one specific quadratic field, we write the Fisher matrix as

F(3)
ab = Â

zi
Â
k?

"
∂D(k?,zi)

∂qa

⇣
C�1

D

⌘

kk0

∂D(k?,zi)

∂qb

#

q=q0

(6.74)

where the superscript ’3’ is for the 3-point Fisher matrix for the 3-point functions. We define
the vector D =

�
PD2[dg]dg ,PD2[dg]k ,PD2[k]dg

 
and CD is the combined covariance matrix for

these three statistics, which is defined as

CD(k?,z) =

0

B@
Cggg, ggg Cggg, ggk Cggg, gkk

Cggk , ggg Cggk , ggk Cggk , gkk

Cgkk , ggg Cgkk , ggk Cgkk , gkk

1

CA . (6.75)

The individual terms in the covariance matrix can be described using expression given in
Sec. 6.2.8 (see Eq. (6.46) for a generic expression). We write the expressions for these terms
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as follows:

Cggg,ggg =
1

Nk(z)

(⇣
Pgg +Nshot

⌘D
D2[dg,p]D2[dg,p]

E
+
⇣

PD2[dg]dg

⌘2
)

(6.76)

Cggg,ggk =
1

Nk(z)

(
Pkg

D
D2[dg,p]D2[dg,p]

E
+PD2[dg]dgPD2[dg]k

)
(6.77)

Cggg,gkk =
1

Nk(z)

(⇣
Pgg +Nshot

⌘D
D2[dg]D2[k]

E
+PD2[dg,p]dgPD2[k]dg

)
(6.78)

Cgkk,gkk =
1

Nk(z)

(⇣
Pgg +Nshot

⌘D
D2[k]D2[k]

E
+
⇣

PD2[k]dg

⌘2
)

(6.79)

Cgkk,ggk =
1

Nk(z)

(
Pkg

D
D2[dg,p]D2[k]

E

kg
+PD2[k]dgPD2[dg]k

)
(6.80)

Cggk,ggk =
1

Nk(z)

(⇣
Pkk +Nkk

⌘D
D2[dg,p]D2[dg,p]

E

gg
+
⇣

PD2[dg]k

⌘2
)

(6.81)

The full Fisher matrix for the combined 3-point functions is the sum of the Fisher matrix
from the individual quadratic-field statistics:

FD, Tot
ab = FD=G

ab +FD=S
ab +FD=T

ab (6.82)

Here we assume that these statistics are independent and ignore any cross-correlations
among them. We also do the combined 2-point and 3-point analysis, so the combined Fisher
matrix is the sum of Eq. (6.74) and Eq. (6.82):

FTot
ab = F(2)

ab +FD,Tot
ab . (6.83)

The Fisher matrix contains information about how well we can constrain parameters from
the data. If we are only interested in one parameter qi then we will have to marginalise over
all the other parameters. Marginalised errors are defined as

s(qa) =
q

[(FTot)�1]aa (6.84)

However, the unmarginalised error is defined as the inverse of the square-root of the Fishsr
matrix:

s(qa) =
1p

(FTot)aa
(6.85)
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Fig. 6.12 Constraints on b1 and As as function of kmax using the combined 2-point functions
of galaxy/lensing auto- and cross-correlations; 3-point functions; and combined, 2- and
3-point functions. The constraints are shown for one redshift bin 1 < z < 1.5. We can see
that 2-point functions tightly constraints b1 and As. The 3-point functions only started to
dominate at very high kmax.

Parameters and Priors

Our model depends on four parameters: q 2 {As,b1,b2,bs2}. We are only interested in how
well we can use the method developed in this work to measure linear and quadratic bias
parameters as well as the relative amplitude of matter fluctuations. In our derivations of shot
noise contribution to the cross-correlations of various quadratic fields, we assume that the
galaxy noise is Poissonian. However, it has been shown that the shot noise is sub-Poissonian
or super-Poissonian depending on mass samples [101, 22]. If we take into consideration
this deviation of shot noise from the Poissonian distribution, then we should add two more
parameters for stochasticity (at the power spectrum and the bispectrum levels). We don’t add
any new stochastic parameters in our models for now, but for the future work free stochastic
parameters will be considered. We choose no priors and the fiducial values we use for
parameters are

q0 = {1,1.067,�0.364,0.021}. (6.86)

These fiducial values are measured from simulation at redshift z=0 for the lowest mass
bins [2]. For higher redshift we consider the redshift dependence of these parameters by
multiplying by the growth factor appropriately.

6.4.2 Results

In Fig. 6.12, we show our results for constraints on b1 and the relative amplitude of fluctua-
tions As using the 2-point, 3-point and combine 2-& 3-point functions for a single redshift
bin 1 < z < 1.5. It is obvious that the combined 2-point function analysis of galaxy clustering
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Fig. 6.13 Correlation coefficients between b1 and amplitude of fluctuations As for six redshift
ranges. We plot correlation coefficients using 2-point functions, 3-point functions and
combined 2- and 3-point functions. These plots show that adding 3-point functions, as well
as going to higher redshift, indeed break the degeneracy between b1 and As compare to just
using 2-point functions.

and CMB lensing provide all constraints on b1 and As on large scales. The 3-point functions
do not add extra information on large-scales, however, we can add the 3-point functions
provide more information on very small scales, that is when we go to very high kmax. In
Fig. 6.13, we show cross-correlation coefficients r between b1 and As for various redshift
bins. The combined power spectrum analysis of galaxy clustering and CMB lensing breaks
the b1 �As degeneracy.

In Fig. 6.14, we show constraints on non-linear quadratic bias parameters from the
combined Fisher analysis. The constraints on non-linear biases, b2 and bs2 , comes from
large-scale limits of 3-point functions. The constraints on b1 and As comes mostly from the
combined 2-point functions, as discussed in the previous section above. Moreover, we see
that constraints get better when we go to higher kmax, which means we include more modes.
In Fig. 6.15 we show correlation coefficients between parameters.

In Fig. 6.15, we show our marginalised constraints on non-linear bias parameters as well
as the relative amplitude of matter fluctuations using the combined 2- & 3-point functions
analysis for four different redshift bins as function of kmax. We see that see that it is indeed
possible to constrain non-linear bias parameters from projected statistics up to less than
10% for lower redshifts and even better for high redshift bins if we go to higher kmax. The
constraints on As can be 1% or better for higher redshifts. Besides these constraints, in
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Fig. 6.14 Constraints on bias parameters as well as the relative amplitude of fluctuations
from combined 2- and 3-point functions analysis for different redshift bins. We show the
constraints as function of maximum wavenumber kmax in our model. The constraints get
better as we go to higher wavenumber, which make sense because we are including more
modes and hence more information.

Fig. 6.15 we show, for one redshift bin 0.3 < z < 0.6, correlation coefficients r between the
parameters. As mentioned before, the 3-point functions do break the degeneracy between
b1 and As. In the top left panel, we see that the correlation coefficient between b1 and As

is roughly r(b1&As) ⇡ �0.5, but if we add 3-point functions the correlation coefficients
becomes r(b1&As) ⇡ �0.3. The combined correlation coefficients between As and non-
linear bias gets slightly better with the combined analysis, as 2-point functions add additional
information on As. Furthermore, we see that r(b1&b2) and r(b1&bs2) are almost one for
lower kmax indicating that on large scales non-linear bias are degenerate with b1 and with
each other if we only use the 3-point functions. However, if we add information from
2-point functions, and go to higher kmax in 3-point functions, the degeneracies between b1

non-linear bias break completely. These are encouraging results because, as we mentioned
in the beginning, tree-level 2-point functions are natural statistics to constrain linear bias,
and tree-level 3-point functions are natural statistics to constrain non-linear bias parameters.
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Fig. 6.15 Correlation coefficients between bias parameters and As for one redshift slice,
0.3 < z < 0.6.

6.5 Conclusions

Current and future galaxy surveys are planned to cover a more substantial fraction of sky and
higher galaxy number densities up to high redshifts. This means these surveys will transform
large-scale structure observations in this decade, and will therefore substantially improve
our understanding of cosmology. Besides, galaxy surveys, current and future CMB surveys
will higher resolution and low-noise CMB lensing maps. Therefore the gravitational lensing
of the CMB will also be a useful tool to constrain cosmology. Since galaxy surveys and
future CMB surveys will have a considerable overlap of the sky they cover, the combined
analysis using both can help cancel cosmic variance and measure cosmological parameters
with better precision.

To fully utilise the potential of these surveys, we need to improve theoretical modelling.
One of the main challenges in modelling LSS observables is non-linear galaxy biasing,
which introduces more nuisance parameters. If we marginalise over these parameters,
the constraints on other cosmological parameters get worse [148]. Moreover, to improve
modelling of galaxy-galaxy and galaxy-lensing power spectra up to high kmax, we need
to include higher-order non-linear bias parameter. These non-linear bias parameters are
measured either the observational data or numerical simulations [2]. The natural statistics
to constrain the linear bias parameter are the large-scale limit of galaxy-galaxy and galaxy-
lensing power spectra. One the other hand, the natural statistics to measure non-linear bias
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parameters are tree-level, the large-scale limit of 2-point functions (or bispectrum in Fourier
space) [10, 2]. The combined 2-point function analysis of galaxy clustering and CMB
lensing can also break the degeneracy between the linear bias b1 and the relative amplitude
of matter fluctuations.

In this chapter, we develop a novel method to measure non-linear bias parameters and the
amplitude of matter fluctuations using the 2- and 3-point functions of the projected galaxy
clustering in correlation with the CMB lensing. We further develop the work done in [2]
and bring the method introduced in that work closer to data. We present the concept of
quadratic fields, introduced in [176, 2], in projected space. The idea is that we project a 3D
density field to get the 2D projected density field. We construct the quadratic fields from
the projected field corresponding to the growth, shift and tidal terms, and cross-correlate
these quadratic fields with the projected galaxy field or the CMB lensing field. These
cross-correlations contain useful information about the projected integrated bispectrum, and
therefore, we use these statistics to constrain non-linear bias parameters. To confirm that
the analytical formulae we derived for the cross-correlations are correct, we do numerical
N-body simulations. We show that indeed the analytical expressions agree with simulations.
These checks also indicate that our Fisher analysis is realistic for the configurations we
are using in this chapter. Besides measuring non-linear bias parameters from data, another
advantage of projection statistics is that the projection suppresses non-linear RSD effects.
Using the projected matter power spectrum in real and redshift space in simulations, we
show that the projections can indeed suppress non-linear RSD effects. The power spectrum
in redshift space in simulations agree with the theoretical prediction using the Kaiser and the
FoG formulae up to k ⇡ 0.1h Mpc�1. The projections suppress the non-linear RSD terms
significantly; we still need to model it but the effects are less severe compare to 3D where
the effects are much severe. We leave this for future work where we will compare RSD
modelling in projection statistics with analytical predictions and will do the Fisher analysis
with RSD.

There are several future directions for this work. First, we can include one-loop terms in
the 2-point functions of galaxy clustering and CMB lensing. The one-loop power spectra
of galaxy-galaxy and galaxy-lensing depend on bias parameters up to cubic order [2, 10].
Second, we can see if we use the non-linear bias constraints from this work and use them as
priors, how much we can improve constraints for other cosmological parameters (basically
extending the forecasts in [178] where they only use the linear bias model). Finally, it would
be interesting to apply this method directly to data analysis for real galaxy surveys.



7
Conclusion

7.1 Summary

Our understanding of the Universe has been tremendously improved, mainly, by the mea-
surements of temperature fluctuations in Cosmic Microwave Background (CMB). The
temperature fluctuations in the CMB have a linear relation to the initial conditions gener-
ated in the very early Universe, which has allowed us to connect CMB observables to the
statistics of the initial density perturbations generated by inflation. However, due to the
two-dimensional nature of the CMB observables, there is a limitation on how well we can
constrain cosmological parameters. Alternatively, large-scale structures (LSS), that is the
distribution of matter and luminous objects, contains much more cosmological information
because of its three-dimensional nature. Extracting cosmological information from LSS
surveys, however, poses different challenges. One of the challenges is understanding non-
linearities in clustering of matter and biased tracers of matter distribution, which requires
better modelling of LSS observables. There are three types of non-linearities that can affect
the modelling of the late-time observables:

1. Non-linearity due to gravity in matter clustering.

2. Non-linear galaxy biasing, that is the relationship between the clustering of galaxies
(and dark matter halos) with the matter distribution.

3. Primordial non-Gaussianity which induces non-linearities in the initial conditions
generated by inflation and affect the statistics of LSS.

To extract information about cosmology from LSS, we need a reliable model or theory
to describe the statistics of LSS given the initial conditions generated by inflation in the
very early Universe. The perturbations in the density field generated by inflation undergo
gravitational collapse at late-times as the Universe evolves. Therefore, the perturbations in
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the matter density at late-times are non-linear. In LSS, we can divide the scales into two
regimes: (1) quasi-linear scales where the perturbation theory converges; (2) and non-linear
scales where perturbation theory does not converge. To extract maximum cosmological
information, we define the statistics of LSS in the quasi-linear scales using the framework of
the Effective Field Theory of Large-Scale Structure (EFTofLSS) and push the maximum
wavenumber, that is kmax, in our model as far as we can. EFTofLSS suggests that the kmax in
the model can be increased by adding higher-order loop terms with appropriate counterterms
in the statistics of LSS. The EFT counterterms contain information about the physics of
small scales and can be measured in cosmological N-body simulations or data. It has been
shown that the EFTofLSS prediction for the two-loop dark matter power spectrum agrees
with 1% precision to the N-body simulations up to kmax ⇡ 0.3h Mpc�1 [44, 15] and the
one-loop bispectrum up to kmax ⇡ 0.22h Mpc�1 at redshift z = 0 [28].

These are indeed remarkable results; however, another challenge is that galaxy surveys
do not observe the matter distribution directly. In fact, in reality, what they measure is the
distribution of tracers of the matter distribution. The relation between the matter distribution
and the biased tracers (such as galaxies or dark matter halos) is called galaxy (or halo)
biasing. This relation is very complicated because galaxies and dark matter halos are
complicated non-linear objects and their formation depends on small-scale physics (see
[146] for a review). Given the symmetries of equations of motion, the effective field theory
allows us to write the most general galaxy bias relation in terms of finite operators of matter
density field at each order in perturbation theory. These operators are called bias operators
and they are quantified by bias parameters. These bias parameters encode all unknown,
complicated physics of galaxy formation and non-linear dynamics, and, similar to EFT
counterterms, can be measured in N-body simulations or observational data.

This thesis improves our understanding of higher order couplings in the galaxy (halo) bias
and the statistics of biased tracers using the EFTofLSS and numerical N-body simulations.
The models presented in this thesis will eventually be applied to on-going and future galaxy
surveys, and will improve the precision of the measurements of the cosmological parameters.
The main results of this thesis are summaried as follows.

7.1.1 Cubic Halo Bias in Eulerian and Lagrangian Space

To improve modelling of the statistics of biased tracers of LSS, we need to understand
non-linearities due to biasing. The predictions of EFTofLSS for the one-loop halo-matter
depends on bias parameters up to cubic order. In the first part of this thesis, we studied the
measurements of bias parameters up to cubic order from cross-correlations of quadratic and
cubic bias operators with the dark matter halo field in suite of N-body simulations. The
natural statistics to measure the linear bias parameter is the large-scale, tree-level halo-matter
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power spectrum. The natural statistics for the quadratic and cubic bias parameters are
tree-level bispectrum and trispectrum, respectively. Since these statistics are computationally
quite expensive, we used efficient quadratic and cubic field estimators to constrain quadratic
and cubic biases. These quadratic and cubic estimators contain full information of the
integrated bispectrum and trispectrum respectively, but only require the computational cost
of power spectrum analysis. We constrain bias parameters using these statistics in Eulerian
and Lagrangian space. We find clear evidence for non-zero quadratic and cubic non-local
bias operators in Eulerian space. The amplitudes of the detected non-local bias do not agree
with the predictions of the evolved local Lagrangian bias model at quadratic and cubic
order. We also find clear evidence for the presence of the non-local quadratic bias operator
in Lagrangian space for all mass bins, and the presence of cubic non-local terms for the
highest mass bin. We studied the co-evolution of the dark matter and halos and show that
the Lagrangian bias model with the non-local tidal term accurately predicts the amplitudes
of non-local quadratic and cubic bias operators in Eulerian space. Finally, we use the bias
constraints to model the one-loop halo-matter power spectrum and show that the results
agree with simulations up to kmax = 0.1h Mpc�1 once an additional k2 derivative bias is
implemented. These results have been published in [2].

7.1.2 Density Field Reconstruction from Biased Tracers

In the second part of the thesis, we studied density field reconstruction from biased tracers
and its application to primordial non-Gaussianity [59]. Large scale modes of the density
field contain relevant information, especially about the physics of inflation. For example,
it has been shown that on large scales, the LSS power spectrum has a unique 1/k2 imprint
due to local type primordial non-Gaussianity [153]. The precision of the cosmological
measurements from galaxy surveys is limited by several factors, including the cosmic
variance on large scales. Moreover, very large scale modes can sometimes be inaccessible
from galaxy surveys due to observational systematics. To circumvent these problems, and
to learn more about inflation, we develop a formalism to reconstruct large scale modes of
the density field based on quadratic couplings in galaxy clustering. Because the large-scale
modes correlate with the two non-linear modes, we write down a quadratic estimator that
probes these correlations of different short modes and can give us an estimate of the large
scale modes from the statistical properties of small scale modes. This method is similar
to CMB lensing reconstruction [88]. In our quadratic estimator we include non-linearities
from gravity, non-linear galaxy biasing, and primordial non-Gaussianity. We show that
constructing an unbiased estimator of the density field is not practical because its variance
blows up. We show that the biased estimator corresponding to the growth term d 2 has
the smallest variance and can be used for practical analysis. Although we use the growth
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estimator for Fisher analysis, we also construct biased estimators corresponding to the shift
term Y ·—d and the tidal term s2.

We demonstrate density reconstructions using three biased estimators using dark matter
halos in numerical N-body simulations. We study the cross-correlations of estimators with
the linear density field, as well as auto-and cross-correlations of estimators for three different
smoothing scales R = 20h�1 Mpc, R = 10h�1 Mpc and R = 4h�1 Mpc. These smoothing
scales correspond to the maximum wavenumber kmax = 0.05h Mpc�1, kmax = 0.1h Mpc�1,
and kmax = 0.25h Mpc�1 respectively in our model. We show that the reconstruction works
very well even if we use a higher kmax = 0.25h Mpc�1, where the correlation coefficient
of the growth estimator with the linear density field is rGd1 > 0.9. For lower kmax the
cross-correlations are noise dominated. Although we get good agreement for the analytical
predictions for the growth estimator with simulations for kmax = 0.25h Mpc�1, we still
choose a conservative kmax = 0.1h Mpc�1 at redshift z = 0 for Fisher forecasts. Finally, we
carry out a Fisher forecast using the combined analysis of the reconstructed field and the
galaxy field for different galaxy surveys (DESI and MegaMapper). We show that we can
improve constraints on local-type primordial non-Gaussianity by 10s of percents compared
to the standard analysis using only the galaxy field. In some cases the improvement on
constraints comes from cosmic variance cancellation; in other cases, it comes from the
additional modes in the reconstructed field which are not accessible in the galaxy field due to
observational systematics. Once observational effects, such as redshift space distortions, are
incorporated in our quadratic estimator method, then this method can be applied to galaxy
data from current and future galaxy surveys.

7.1.3 Constraints on Non-Linear Bias Parameters

In third part of the thesis, we develop a method to measure non-linear galaxy bias parameters
using the two- and three-point functions of the projected galaxy clustering, CMB lensing
convergence, and their cross-correlations. This work further develops the method introduced
in the first part of the thesis and brings it closer to data. Measuring non-linear bias parameters
from data requires inclusion of observational effects such as redshift space distortions (RSD)
in the three-point functions. Modelling of RSD in three- or higher-point functions is quite
complicated. The quadratic field methods for projected fields developed in this thesis can
suppress the non-linear RSD effects. We perform the Fisher forecast analysis to show that
this method can practically be used to constrain bias parameters as well as the amplitude
of matter fluctuations. We use a combined analysis of two- and three-point functions
for different redshift bins. Although combined two-point functions of galaxy clustering
and CMB lensing break the degeneracy between the linear bias and amplitude of mater
fluctuations, we show that the three-point functions add more information and hence further
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break the degeneracy. We also perform numerical N-body simulation tests to verify that
our derived analytical predictions for the auto- and cross-correlations of quadratic fields in
projected space indeed agree with simulations. We also perform a quick test of the effect of
projections on suppressing RSD effects. In simulations we show, using the projected matter
power spectrum in real and redshift space, that projections indeed suppress non-linear RSD
effects. We still to model them using the Kaiser and FoG formulae, however, the effect is
less severe as compare to RSD effects in 3D statistics. This demonstrates that our Fisher
forecast results are realistic and can be applied to data analysis.

7.2 Future Outlooks

One future direction of this work could be to model the halo bispectrum at the next-to-leading
order, that is one-loop, using the framework of EFTofLSS. At one-loop, all bias operators
up to quartic order are important. A careful modeling of stochasticity is also important
because it affects Bhhm and Bhhh as well as bispectrum covariances. After careful modeling
of halo statistics, we can make forecasts of cosmological parameters to see how much we
can improve the constraints on fNL, neutrino masses Mn , and other cosmological parameters.

Another direction is to go beyond the one-loop halo-matter power spectrum. At the
two-loop order in halo-matter and halo-halo power spectra, we expect bias parameters up to
higher order as well more additional EFT counterterms and stochastic bias parameters. It
would be interesting to measure higher-order bias parameters (such as quartic) by extending
the quadratic and cubic field methods and introduce quartic fields. We can use the cross-
correlation of quartic fields with the halo field and use the power spectrum analysis in
the numerical N-body simulation similar to the work presented in this thesis. Besides the
cross-correlations, we can also use the bispectrum statistics and use quadratic, cubic and
quartic fields to measure the higher-order bias parameters. One of the advantages of going
to the two-loop in halo matter is that we can push the modelling to higher kmax, which can
also be useful in the density field reconstruction from biased tracers presented in Chapter 5.
There we used kmax = 0.1h Mpc�1 for the reconstruction of large scale modes, but it has
been shown in simulations that reconstruction works better if we go to the higher kmax.
Going to higher kmax requires careful modelling of higher-order terms, which will more
likely improve constraints on local fNL significantly [59].

In the end, it would be useful to apply the methods presented in this thesis to data from
current and future galaxy and CMB lensing surveys. If we can measure bias parameters
from data and use the information as priors before marginalising over these parameters, we
can significantly improve constraints on useful cosmological parameters.
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A
EFT Counterterms

A.1 Basis

The authors in [6, 92] define a basis of operators

BFMSVA = {C(3)
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Note that their basis is equivalent to our basis
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A.2 UV-sensitivity and EFT Counterterms

A.2.1 Rh-dependence of Quadratic and Cubic Correlations

In this section we discuss the UV sensitivity of the correlations of quadratic fields with the
quadratic bias operators and cubic fields with the cubic bias operators. As discussed in the
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main text, the quadratic field correlations are represented by a one-loop power spectrum
diagram. To show the UV sensitivity of these diagrams, we calculate them theoretically using
Rh = 4h�1Mpc and Rh = 6h�1Mpc and take the ratio at a fixed wavenumber k = 0.017h
Mpc�1. We show the results in Table A.1. We can see a change at the 5% level at the chosen
wavenumber.

F2 d 2 S2

d 2 0.002 0.039 0.049
�Y ·—d 0.010 0.041 0.049

S2 0.012 0.049 0.052

Table A.1 Quadratic fields: Relative change in the amplitude of cross-correlations of quadratic
fields with the quadratic bias operators at k = 0.042h Mpc�1 as we change the halo smoothing
scale from Rh = 4h�1 Mpc to Rh = 6h�1 Mpc.

We then repeat the same exercise for cubic correlations. We will show that the two-loop
irreducible diagrams are more UV-sensitive than two-loop irreducible diagrams. We show
the results in Tables A.2, A.3, and A.4 for irreducible diagrams, reducible diagrams and the
total contribution, respectively. One can see in Table A.3 that most of the reducible two-loop
diagrams of cubic correlations change by more than 80% as we change the halo smoothing
scale from 4h�1Mpc to 6h�1Mpc. On the other hand, the irreducible two-loop diagrams
show a weaker change at the 5% level. Note that in Tables A.2, A.3, A.4, and A.1 we use
k = 0.042h Mpc�1.

F3 d 3 G3 G2d G3 dd (2) s(3)

F3 0.023 -0.143 0.026 -0.067 0.013 -0.009 0.012
d 3 -0.143 0.085 0.098 0.073 0.048 0.086 0.112
G3 0.026 0.099 0.053 0.045 0.075 0.058 0.042
G2d -0.067 0.073 0.045 0.078 0.046 0.083 0.104
G3 0.013 0.048 0.075 0.046 0.049 0.049 0.053

dd (2) -0.009 0.086 0.058 0.083 0.050 0.086 0.086
s(3) 0.012 0.112 0.042 0.104 0.053 0.086 0.108

Table A.2 Irreducible: Relative change in the amplitude of irreducible diagrams of the
cross-correlations of cubic fields at k = 0.042h Mpc�1 as we change the halo smoothing
scale from Rh = 4h�1 Mpc and Rh = 6h�1 Mpc.
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F3 d 3 G3 G2d G3 dd (2) s(3)

d 3 0.119 0.820 - 0.813 0.196 0.825 0.913

Table A.3 Reducible: Relative change in the amplitude of reducible diagrams of the cross-
correlations of cubic fields at k = 0.042h Mpc�1 as we change the halo smoothing scale
from Rh = 4h�1 Mpc to Rh = 6h�1 Mpc.

F3 d 3 G3 G2d G3 dd (2) s(3)

F3 0.048 0.815 0.026 0.812 0.242 0.867 0.950
d 3 0.129 0.771 0.099 0.749 0.165 0.787 0.886
G3 0.026 0.099 0.053 0.045 0.075 0.058 0.042
G2d 0.128 0.750 0.045 0.721 0.164 0.773 0.872
G3 0.153 0.752 0.075 0.722 0.135 0.762 0.874

dd (2) 0.153 0.787 0.058 0.772 0.185 0.792 0.888
s(3) 0.105 0.798 0.042 0.809 0.184 0.801 0.930

Table A.4 Full theory: Relative change in the amplitude full cross-correlations of cubic fields
(reducible + irreducible) at k = 0.042h Mpc�1 as we change the halo smoothing scale from
Rh = 4h�1 Mpc to Rh = 6h�1 Mpc.

A.2.2 Quadratic EFT Counterterms

After showing that the quadratic and orthogonalised cubic correlations in our model do
indeed show some dependency on the halo smoothing scale, we want to discuss possible EFT
counterterms to remove these UV-sensitivitives. First, let us consider again the correlations
of the quadratic fields D2 with quadratic bias operators O2:

hD2|O2i =
Z

q
WRh(|k�q|)WRh(q)Plin(q)Plin(|k�q|)KD2(k�q,q)KO2(k�q,q)

WR f (|k�q|)WR f (q),
(A.5)

where D2 2 {d 2,Y ·—d ,s2
}, O2 2 {d (2),d 2,s2

}, and q = kr1. We write the low-k limits of
the described above in a matrix notation as

lim
q!•

hD i
2|O

j
2i =

Z

q
WR f (q)2Plin(q)2M i j

D2O2
(k,r1;Rh) (A.6)

Eq. (A.6) is a 3⇥3 matrix of the cross-correlations of quadratic fields with quadratic bias
operators. The matrix MD2O2 represents the UV limits of the product of two kernels in terms
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of halo smoothing scale

MD2B2 =

0

BB@

1
21k2R2

h �
q4

21k4 2�
2k6R2

h
q4 �

4k6R2
h

3q4 + 4
3k2R2

h �
4q4

3k4 + 4
3

q4

42k4 �
1

42k2R2
h 0 4

15k2R2
h �

4q4

15k4

2
63k2R2

h �
2q4

63k4 �
4k6R2

h
3q4 + 4

3k2R2
h �

4q4

3k4 + 4
3 �

8k6R2
h

9q4 + 16
9 k2R2

h �
16q4

9k4 + 8
9

1

CCA

(A.7)
This shows that the halo smoothing affects the low-k limit of quadratic correlations and
hence the measurements of bias parameters. This dependency should be removed by adding
appropriate counterterm. At the leading order we can add a constant and a k2 counter term.
There are two ways to include these counter term: (1) power spectrum level and (2) at field
level. We discuss both cases now.

1. At the power spectrum level:The counterterms at the power spectrum are constant
terms a0 and the k2, the coefficient of which is denoted by a2. These two counterterms
take into account the effects of the smoothing. The final expression thus reads:

hd 2
|dhi

0 = b1hd 2
|d (2)

i
0 +b2hd 2

|d 2
i
0+bs2hd 2

|s2
i
0 +a1 +b1k2 (A.8)

h�Y ·—d |dhi
0 = b1h�Y ·—d |d (2)

i
0 +b2h�Y ·—d |d 2

i
0 +bs2h�Y ·—d |s2

i
0 +a2 +b2k2

(A.9)
hs2

|dhi
0 = b1hs2

|d (2)
i
0 +b2hs2

|d 2
i
0 +bs2hs2

|s2(k0)i0 +a3 +b3k2 (A.10)

The functional form of ai and bi (where i = 1,2 and 3) in these statistics come from
the large scale limit of the quadratic field kernels. We can easily define them from
Eq. (A.7) as follows:

a1 =
1

50
(2bs2 +3b2)

�
363360R2

h +145318897
�

b1 = �
1

700
(28bs2 +b1)

�
25103R2

h +9902453
� (A.11)

a2 = 0

b2 =
(5b1 �56bs2)

�
25103R2

h +9902453
�

7000

(A.12)

a3 =
1
75

(2bs2 +3b2)
�
363360R2

h +145318897
�

b3 = �
(56bs2 +b1 +42b2)

�
25103R2

h +9902453
�

1050

(A.13)

One can easily see that a3 = 2
3a1 and a2 = 0 which eventually brings down the

number of counterterms to four (a1,b1,b2,b3). One disadvantage of defining the
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counterterms at the power spectrum rather than field level, is that it doesn’t allow for
cosmic variance cancellation.

2. At the field level: at the field level the EFT counterterms correspond to two derivative
operators:

dh(x) = b1d (x)+b2d 2(x)+bs2s2(x)+b—2d 2(x)+ad—2d (x)+ . . . (A.14)

On large scales, the cross correlation of d 2 with the counterterms give

lim
k!0

hd 2
|—2d 2

i = �k2
Z

q
Plin(q)2WRf(q)2WRh(q)2

) k2
⇥ constant (A.15)

lim
k!0

hd 2
|d—2d i = �

Z

q
q2Plin(q)2WRf(q)2WRh(q)2

) constant (A.16)

For the three quadratic statistics, there are total of six counterterms. However, as
already shown above, two counterterms can be eliminated giving us final four coun-
terterms. The advantage of including the EFT counterterms at the field level is that
we can not only compare the magnitudes of Fourier components but also their phases.
In other words, we can obtain the constraints by minimizing hD2[d ]|d sim

h � d model
h i.

If we compute the terms in d model
h with the same phase as d sim

h , the random fluctua-
tions (from sampling initial conditions) will be canceled and the bias constraints will
improved significantly.

A.2.3 Cubic EFT Counterterms

Exactly the same procedure can be applied to study the cubic EFT counter term. First, let us
consider the UV limits of smoothed cubic kernels ORh

3 (k,�q,q) =WRh(q)2WRh(k)O3(k,�q,q),
which appear in the reducible diagrams :
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The UV limits of smoothed cubic irreducible kernels limk!0 ORh
3 (k � q � p,q,p) =

limk!0WRh(|k�p�q|)WRh(p)WRh(q)O3(k�q�p,q,p) contain many terms and it is there-
fore not convenient to write down the full expressions here. However, we refer to [16] where
one can find a good discussion about the UV limits of the two-loop power spectrum integrals
and gravitational kernels in detail. In addition, to get an intuition of the low-k behaviour of
the orthogonality cubic correlations we refer to Fig 4.7.

Similar to quadratic statistics, the UV limits of cubic kernels require the inclusion of
two counter terms (a constant term a and a k2 term b ) for each cubic statistic. At the field
level, these two counter terms correspond to two higher derivative bias operators, that is
d 2—2d and —2d 3 for constant and k2 counterterms respectively. To summarise, we need
at least two EFT counterterms for each quadratic and cubic statistics which means that to
obtain consistent halo bias constraints up to cubic order from three quadratic and seven cubic
statistics one is required to include O(15)-O(20) EFT counterterms. The large number of
the EFT counterterms for bias measurements is the main motivation for us to use the Taylor
expansion method described in the main text.



B
Fisher Information Matrix

In literature we have seen that people often use two different versions of the Fisher matrix.
One at the fields level and one at the power spectrum level. For our understanding we derive
the Fisher information matrix and compare both formulae. We use an example to measure
s(b1) and s(As) from both formulae and show that they are basically the same. So at the
end we have to be careful what observational data vector we have and then we should decide
which formula to use.

The derivation and discussion in this section is based on [205]. Suppose we have an
n-dimensional data vector d = {d1,d2, . . . ,dn}. The data points xi represent measurements
in cosmology, for instance it could be temperature in the n pixels of a CMB sky or the
counts-in-cells of a galaxy redshift survey or observed galaxy density field. The data vector
d can be thought of as a random variable with some probability distribution p(d,Q), where
Q vector depends on model parameters Q = {q1,q2, . . . ,qn}. This of vector of parameters
is also a random variable. If Q0 represents the vector of true values of model parameters
then we would like to it to be unbiased, that is hQi = Q0, which means the error bars on the
parameters are as small as possible. We can define Fisher information Matrix as follows

Fab =
D ∂ 2L

∂qa∂qb

E
, (B.1)

where L ⌘ �lnp(d,Q) and is called the likelihood function.
We now explicitly compute the Fisher matrix in eq. (B.10) for the case when the

probability distribution p(x,Q) is Gaussian, that is

p(d,Q) =
1

�
2p det(C)

�N/2 exp

 
�

(d� µ)C�1(d� µ)t

2

!
(B.2)
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where µ is the mean of the data vector hdi = µ and C is the covariance matrix. We define
the covariance matrix C and the data matrix D as

C =
⌦
(d� µ)(d� µ)t↵ (B.3)

and
D = (d� µ)(d� µ)t (B.4)

respectively. We can now define the maximum likeliood function L as (by ignoring the
constant part)

2L = ln det(C)+(d� µ)C�1(d� µ)t (B.5)

In matrix form we can write eq. (B.5) as

2L = Tr
h
ln C+C�1D

i
. (B.6)

As the covariance matrix is a symmetric matrix, its derivative will also be a symmetric
matrix. Taking the first derivative of eq. (B.6) with respect to parameters qa and after using
some matrix identities we get

2
∂L

∂qa
= Tr

h
C�1 ∂C

∂qa
�C�1 ∂C

∂qa
C�1D+C�1 ∂D

∂qa

i
. (B.7)

Remember that we evaluate the covariance and the mean at the data vector at the true
parameter values, which gives the following relations:

hDi = C,

⌦ ∂D
∂qa

↵
= 0,

D ∂ 2D
∂qaqb

E
=

∂ µ
∂qa

∂ µ t

∂qb
+

∂ µ
∂qb

∂ µ t

∂qa
.

(B.8)

Using these relations we obtain hL,ai = 0, where the comma notation represents the
derivative. Taking another derivative of eq. (B.7) we get

2
L

∂qa∂qb
= Tr

h
�C�1 ∂C

∂qa
C�1 ∂C
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i
.

(B.9)
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Fig. B.1 Constraints on b1 and As using combined galaxy-lensing 2-point functions. We
show results Fisher analysis at the power spectrum level, given by Eq. (B.12), and at the
fields level, given by Eq. (B.11).

Finally we substitute eq. (B.9) in eq. (B.10) and to get the final expression for Fisher matrix:

Fab =
D ∂ 2L

∂qa∂qb

E
=

1
2

Tr
h
C�1 ∂C

∂qa
C�1 ∂C

∂qb
+C�1

⇣ ∂ µ
∂qa

∂ µ t

∂qb
+

∂ µ
∂qb

∂ µ t

∂qa

⌘i
. (B.10)

If we write the Fisher matrix at the field’s level we can choose the mean of the data vector
hdi = µ = 0 and so eq. (B.10) becomes

Fab =
1
2

Tr
h
C�1 ∂C

∂qa
C�1 ∂C

∂qb

i
. (B.11)

whereas if the data vector comprise of power spectrum then eq. (B.10) can be simplified to

Fab = Tr
h∂ hdi

∂qa
C�1 ∂ hdt

i

∂qb

i
, (B.12)

No matter which one we use we should get the same results. In this work we will use both eq.
(B.11) and eq. (B.12). In a later section we discuss results from auto- and cross correlations
of galaxy with the CMB lensing using 2-pt, 3-pt and 2-& 3-pt functions analysis. For the
2-pt functions we use eq. (B.11) and for 3-pt we use eq. (B.12).

In Fig. B.1 we show that constraints obtained from Eq. (B.11) and Eq. (B.12) are the
same.



C
Limber Approximation

the derivation in this appendix is adapted from [133]. Let us think about the 2D power
spectrum in the flat sky limit (for a comparison with the angular power spectrum). For this
we use x|| as the line-of-sight direction and x? the perpendicular direction. We integrate the
density field along the line of sight direction.

d2D(x?) =
Z

dx||W (x||)d (x?,x||) (C.1)

and in Fourier space

d2D(k?) =
Z

dx? exp(�ik? · x?)
Z

dx||W (x||)d (x?,x||) (C.2)

so the 2D power spectrum is given by

D
d A

2D(k?)d B
2D(k0

?
)
E
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dxA
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(C.3)

Expanding the power spectrum about k|| = 0 and assuming PAB(k?,k||) = PAB

⇣q
k2
||
+ k2

?

⌘

gives

P2D(k?) =
Z

dx||W (x||)AW (x||)B
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1
2

1
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dlnPAB

dlnk
dlnW (x||)A

dlnx||

dlnW (x||)B

dlnx||

+O
�
(k?x||)

�4�
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(C.4)
where the derivatives of PAB are evaluated at k|| = 0. Notice that all of the PAB factors are

independent of x||. Angular power spectrum is related to the 2D projected power spectrum as

l(l +1)Cl ⇡ k2
?

P(k?) (C.5)

for large l.
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Now consider two random fields A(x) and B(x). We define the angular power spectrum
in spherical harmonics as follows

CAB(l) =
Z

kdkPAB(k)
Z

dr1 fA(r1)Jl+1/2(kr1)
Z

dr2 fB(r2)Jl+1/2(kr2) (C.6)

where jl’s are spherical Bessel functions of rank l and f ’s are defined as

fi(r) ⌘
Wi(r)
p

r
i 2 {A,B}. (C.7)

and kr = v = l +1/2
after some simplification (and algebraic manipulation) we get

CAB(l) =
Z dk

k
PAB(k) fA(r) fB(r)

⇢
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v�2

2


d ln fA
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(C.8)

where

s(k) =
d lnPAB(k)

d lnk
and p(k) =

k2
⇣

3P
00

AB(k)+ kP
000

AB(k)
⌘

3PAB(k)
(C.9)

Eqs. (C.8) and (C.9) show the first systematic correction to the Limber approximation
which can be used to reduce the error in the approximation from l�2 to l�4. There are some
observations:

• We see that the convergence of the Limber expansion depends on both v = l + 1/2
and the kernels fA, fB

• If the both the kernels are peaked at the same distance r̄, the 1/v2 term is subdominant
when v � r̄max[sA,sB] where s ’s are the width of the kernels.

• If the kernels are peaked at different distances, say rA � rB +sB where rA and rB are
the location of the maxima, truncating the expansion requires v � r̄(rA � rB)/sAsB

Now going back to Eq. (C.5), let us expand 1
r2 P(v/r) around r = r̄ where r̄ is the peak

distance of kernels WA(r)WB(r) and compare it with Eq. (C.4) we can see that indeed
l(l +1)Cl ⇡ k2

?
P2D(k?) for l +1/2 = r̄k?.


