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1. Introduction

In recent years there has been renewed interest in the study of gauge theories on R3 × S1

in situations that could be amenable to semi-classical treatment. This refers not only to

thermal QCD but also to other QCD-like theories seemingly exhibiting exotic phase dia-

grams which depend on the representation and the boundary conditions for the fermionic

fields. As an example, arguments are given to support the idea that adjoint QCD re-

mains confined for any value of the S1 cycle when fermions are endowed with periodic

boundary conditions [1]-[6]. This temperature independence, interpreted in the spirit of

the Eguchi-Kawai reduction [7], could allow for an analytical approach to confinement

in this theory. Here, as well as in ordinary thermal QCD or in supersymmetric gluo-

dynamics, the relevant semi-classical objects are BPS monopoles and finite temperature

instantons (calorons). Remarkably, these two objects cannot be considered as independent

entities. For non-trivial values of the Polyakov loop at infinity and high temperatures,

calorons split into N (for SU(N)) constituent BPS monopoles [8]-[11], with the well known

Harrington-Shepard caloron [12] corresponding to the case in which N-1 of them become

massless. Non-trivial holonomy calorons provide therefore a particular realisation of the

idea of instanton quarks [13]-[15], instrumental to many semi-classical attempts at explain-

ing confinement in QCD. Constituent monopoles within calorons have been successfully

used for obtaining, yet another, weak coupling computation of the gluino condensate in

4D N = 1 supersymmetric Yang-Mills theory [1]. The success of this approach relies on

the relevance of non-trivial holonomy configurations when the theory is defined on R3×S1

with periodic boundary conditions for the adjoint fermions. On the contrary, in thermal

QCD an old one-loop result by Gross, Pisarski and Yaffe [16] indicates the thermodynamic

suppression of such configurations and consequently seems to point towards the irrelevance

of non-trivial holonomy calorons for finite temperature QCD. Nevertheless, this result has

recently been challenged on the basis of non-perturbative calculations [17] and lattice sim-

ulations [18]. Although the issue is far from being settled, see e.g. [19], it has revived the

interest in applying semi-classical techniques to the analysis of QCD in a thermal set up.

Last but nor least, non-trivial holonomy calorons could as well be of relevance for settling

issues at stake such as that of supersymmetry breaking at finite temperature [20]-[26], or

the previously discussed phase structure of adjoint QCD or other QCD-like gauge theories.

An essential ingredient in the semi-classical analysis of these theories are the zero-

modes of the Dirac operator in the background of the caloron gauge field. Those in the fun-

damental representation have been previously obtained, first for Q = 1 SU(2) calorons [27],

and later generalised for SU(N) [28]. Remarkably they are supported on a single BPS

monopole selected through the choice of boundary conditions for the fermions on the ther-

mal cycle. In the present paper we will focus on the derivation of the zero-modes of the

Dirac operator in the adjoint representation, relevant for supersymmetric gluodynamics as

well as for adjoint QCD. The corresponding expressions for Q = 1 SU(2) calorons have

been obtained in Refs. [29] and [30] for fermions with periodic and anti-periodic boundary

conditions in time. Here we will generalise those formulas to gauge group SU(N).

Let us finally mention that adjoint zero-modes have also interest in the context of
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using eigenstates of the Dirac operator to trace topological structures in the QCD vacuum.

In particular, the use of the so called supersymmetric zero-mode, whose density profile

matches that of the gauge action density, has been advocated by one of the present authors

in Ref. [31]. First successful tests of the proposal were presented both there and in Ref. [32].

The paper is organised as follows. Sections 2 to 4 deal with the general construction of

the adjoint zero-modes (the reader interested only in the specific solutions for the calorons

could go directly to section 6). In section 2 we introduce some basic properties of adjoint

zero-modes and discuss their relation to self-dual deformations of the gauge field. The

derivation of the zero-modes relies heavily on the ADHM formulation for self-dual solutions

of the classical equations of motion which is revised in section 3. There we also describe the

general construction of the adjoint modes as deformations of the ADHM gauge field. The

ADHM formalism has been devised to provide self-dual gauge fields on the sphere or R4.

To deal with more general manifolds one can make use of the Nahm-ADHM formalism. A

general introduction is presented in section 4, starting with the simplest case of the 4-torus.

We discuss there how the Nahm transform provides a mapping between the original self-

dual gauge field and a self-dual gauge field living on the dual torus. We show how the adjoint

zero-modes of the original Dirac operator are mapped onto those of the dual Dirac operator.

In some cases the latter is much simpler than the original one and the Dirac equation can

be easily solved. This constitutes the basis of the construction. It provides adjoint zero-

modes with periodic boundary conditions in time. Anti-periodic modes are derived by

making use of the so called replica trick which is described in section 4.1. The idea is

to replicate the original thermal cycle and solve for the Dirac equation on the replicated

torus. The periodic zero-modes thus obtained can be easily decomposed into periodic and

anti-periodic zero-modes for the original, unreplicated torus. The application of these ideas

to the case of calorons is presented in section 5. Explicit solutions for periodic and anti-

periodic zero-modes are derived in section 6 where we also discuss the generalisation of our

formulas to other periodicity conditions for the adjoint fermions. Section 7 presents some

illustrative examples and discusses in detail some general properties of the solutions such

as periodicity, normalisability and concordance with the expected number of zero-modes

as dictated by the index theorem. Finally, we end in section 8 with a brief summary of the

results and a recollection of possible applications. The most technical details concerning

the derivation of the adjoint zero-modes in sections 5 and 6 are deferred to an Appendix.

2. Generalities about adjoint zero-modes

Our goal is that of studying euclidean adjoint fermionic zero-modes in the background field

of SU(N) calorons. In this section we will revise a set of basic facts about adjoint modes.

They are solutions of the equation

γµDµψ = 0 , (2.1)

where the covariant derivative Dµ = ∂µ − iAµ is expressed in terms of the gauge potential

Aµ. This equation factorises into two Weyl equations for the two chiral components. The
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equation for the left-handed (or positive chirality γ5ψ = ψ) component is

σµDµψ+ = 0 , (2.2)

where the Weyl matrices are σµ = (I, i~τ), and τi are the Pauli matrices. Multiplication

formulas with the adjoint Weyl matrices (σµ = (I,−i~τ))

σµσν = ηµν
α σα (2.3)

σµσν = η̄µν
α σα (2.4)

define the real ‘t Hooft symbols ηµν
α .

All the former equations are valid for all gauge groups and any representation. This

dependence is hidden in the form of

Aµ =
∑

a

Aa
µT

(R)
a , (2.5)

where a runs over the generators of the group and the matrices T
(R)
a are their expression in

representation R. In the adjoint representation the generators (Ta)bc = −ifabc are expressed

in terms of the structure constants of the group fabc. Thus, the covariant derivative Dab
µ is

real. This, together with the definition of σµ implies that given one solution ψ+ one can

construct a linearly independent one ψ+C . In components

ψa
+ =

(
κa

1

κa
2

)
−→ ψa

+C =

(
−κa

2

κa
1

)
= σ2ψ

a
+ , (2.6)

where the bar denotes complex conjugation. Notice that the two vectors form the two

columns of a 2 × 2 matrix Ψa = (ψa
+, ψ

a
+C). This type of matrices define a representation

of the field of quaternions, and from now on we will make no distinction among both sets.

In this notation any linear combination of ψa
+ and ψa

+C can be simply represented by the

multiplication by an arbitrary constant quaternion Q on the right

Ψa −→ ΨaQ . (2.7)

The density is the same for all vectors in this space.

Self-dual gauge fields Aa
µ are those for which the field strength Fµν = i[Dµ,Dν ] satisfies

η̄µν
i Fµν = 0 , (2.8)

for all i = 1, 2, 3. In analysing the solutions of the Weyl equations for self-dual gauge fields,

it is important to consider the possible zero-modes κ(x) of the covariant Laplacian DµDµ.

It is clear that the only zero-modes are functions that are simultaneously annihilated by

all the Dµ (Dµκ(x) = 0). This implies that

[Fµν(x), κ(x)] = 0 . (2.9)

Except for very particular abelian-like gauge fields, this equation will have no solution

other than the trivial one κ(x) = 0. From this result it is easy to conclude that the right-

handed Weyl equation will have no zero-modes. From here one can make use of the index
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theorem [33] to extract the number of zero-modes of the left-handed Weyl equation. Notice

also, that the absence of zero-modes would guarantee the invertibility of the covariant

Laplacian.

Another very important result concerning adjoint zero-modes of self-dual gauge fields

is to realise the connection among self-dual deformations and solutions of the left-handed

Weyl equation. Given a self-dual deformation δAµ, one can choose a representative within

the gauge trajectory satisfying the background gauge condition

DµδAµ = 0 . (2.10)

The existence and uniqueness (up to non-trivial gauge transformations not connected with

the identity) of this representative relies on the invertibility of the covariant Laplacian.

Now, it is simple to see that the condition of self-duality, plus the background gauge

condition amount to

σµDµΨ = 0 , (2.11)

where Ψ = δAµσµ. The relation works both ways, so that there is a one-to-one correspon-

dence between self-dual deformations and left-handed zero-modes. This relation combined

with the index theorem was used in Refs. [34] to count the (dimensionality) number of

moduli parameters of the manifold of self-dual gauge fields.

Notice that if we transform one solution of Eq. (2.11) by right multiplication by a

quaternion Ψ −→ ΨQ the corresponding deformation transforms as

δAµ −→ qν η̄
µρ
ν δAρ = qνη

νρ
µ δAρ , (2.12)

where Q = qµσµ.

A particular class of deformations is associated to symmetries (conformal transforma-

tions of the metric) that do not leave the solution invariant. Particularly interesting is

the case of translations. Translation in the ρ direction gives a deformation ∂ρAµ, which in

general does not satisfy the background field gauge. However, if we write

δAµ = ∂ρAµ +Dµ(−Aρ) = Fρµ , (2.13)

the gauge condition is satisfied. This gives rise to the famous supersymmetric zero-mode

present in conformally flat manifolds.

3. ADHM construction of adjoint zero-modes

In this section we will revise the main formulas of the ADHM construction [35] of self-

dual gauge fields, and in particular the expression of adjoint zero-modes. We will restrict

ourselves to the case of gauge group SU(N).

The ADHM expression for an SU(N) gauge field with topological charge Q is given by:

Aµ(x) = iN †∂µN , (3.1)
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where N is a (2|Q| +N) ×N matrix satisfying N †N = IIN . This vector is annihilated by

the (2|Q| +N) × 2|Q| matrix M :

N †M = 0 . (3.2)

The second index of the matrix M is split into a index running from 1 to |Q| and an

spinorial index α = 1, 2. This matrix has the form:

M = A+Bx̂ , (3.3)

where A and B are constant matrices of the same type as M , and x̂ = xµσµ is an x-

dependent quaternion which acts on the spinorial index.

One can show that Aµ constructed in such a way is self-dual provided the matrix

R = M †M is invertible and commutes with the σµ. Let us find out the implications of

this condition for the matrices A and B. We have that both B†B and A†A must commute

with σµ, and the matrix B†A can be written as Sµσµ with Sµ hermitian. To express this

equation in a more compact way we might introduce some notation, which will turn out

to play an important role in what follows.

Given a 2m× 2m matrix S = Sµσµ, where Sµ are m×m complex matrices, we denote

S = Sµσµ

The overline operation combined with the hermitian conjugate is a particularly interesting

operation (star-operation):

S⋆ ≡ S† = S†
µσµ , (3.4)

which will turn out to be very useful in what follows. In particular, it satisfies

(SQ)⋆ = S⋆Q , (3.5)

(QS)⋆ = QS⋆ , (3.6)

for any square matrix with quaternionic entries S, and an arbitrary quaternion Q. From

here it follows, in the particular case of 2 × 2 matrices (m=1), that (TS)⋆ = T ⋆S⋆. The

subspace of quaternions is characterised by the condition Q⋆ = Q. Furthermore, if the

2 × 2 matrix is of dyadic form S = ξζ†, then

S⋆ = ξCζ
†
C , (3.7)

where the subscript C stands for the “charge-conjugate” introduced in the last section.

Using the previous notation, we can rewrite the ADHM conditions as

(B†A)⋆ = B†A , (3.8)

and

(M †M)⋆ = M †M . (3.9)

This type of equations will appear several times along the paper. If we write as before

S = Sµσµ, the condition S⋆ = S amounts to Sµ = S†
µ.
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Another relation which plays an important role in the following derivations is that,

given an arbitrary 2|Q| square matrix S = Sµσµ, one obtains

σµSσµ = σµSσµ = −2S .

Using this relation we can show that

(∂µ(M †M) + (∂µM
†)M)σµ = 0 . (3.10)

This formula will be important later. The proof is simple. We plug in the expression for

M and perform the derivatives and obtain:

2σµ(B†M)σµ +M †Bσµσµ .

Using σµσµ = 4 and Eq. (3.9) one easily verifies that it vanishes.

Let us now proceed to study the zero-modes of the Dirac operator in terms of the

ADHM quantities introduced above. The expression for the normalised zero-modes in the

fundamental representation, derived in Ref. [36], is given by:

ψ =
1

π
N †BR−1τ2 (B†B)

1
2 . (3.11)

The quantity ψ is a N × 2Q matrix, with the first index being the ordinary colour index.

The second index decomposes into an spinorial one, and another labelling the Q different

linearly independent solutions, in agreement with the index theorem.

The adjoint zero-modes can be derived by exploiting their relation with self-dual de-

formations. These can be obtained by deforming the matrix M and the vector N of the

ADHM construction [37]. It takes the form

δAµ = iδN †∂µN + iN †∂µδN , (3.12)

δN †M = −N †δM , (3.13)

δN †N +N †δN = 0 . (3.14)

Given a deformation δM , the variation of δN is determined from Eq. (3.13). The solution

is not unique since the left-kernel of M is non-trivial. This allows us to choose a solution

δ̃N satisfying

δ̃N †N = 0 , (3.15)

which is also compatible with Eq. (3.14). A general solution would then be

δN = δ̃N − iNω , (3.16)

with w a hermitian matrix. Using the form of the orthogonal projector to the kernel of M:

P = MR−1M † , (3.17)

we might write

δ̃N † = δ̃N †P = −N †δMR−1M † . (3.18)
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Plugging this expression into Eq. (3.12) we arrive at:

δ̃Aµ = iN †
(
δMR−1∂µM

† − ∂µMR−1δM †
)
N ≡ iN †(Hµ −H†

µ)N , (3.19)

where we have moved the partial derivatives around in an obvious way. If instead of this

solution we would have used the general one Eq. (3.16), the result would be

δAµ = δ̃Aµ +Dµω , (3.20)

a gauge transform of the previous one. The quantity Hµ appearing in Eq. (3.19) can be

written as

Hµ = δMσµR
−1B† . (3.21)

From here it is clear, by using the formula

σνσµ = ηνρ
µ σρ , (3.22)

that multiplying δM on the right by an arbitrary quaternion Q = qνσν transforms the

deformation as in Eq. (2.12), namely another one corresponding to the 2-dimensional space

of adjoint zero-modes mentioned in the previous section.

We have obtained the expression of the self-dual deformation in terms of δM , the

deformation of the M matrix. Notice that these deformations are not arbitrary, but should

preserve the form δM = δA+ δBx̂ and preserve the invertibility (trivial) and the condition

of commuting with quaternions. The latter condition can be re-expressed as

T − T ⋆ = T − T ⋆ , (3.23)

where T = M †δM .

Now we should verify whether Eq. (3.19) satisfies the background gauge condition.

Acting with the covariant derivative and after some algebra we obtain

Dµδ̃Aµ = i4N †
(
δB R−1B† −BR−1δB† −BR−1(M †δM − δM †M)0R

−1B†
)
N , (3.24)

where the sub-index 0 amounts to extracting the part commuting with quaternions:

(S)0 ≡
1

2
(S + S) =

1

4
σµSσµ . (3.25)

We leave to the reader the details of reaching to Eq. (3.24). As an aid, we mention

that we have used the form of the matrices M and δM , the previous relations Eq. (3.10)

and Eq. (3.25), and the following formula for the covariant derivative of an object of the

form ω = N †HN :

Dµω = N †∂µ ((II − P )H(II − P ))N =

N †
(
∂µH − ∂µMR−1M †H −HMR−1∂µM

†
)
N . (3.26)

From Eq. (3.24), we conclude that the covariant derivative vanishes provided:

δB R−1B† −BR−1δB† = 0 , (3.27)

(M †δM − δM †M)0 = 0 . (3.28)
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The last equation can be combined with the condition on the deformations δM , Eq. (3.23),

to conclude:

T = T ⋆ , (3.29)

where T = M †δM .

Up to now we have not used the freedom to redefine M without altering the form of

the gauge field Aµ. There are two types of transformations of this kind. The first is to

replace M −→ ML with invertible, constant and commuting with quaternions L. The

second transformation is to modify M −→ VM with V unitary and constant. The same

transformation has to be done to N (N −→ V N). Using these transformations Christ,

Weinberg and Stanton [38] were able to show that the M matrix can be brought to the

following canonical form:

M =

(
q†

Ã− x̂

)
. (3.30)

Then we have

N =

(
IIN
−u

)
F−1/2 , (3.31)

where u is given by

u ≡ M̃−1†q = B†NF 1/2 , (3.32)

with M̃ = Ã−x̂. The N×N matrix F is fixed by the normalisation condition (N †N = IIN ):

F = IIN + u†u . (3.33)

We will now give the expression of the gauge field and the vector potential in this

canonical form. Introducing ω = R−1q, one can show that

u = M̃ωF . (3.34)

Another useful expression is

R−1u =
1

2
(∂̂R−1)qF =

1

2
∂̂ωF , (3.35)

where ∂̂ ≡ σµ∂µ.

With this notation the main expressions for the ADHM fields are given by:

F 1/2Aµ(x)F 1/2 = iu†∂µu− iF 1/2∂µF
1/2 ≡ F 1/2AµF

1/2 − iF 1/2∂µF
1/2 , (3.36)

where

Aµ =
i

2
F 1/2q†σ̄µ∂̂ωF 1/2 . (3.37)

The (chromo-)electric field is given by

Ei = −F−1/2u†τi∂̂ωF
1/2 , (3.38)

and the zero-modes of the Dirac operator in the fundamental representation by:

ψ =
1

2π
F 1/2

(
∂̂ω
)†
τ2. (3.39)
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Now we go back to our main goal of obtaining the adjoint zero-modes. Notice that

δB = 0 so that the first condition implying the background gauge Eq. (3.27) is automati-

cally satisfied. The form of the self-dual deformation can be obtained by using

δM †N = (δq − δÃ†u)F−1/2 , (3.40)

and replacing it in our general formula Eq. (3.19):

δAµ =
i

2
F−1/2(δq† − u†δÃ)σ̄µ∂̂ωF 1/2 + h.c. . (3.41)

The condition that this is a self-dual deformation in the background Lorentz gauge, is

simply Eq. (3.29) where

T ≡M †δM = qδq† + Ã†δÃ − x̄δÃ . (3.42)

The part proportional to x̄ must satisfy the equation by itself (δÃ = (δÃ)⋆). The remaining

part can be rewritten as

Ã†δÃ− (Ã†δÃ)⋆ = −qδq† + (qδq†)⋆ . (3.43)

4. Nahm-ADHM formalism

The ADHM formalism is valid for gauge fields on the sphere or in R4 with appropriate

boundary conditions at infinity. For other manifolds one can use the extension introduced

by Nahm [39]. A particularly symmetric case is that of the 4-torus T 4. Essentially, one can

embed the torus onto R4 and impose the appropriate periodicity conditions. If we look at

the torus configurations as solutions in R4, it is clear that their topological charge Q would

be infinite. Then one can interpret the corresponding matrix indices of the basic ADHM

quantities, M = A+Bx̂ and N , as Fourier coefficients of functions or operators depending

on 4 new dual coordinates zµ. In particular, the matrix B can be chosen as minus the

identity operator (B = −II) and A = D̂µσµ/(2πi). The Nahm-dual covariant derivative

D̂µ is given by

D̂µ =
∂

∂zµ
− iÂµ(z) , (4.1)

expressed in terms of the Nahm-dual gauge field Âµ(z). The operator A† becomes simply

proportional to the Nahm-dual left-handed Weyl operator in the fundamental representa-

tion, and N is replaced by the zero-modes ψ̂(z, x) of the modified Weyl equation

σµ(D̂µ − 2πixµ)ψ̂(z, x) = 0 . (4.2)

With this interpretation all the standard ADHM conditions and formulas adopt a simple

interpretation. For example, the condition that R commutes with quaternions, leads to

the self-duality of the Nahm-dual gauge field. The Weitzenböck formula then gives

R = −
D̂µD̂µ − 4πixµD̂µ − 4π2x2

4π2
, (4.3)
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which obviously commutes with quaternions. Its invertibility follows from the invertibility

of the covariant Laplacian in Nahm-dual space.

The formulas work both ways, so that the Nahm-dual field can be obtained from the

original self-dual field by the standard formula

Âµ(z) = i

∫
dxψ†(x, z)

∂

∂zµ
ψ(x, z) , (4.4)

in terms of the normalised zero-modes ψ(x, z) of the modified Weyl equation in the fun-

damental representation:

σµ(Dµ − 2πizµ)ψ(x, z) = 0 . (4.5)

These zero-modes can also be expressed in terms of Nahm-dual quantities by replacing in

Eq. (3.11) the quantities by their equivalents

ψ(x, z) = −
e2πizx

π

∫
d4z′ ψ̂

†
(z′, x)Ĝ(z′, z;x)τ2 (4.6)

where Ĝ(z′, z;x) is the Green function of the operator R.

In Eq. (4.4) we have omitted the indices labelling the different solutions of the Weyl

equation. The index theorem tells us that there are Q linearly independent solutions,

implying that Âµ(z) is an SU(Q) gauge field. It can be shown that the new field has

topological charge N . Thus, we obtain a mapping between SU(N) and SU(Q) self-dual

gauge fields, which is an involution [40]. The Nahm-dual gauge field lives in the dual torus,

parametrised by zµ, whose periods are the inverse of those that define the original torus.

Considering deformations, the aforementioned mapping implies δM = −δÂµσµ/2π.

Plugging this onto Eq. (3.29) we get

σ̄µD̂µΨ̂ = 0 , (4.7)

where Ψ̂ = σµδÂµ, which is the left-chirality adjoint Dirac equation. Thus, adjoint zero-

modes map onto adjoint Nahm-dual zero-modes and viceversa. A explicit formula can be

read off from Eq. (3.19):

δAij
µ (x) =

i

2

∫
d4z e−2πizxψia(x, z)τ2σµσνδÂ

ab
ν (z)ψ̂

bj
(z, x) + h. c. (4.8)

where colour (i = 1 . . . N) and dual-colour (a = 1 . . . Q) indices are explicitly shown and

repeated indices summed over (spinorial indices are not displayed).

All general properties of the ADHM construction are preserved, and in particular the

fact that the mapping operates among the 2-dimensional spaces formed by each mode and

its CP transform.

4.1 Replicas

There are a set of interesting relations which arise by embedding a self-dual solution on

the 4-torus onto that of a replicated torus with periods being multiples of the original

one. We call the new solution a replicated solution or replica. The replicated solution
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has a topological charge which is a multiple of the topological charge of the original one

Q. Consider for example replicating the solution in one direction by a factor L, then the

topological charge of the replica is QL. If we now take the Nahm transform of this solution

it corresponds to an SU(LQ) self-dual configuration. How does this solution relate to the

Nahm transform of the original configuration? This question was addressed an answered

in a previous paper by one of the authors [41]. The answer is the following one:

ÂR
µ (z) = diag{Âµ(z), Âµ(z +

1

L
), . . . , Âµ(z +

L− 1

L
)} , (4.9)

where the symbol diag constructs an L × L diagonal matrix with its arguments. An

important point to take into account is that the Nahm transform of the replicated solution

lives in a torus (the dual-torus) which is a fraction 1
L of the size of that of the original one.

The transition matrices can be read off from Eq. (4.9). In particular, if Âµ(z) is strictly

periodic with period 1, we have

ÂR
µ (z +

1

L
) = PÂR

µ (z)P † , (4.10)

where P is the L× L ‘t Hooft matrix (Pij = δj i+1).

Adjoint zero-modes of the Dirac equation in the background field of the replicated

solutions can be derived once again from self-dual deformations satisfying Eq. (3.29). They

are connected to deformations of the SU(LQ) Nahm transform satisfying the left-chirality

adjoint Dirac equation on the dual-torus, i.e. Eq. (4.7). The adjoint zero-modes derived

in this way are periodic in the replicated torus but do not necessarily satisfy the same

boundary conditions on the original one. If applied to doubly replicated tori (L = 2),

this trick allows to obtain adjoint zero-modes which are anti-periodic in one direction.

This technique was successfully applied in our previous paper [30] to obtain adjoint zero-

modes of the Dirac equation in the background of SU(2) calorons. Here we will extend the

derivation to general group SU(N).

5. Application for SU(N) calorons

In this section we will modify the previous formalism to make it valid for the case of

calorons. These are self-dual gauge fields living in R3 × S1. The non-compact directions

introduce modifications to the Nahm construction on the torus, which we will now specify.

If we try to construct the Nahm-dual gauge field by the same formulas as before, we should

study the solutions of the Weyl equation in the fundamental representation:

σµ(Dµ − 2πizµ)ψ(x, z) = 0 . (5.1)

The non-compactness of the spatial directions is helpful in trivialising the dependence of

ψ(x, z) on zi, which reduces to simple phase factors of the form exp(2πixizi). With this,

the Nahm-dual gauge field Âµ(z) depends on a single variable z0. There is, however, a

problem that arises at specific values of z0 for which some of the zero-modes become non-

normalisable. This case depends on how fields decay at large distances and this is related
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to the holonomy. The latter is characterised by the eigenvalues of the Polyakov loop at

spatial infinity, i.e.:

P∞ = exp{i 2π diag(Z1, Z2, · · · , ZN )} , with 0 ≤ Z1 ≤ Z2 ≤ · · ·ZN < 1,

N∑

a=1

Za ∈ Z ,

(5.2)

where we have made use of gauge invariance to bring the Polyakov loop to diagonal form

and order the Za in increasing values from 0 to 1. Indeed, non-normalisable solutions can

only occur when z0 coincides with one of the Za. Since the Nahm construction is local this

means that the Nahm-dual fields would be self-dual except at these isolated points in z0
[8], [9].

5.1 Nahm data for Q=1 calorons

The case of Q = 1 calorons is particularly simple, since then the Nahm-dual field Âµ(z) is

abelian and, as already mentioned, depends on a single variable z0 ≡ z. It is furthermore

periodic with period 1.

In this case, the whole scheme can be fitted into the ADHM formalism by identifying,

the matrix Ã, appearing in the Christ-Stanton-Weinberg canonical form, with the Weyl-

Dirac operator associated to the Nahm-dual field:

Ã =
1

2πi

(
∂z − iσµÂµ(z)

)
. (5.3)

Since the Nahm-dual gauge field is self-dual except when z equals one of the Za, the ADHM

condition of commutation of R with the quaternions, can be interpreted as the condition

of self-duality of Âµ(z) up to delta function singularities at Za. These follow from the q(z)

having the form:

q(z) =
N∑

b=1

δ(z − Zb) ζ
b , (5.4)

where ζb is a 2 × N matrix, with spinor index α and SU(N) index i, such that ζb
αi ∝ δbi.

For the case of SU(N) [9, 44] the Nahm-dual gauge field has the following form (Â0 = 0):

Âi = −2π

N∑

a=1

Xa
i χa(z) , (5.5)

which is discontinuous and constant at N intervals. The symbol χa(z) stands for the

characteristic function of the interval (Za−1, Za), assumed to be periodic in z with period

1. As we will see, each interval is associated to one of the N constituent monopoles of

the caloron, and ~Xa will represent its position in 3-space. The length of the intervals

(Za − Za−1) ≡ ma/(2π) define the masses of the constituent monopoles Ma = 2πma/g
2.

Since these intervals (their closure) provide a covering of the whole period, then
∑

ama =

2π.

The ADHM condition implies the following one for the spinors ζb:

ζ†bτiζ
b =

1

π
(Xb+1

i −Xb
i ) ≡

1

π
∆Xb

i . (5.6)
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Notice, that if we sum over all values of b both sides of the equation the right-hand side

vanishes identically, so that there are only N-1 independent spinors ζb, which determine

the relative positions of the monopoles. The overall position of the centre of mass provides

the remaining parameters of the solution.

Given the form of the Nahm data, we can use the Nahm-ADHM formulas Eqs. (3.36)-

(3.41) to construct the caloron vector potential, the field strength, and the fundamental

and adjoint zero-modes. All these general expressions are written in terms the matrix

functions u, F and ω. A detailed evaluation of these quantities for the Q = 1 caloron

case is presented in the Appendix. Here we will focus on deriving explicit formulas for the

adjoint zero-modes satisfying the periodicity conditions:

Ψ(~x, x0 + 1) = ±P∞Ψ(~x, x0)P
−1
∞ , (5.7)

in the gauge in which the caloron vector potential transforms as:

Aµ(~x, x0 + 1) = P∞Aµ(~x, x0)P
−1
∞ . (5.8)

In order to derive the anti-periodic modes we will make use of the replica trick presented

in section 4.1, which we will describe below in detail for the case of the caloron.

5.2 Nahm data for the replicated caloron

In this subsection we will specialise the construction of replicas for the case of the caloron.

Let us concentrate upon the study of the duplicate solution (L = 2). The idea is that of

regarding the ordinary caloron solution presented previously as living in a double torus in

the time-direction. The topological charge, being an additive quantity, is now equal to two.

The Nahm-dual field is a U(2) field, whose structure follows from Eq. (4.9). We have

ÂR
µ (z) =

(
Âµ(z) 0

0 Âµ(z + 1
2 )

)
, (5.9)

where Âµ(z) is the Nahm data of the ordinary caloron, and ÂR
µ (z) is the Nahm data of the

replicated caloron.

We still have to fix the corresponding q for such a replica solution. We will argue that

the solution is actually given by

qR(z) =

(
q(z)

q(z + 1
2 )

)
. (5.10)

Notice that each of the components of qR and ÂR are periodic with unit period, but the

whole set is periodic with period 1/2 with a twist matrix given by τ1:

ÂR
µ (z +

1

2
) = τ1Â

R
µ (z)τ1 . (5.11)

The quantity q transforms by periodicity as follows:

qR(z + 1/2) = τ1q
R(z) . (5.12)
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From here it is possible to use the general formulas of the ADHM construction to verify

that indeed we obtain a replicated solution. In particular we have that uR(z) is given by:

uR(z) =

(
u(z)

u(z + 1
2)

)
, (5.13)

in terms of the quantity u(z) for the normal (unreplicated) caloron. Now

FR − 1 =

∫ 1
2

0
dzuR†(z)uR(z) =

∫ 1

0
dz u†(z)u(z) , (5.14)

which coincides with F − 1 for the caloron. Similarly one can follow the same steps as in

our previous SU(2) paper [30] to show that the replicated gauge potential coincides with

the unreplicated one.

6. Deformations of SU(N) calorons

In order to obtain adjoint zero-modes we must analyse self-dual deformations of the caloron

vector potential. As described in section 3, this is achieved by deforming the corresponding

ADHM-Nahm data. Imposing in addition the background gauge condition, we are led to

Eq. (3.29), i.e:

M †δM = (M †δM)⋆ . (6.1)

Plugging into this formula the expression of M and δM in terms of Nahm data, leads to

σ̄µD̂µΨ̂ = 4π2i(qδq† − (qδq†)⋆) , (6.2)

where Ψ̂ = δÂµσµ and D̂µ = δ0µ∂z − iÂµ is the Nahm-dual covariant derivative in the

adjoint representation. The previous equation should determine both Ψ̂ and δq. The latter

should have the same delta-function singularity structure as q, since that is fixed by the

holonomy.

If one wants to obtain periodic and anti-periodic zero-modes one can apply the same

procedure to the duplicated caloron which has Q = 2 topological charge. The formula now

becomes

σ̄µD̂
R
µ Ψ̂R = 4π2i(qRδqR† − (qRδqR†)⋆) , (6.3)

where the super-index R specifies that the Nahm-dual of the replicated caloron is used.

This is an U(2) gauge field living in a 1-dimensional torus (circle) of period 1
2 , and which

is self-dual except at isolated singularities. The deformations take the form

Ψ̂R =

(
Ψ̂11 Ψ̂12

Ψ̂21 Ψ̂22

)
. (6.4)

The transition matrix is given by the first Pauli matrix τ1. Thus, the boundary condition

is Ψ̂R(z + 1
2) = τ1Ψ̂

R(z)τ1 which implies that the components satisfy

Ψ̂21(z) = Ψ̂12(z +
1

2
); Ψ̂22(z) = Ψ̂11(z +

1

2
) . (6.5)
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The same conditions hold for qR and δqR

δqR(z) =

(
δq̃(z)

δq̃(z + 1
2)

)
. (6.6)

To solve Eq. (6.3) several considerations are important. The first is that δqR is a linear

combination of delta functions with singularities at Za and Zā = Za + 1
2 , which correspond

to the same point on the dual-circle, which has period 1/2. The general form of the upper

component is:

(δq̃)αi(z) =

N∑

a=1

(
ϕa

αiδ(z − Za) + ϕā
αiδ(z − Zā)

)
, (6.7)

Furthermore, Eq. (6.3) has to be understood as an identity among operators acting over

two-component vectors functions of the form:
(

φ(z)

φ(z + 1
2)

)
. (6.8)

Finally, it is easy to prove that each solution is associated to a 1-dim linear space in quater-

nions. More explicitly, given a solution (Ψ̂R, δqR†) a new solution is given by (Ψ̂RQ, δqR†Q)

for any constant quaternion Q.

In solving Eq. (6.3) one must start by determining the form of the δqR coefficients

ϕ, and later by solving the linear inhomogeneous equation for Ψ̂ with fixed singularity

structure.

Let us focus on the delta function structure of both sides of the equation. The singu-

larity structure of the left-hand side is of the following form:

∑

b

[(
Sb Tb

T ′
b S′

b

)
δ(z − Zb) +

(
S′

b T ′
b

Tb Sb

)
δ(z − Zb̄)

]
. (6.9)

This acts by multiplication on the appropriate space of two-component functions. On the

other hand, the right-hand side of Eq. (6.3) is a linear combination of tensor products of

two delta function singularities at points Za and Zā:

∑

A B

QAB

(
δ(z − ZA) δ(z′ − ZB) δ(z − ZA) δ(z′ − ZB̄)

δ(z − ZĀ) δ(z′ − ZB) δ(z − ZĀ) δ(z′ − ZB̄)

)
, (6.10)

where A takes 2N values which run over the values of a and ā, corresponding to Za and Zā

respectively. At first sight this seems quite different to the structure displayed in Eq. (6.9).

However, the matching between both expressions has to be deduced by identifying the

result of acting onto a vector of the appropriate space. The delta function on z′ acts over

the argument function and the result is then integrated over z′ in the interval [0, 1
2 ]. By

comparing this action with the result of acting with Eq. (6.9) we deduce that all coefficients

QAB must vanish except Qaa, Qaā, Qāa and Qāā for a running from 1 to N. In more detail

we conclude that S′
a = 0 and

δabSa = Qab = 4π2i
(
ζaϕb† − ζb

Cϕ
a†
C

)
, (6.11)

δabTb = 4π2i(ζaϕb̄†) , (6.12)

δabT
′
b = −4π2i(ζb

Cϕ
ā†
C ) , (6.13)
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where the label C stands for “charge conjugate” (ζC = σ2ζ̄).

It is convenient to realise that the set of equations involving Sa coincide with those

obtained for non-replicated calorons. Thus, it is to be expected that the corresponding

zero-modes are periodic. On the other hand the equations for T and T ′ occur only for the

replicated caloron and should be associated to anti-periodic zero-modes. This is indeed the

case as we will see in the next two subsections dealing with both cases respectively.

Once the Nahm-dual deformations are obtained we can use our general formula Eq. (3.41)

to obtain the ordinary deformations and adjoint zero-modes:

δAµ =
i

2
F−1/2

∫ 1/2

0
dz
(
δqR† +

1

2π
uR†(z)Ψ̂R(z)

)
σµ∂̂ω

R(z)F 1/2 + h.c. . (6.14)

This formula can be simplified using the periodicity properties of the replicated functions.

This will we done in the following two subsections.

6.1 Periodic adjoint zero-modes

In this section we will deal with the 11 component of Eq. (6.3), and we will show that it

gives rise to the periodic zero-modes. The resulting equation is

∂zΨ̂11 =
∑

a

δ(z − Za)Sa , (6.15)

where Sa is the solution of Eq. (6.11). Notice that Ψ̂11 is constant at intervals, so that in

order to have a solution which is periodic in z with period 1, one must have:
∑

a

Sa = 0 . (6.16)

Now we should find the solution of Eq. (6.11). Excluding exceptional values of ζa,

which will be discussed at the end of this section, we can write

ϕa = Q̄aζ
a , (6.17)

where Qa are quaternions. This is easily seen to be a solution of Eq. (6.11), and furthermore

Sa = QaQa , (6.18)

where the quaternion Qa is defined as

Qa = 4π2i(ζaζa† − ζa
Cζ

a†
C ) = −4πσi∆X

a
i . (6.19)

Notice that the Qa are not independent, since they must satisfy Eq. (6.16).

N∑

a=1

QaQa = 0 . (6.20)

We point that the solution Eq. (6.17) coincides with the result of performing a variation

of the ζ parameters describing the non-replicated caloron solution. For non-vanishing ζa a

general variation can be written as

δζa = Q̄aζ
a . (6.21)
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Thus, the corresponding adjoint zero-modes are expected to be periodic in z. The con-

nection between the ζ-parameters and the position of the constituent monopoles, given by

Eq. (5.6), automatically relates the deformation of these parameters with the modification

of relative position of the monopoles. This relation also implies that the ζa are not all

independent. Summing both sides of Eq. (5.6) for all values of b implies that

∑

b

ζbζb† = λI , (6.22)

which can be recast in the form

∑

b

ζbζb† = (
∑

b

ζbζb†)⋆ . (6.23)

Obviously, the deformed values ζa + δζa must also satisfy this equation, so they are not

independent. It is a trivial exercise, that we leave to the reader, to verify that Eq. (6.20)

automatically enforces this constraint.

We now turn back to solving Eq. (6.20). The first trivial solution amounts to taking

Qa = 0 ∀a. Then δq = 0 and Ψ11 is just a constant quaternion. This is easily seen

to correspond to the supersymmetric zero-mode, whose density coincides with the action

density of the caloron. It is obviously associated to an overall translation of the solution,

i.e. to a change of the centre of mass of the monopoles.

The remaining zero-modes are associated to non-vanishing δζa. To solve the constraint

equation we simply rewrite

Qa =
Qa†

QaQa†
Sa =

σi(∆X
a
i )

4π||∆ ~Xa||2
Sa , (6.24)

in terms of the quaternions Sa, which must add up to zero (Eq. (6.16)).

Now that we have been able to find the variations δq and δÃ which satisfy the back-

ground Lorentz gauge, we can simply apply our general formulas for the adjoint modes:

δAµ(x) =
i

2
F− 1

2

{∫ 1

0
dzδq̃(z)†σ̄µ∂̂ω(z)+

1

2π

∫ 1

0
dzu†(z)Ψ̂11(z)σ̄µ∂̂ω(z)

}
F

1
2 +h.c. . (6.25)

For the supersymmetric mode we have δq̃ = 0 and Ψ̂11 = 2πI. Thus, one obtains

δA0 = 0 and

δAi = Ei =

N∑

a=1

E
(a)
i , (6.26)

as expected. The second equality expresses the decomposition of the electric field into the

contribution of each constituent monopole given by

E(a)
µ =

i

2
F−1/2

∫ Za

Za−1

dz u†(z)σµ∂̂ω(z)F 1/2 + h.c. , (6.27)

where the quantities u(z) and ω(z) are the ADHM functions for the SU(N) calorons given

in the Appendix. Furthermore, the integrals can be performed analytically. Details are

given in the Appendix.
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For the remaining modes one can choose a basis as follows. Take all Sb = 0 except for

two: Sa−1 = 2π and Sa = −2π. This gives

δA(a)
µ (x) = E(a)

µ (x) + Ẽ(a)
µ (x) , (6.28)

where the first term is given by Eq. (6.27) and follows from the term involving Ψ̂11 in the

deformation formula. The remaining piece Ẽ
(a)
µ is associated to the δq piece and has a

similar form to that of the vector potential:

Ẽ(a)
µ = −

i

4
ηiµ

ν

(
∆Xa

i

||∆ ~Xa||2
(Ga

ν − Ga†
ν ) −

∆Xa−1
i

||∆ ~Xa−1||2
(Ga−1

ν − Ga−1†
ν )

)
, (6.29)

where

Gb
α = F−1/2ζ†bσα∂̂WbF

1/2 , (6.30)

with Wb = ω(Zb), and where all the quantities appearing in the formulas are computed in

the Appendix.

Notice that the δA
(a)
µ (x) provide a full basis of the space of periodic deformations. In

particular, the supersymmetric mode follows by addition of all these deformations.

Special cases

In our general discussion of solutions of Eq. (6.11) we excluded several special cases. One of

them is that of vanishing ζa, corresponding to Xa+1
i = Xa

i (coinciding monopole positions).

However, there is another special case which we excluded and gives rise to additional

solutions. This occurs whenever ζa is proportional to ζb
C for two different indices a and b.

This condition leads to ~Xa+1 − ~Xa being anti-parallel to ~Xb+1 − ~Xb. When this situation

occurs there are new solutions to Eq. (6.11) having Sa = 0 and therefore Ψ̂11 = 0 but

δq 6= 0. Using the freedom to choose a representative in the one-dimensional quaternionic

space we might take the solution to be

ϕa
αi = δibζ

a
αa ϕb

αi = −δiaζ
b
αa . (6.31)

Plugging this solution onto the general formula for adjoint zero-modes we obtain:

δAµ =
i

2
F−1/2TF 1/2(Ga

µ + Gb
µ) + h.c. , (6.32)

where T is an N ×N matrix whose only non-zero elements are Tab = −Tba = 1. As we will

see in Section 7 this solution does not satisfy neither periodic nor anti-periodic boundary

conditions except for Za = Zb (periodic) and |Za − Zb| = 1
2 (anti-periodic). One of the

cases analysed in Section 7 will be of this type.

6.2 Anti-periodic adjoint zero-modes

To obtain the anti-periodic modes one has to solve the 12 component of Eq. (6.3) with

the singularity structure determined by Eq. (6.12)-(6.13). Excluding the case in which
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ζa = 0, corresponding to monopoles having coincident locations, the solution is given by

ϕā = Q̄āζ
a, where Qā is an arbitrary quaternion. The equation now becomes

(
σ̄µD̂

R
µ Ψ̂R

)
12

= 4π2i

N∑

a=1

(
ζaζa†δ(z − Za) − ζa

Cζ
a†
C δ(z − Z̄a)

)
Qā . (6.33)

After evaluating the commutator, the left-hand side of the previous equation becomes

(
∂z − iσi [Âi(z) − Âi(z +

1

2
)]
)

Ψ̂12 . (6.34)

We recall that Âi is constant at intervals separating the singular points located at Za

and Zā. Excluding the exceptional case of coinciding values (which can be treated as a

limiting case), there are altogether 2N intervals separating two contiguous singular points.

Furthermore, by the construction, we know that there are N of these singularities in the

semicircle [0, 1
2 ), and the remaining ones are displaced by 1

2 . Let us reorder the values in

increasing order of z (from 0 to 1) and use capital letter subscripts as labels, running over

positive integers modulo 2N. The value of (Âi(z) − Âi(z + 1
2)) in the interval separating

ZA−1 and ZA is constant and will be labelled −2π∆XA
i . On the other hand, the coefficient

of the delta function δ(z − ZA) on the left hand-side of Eq. (6.33) will be labelled LAQĀ,

with QĀ a quaternion. From the periodicity properties under translations in z by 1
2 , we

deduce ∆XA+N
i = −∆XA

i , LA+N = L⋆
A and QA+N = QĀ.

With this notation it is easy to integrate Ψ̂12 in the interval (ZA−1, ZA), giving

Ψ̂12(z) = exp{−i2π(z − ZA−1)σi∆X
A
i }κA−1

+ , for z ∈ (ZA−1, ZA) . (6.35)

At the edge of the interval this gives

κA
− ≡ lim

z→ZA

Ψ̂12(z) ≡ UA A−1κ
A−1
+ . (6.36)

To match the solution at the different intervals one must use

κA
+ − κA

− = LAQĀ . (6.37)

Finally, by imposing periodicity (with period 1) in z, we obtain

κ2N+1
− = W ⋆

1W1κ
1
− +

2N∑

A=1

U2N+1 ALAQĀ = κ1
− , (6.38)

where we have introduced the following 2 × 2 matrices

UBA = Texp{i

∫ ZB

ZA

dz′ σ̄i(Âi(z
′) − Âi(z

′ +
1

2
))} , (6.39)

where Texp is the clockwise-ordered exponential, and B > A. These matrices are like

parallel transporters satisfying

UCA = UCBUBA . (6.40)
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The symbol WA denotes UA+N A. The elementary links UA A−1, appearing in Eq. (6.36),

are simple exponentials having two important properties: they are hermitian and have

unit determinant. Thus, they are elements of SL(2,C), namely of the type corresponding

to boosts in the (1
2 , 0) representation of the Lorentz group. In addition, we have U−1

A A−1 =

U⋆
A A−1. Obviously, all matrices UBA have unit determinant, but in general they cease to

be hermitian. From the periodicity in z it follows that

UB+N A+N = U⋆
BA . (6.41)

In solving Eq. (6.38) one has to distinguish two cases. This depends on whether

I −W ⋆
1W1 is invertible or not. Since W ⋆

1W1 has unit determinant, the previous matrix

is either invertible or zero. The second possibility is exceptional although it affects some

particular arrangements of the monopoles. Thus, in the remaining of this section we would

concentrate on the generic case, corresponding to invertibility of Eq. (6.38), which allows

the determination of κA
+ in terms of QĀ. Later in this section we will clarify the conditions

under which invertibility does not hold and provide the construction of adjoint zero-modes

in that case as well.

To obtain a basis of the space of solutions we will proceed as follows. We construct the

particular solutions for which all the Qb̄ are set to zero except for one b = a, and such that

Qā = 1. Thus, the only discontinuities in the solution take place at z = Za and z = Zā.

The equation can then be solved in the two intervals separating these two singularities.

We have

Ψ̂
(a)
12 (z) = Texp{i

∫ z

Za

dz′ σi(Âi(z
′) − Âi(z

′ +
1

2
))}κa

+ forZa ≤ z ≤ Zā , (6.42)

Ψ̂
(a)
12 (z) = Texp{i

∫ z

Zā

dz′ σi(Âi(z
′) − Âi(z

′ +
1

2
))}κa⋆

+ forZā ≤ z ≤ Za . (6.43)

The integrations have to be done clockwise along the unit circle. Now we should match

the discontinuities from both sides of the equation. This gives simply a particular case of

Eq. (6.38):

(I −W ⋆
aWa)κ

a
+ = i4π2(ζaζa† −W ⋆

a ζ
a
Cζ

a†
C ) . (6.44)

We might now collect the value of δq and Ψ̂12(z) for this solution. Plugging these values

in the general formula for the adjoint zero-modes for the replicated caloron we obtain a

particular anti-periodic self-dual deformation:

δA(ā)
µ =

i

2
F− 1

2 ζa†σµ∂̂WāF
1
2 +

i

4π
F− 1

2

∫ 1

0
dz u†(z +

1

2
)Ψ̂

(a)
12 (z +

1

2
)σµ∂̂ω(z)F

1
2 , (6.45)

where Wā = ω(Zā).

The general anti-periodic zero-mode can be obtained by a linear combination with

quaternionic coefficients of these N linearly independent solutions:

Ψ(x) ≡ δAµσµ =

N∑

a=1

δA(ā)
µ σµQā . (6.46)

The counting agrees with the prediction of the index theorem. In the Appendix we show

how to compute the integrals in Eq. (6.45) analytically.
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Special cases

Our previous construction has focused in the solution of the problem for the generic case,

but there are several particular cases which are interesting and do not fall into the previous

category. In particular, we have to address the case for which W ⋆
aWa = I. First we should

explain in which cases does this situation arise, and then find the general solution for

Nahm-dual deformations for it.

Given the properties of the UBA matrices introduced earlier, one easily concludes that

the necessary and sufficient condition for W ⋆
aWa = I, is that Wa are hermitian. This

happens for all values of a or for none. The hermiticity condition on Wa amounts, via the

connection to the Lorentz group, to the problem of whether there exist a product of N

boosts which is itself a boost. Obviously, this occurs whenever the boosts are collinear. In

our case this occurs when all monopoles lie along a straight line, and in cases where the

appropriate relative positions of monopoles are aligned. We do not know the answer to the

general case but we have investigated the SU(3) and SU(4) cases and found that this in

indeed the only solution for SU(3). For SU(4) a necessary condition is that the monopole

relative positions must be coplanar and there are indeed an infinite set of solutions which

are not collinear in which we will encounter such a situation.

In order to perform the construction of adjoint zero-modes in this case we examine the

form of Eq. (6.38) in our case. We get

0 =
2N∑

A=1

U2N+1 ALAQĀ =
N∑

A=1

(W ⋆
1 UN+1 ALA + U⋆

N+1 AL
⋆
A)QĀ . (6.47)

To make this equation more clear we introduce the square root S of W1 (S2 = W1), with

the property SS⋆ = I. This is possible given the properties of W1. Multiplying the previous

equation by S we arrive at

0 =

N∑

A=1

QĀQĀ , (6.48)

where the quaternion QĀ is given by

QĀ = S⋆ UN+1 ALA + (S⋆ UN+1 ALA)⋆ . (6.49)

Eq. (6.48) is similar to the one appearing for the periodic deformations, and the conclu-

sions are similar. There are N-1 independent solutions with QĀ 6= 0 in addition to the

homogeneous QĀ = 0 one.

The subsequent steps to obtain the explicit form of Ψ̂12 and δq̃ for each solution of

Eq. (6.48) are straightforward and we will skip them.

6.3 Adjoint zero-modes with more general boundary conditions

It is easy to generalise our construction to obtain adjoint zero-modes of the Dirac operator

with more general periodicity conditions. These solutions turn out to be useful in several

contexts. For instance, they have been used to define the so-called dual quark conden-

sate [42], which has been recently used to the study of the SU(2) gauge theory with adjoint
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fermions [43]. They could also prove to be useful in probing the topological content of the

QCD vacuum [31, 32], in analogy with the case of fundamental zero-modes [18].

In this section, we will indicate how to make use of the replica procedure described in

section 4.1 to obtain solutions of the adjoint Dirac equation with periodicity given by

Ψ(~x, x0 + 1) = ei
2πn

L P∞Ψ(~x, x0)P
−1
∞ , n, L ∈ Z . (6.50)

The construction is a straightforward generalisation of the one for anti-periodic zero-modes.

It is based on replicating the caloron L times in the time direction, and solving the adjoint

Nahm-dual Dirac equation, Eq. (6.3), for the replicated solution. The Nahm-dual gauge

connection is given by Eq. (4.9), with transition matrices given in terms of the ’t Hooft

matrix P :

ÂR
µ (z +

n

L
) = PnÂR

µ (z)Pn† . (6.51)

In what concerns qR(z), it is given by

qR(z) =




q(z)

q(z + 1
L)

.

.

q(z + L−1
L )



, (6.52)

The deformations Ψ̂R take the form of the L × L generalisation of Eq. (6.4), with peri-

odicity condition identical to that of ÂR
µ (z) given above. The structure of δqR is also a

straightforward generalisation of Eq. (6.6). It is given by an L vector with components

made up of a linear combination of delta functions with singularities at Za,q ≡ Za + q/L,

with q = 0, · · · , L− 1. The top component for example can be written as:

(δq̃)αi(z) =

N∑

a=1

L−1∑

q=0

ϕa,q
αi δ(z − Za,q) . (6.53)

To obtain solutions with periodicity given by Eq. (6.50) one has to solve the equations

involving the Ψ̂1n component of Ψ̂R. As in the case of the duplicated caloron, on must first

determine the singularity structure of Eq. (6.3). The left hand side of the equation is of

the form:

N∑

b=1

L−1∑

q=0

δ(z − Zb,q)P
q




Sb,0 T 1
b,0 · · · TL−1

b,0

T 1
b,1 Sb,1 · · · TL−1

b,1

. . · · · .

T 1
b,L−1 T 2

b,L−1 · · · Sb,L−1


P q† . (6.54)

An analysis analogous to that for the duplicated caloron allows to conclude that Sb,q and

T l
b,q are all zero except for Sb,0, T

q
b,0 and TL−q

b,q for which:

δabSa,0 = 4π2i
(
ζaϕb,0† − ζb

Cϕ
a,0†
C

)
(6.55)

δabT
q
b,0 = 4π2i (ζaϕb,q †), q = 1, · · · , L− 1 (6.56)

δabT
L−q
b,q = −4π2i (ζb

Cϕ
a,q †
C ), q = 1, · · · , L− 1 . (6.57)
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Note that the equation involving Sa,0 is identical to the one for the periodic zero-mode.

The sought solutions with periodicity given by Eq. (6.50) involve instead the equations

depending on T n
b,0 and TL−n

b,n . As for anti-periodic zero-modes, excluding the case in which

ζa = 0, the solution is given by setting all ϕa,q to zero except for q = n for which:

ϕa,n = Q̄a,nζ
a, with an arbitrary quaternion Qa,n. The final equation becomes:

(
∂z − iσi [Âi(z) − Âi(z +

n

L
)]
)

Ψ̂1n = T n
a,0 δ(z − Za,0) + TL−n

a,n δ(z − Za,n)

≡ 4π2i

N∑

a=1

(
(ζaζa †) δ(z − Za,0) − ζa

Cζ
a †
C δ(z − Za,n)

)
Qa,n . (6.58)

This equation is very similar to the one for the anti-periodic case and can be solved using

the same techniques. Once the solution has been obtained the adjoint zero-modes with the

required periodicity can be derived from:

δAµ =
i

2
F− 1

2

N∑

a=1

ζa†Qa,nσµ∂̂Wa,nF
1
2 +

i

4π
F− 1

2

∫ 1

0
dz u†(z +

n

L
)Ψ̂1n(z +

n

L
)σµ∂̂ω(z)F

1
2 ,

(6.59)

where Wa,n = ω(Za,n).

7. Analyses of the solutions

In this section we will study several properties of the solutions constructed in the previous

sections. In particular, we will verify their assumed periodicity properties and discuss their

orthogonality and normalisability. We will show several explicit examples that illustrate

the density profiles of the solutions and their relation to the gauge field density and the

position and masses of the constituent monopoles.

7.1 Periodicity

Here we will argue that the solutions presented in the previous sections have the required

(anti)periodicity in time. This can be easily derived taking into account the transformation

properties of u and w under a time shift by one period. Using the formulas for u and w

derived in the Appendix, it can be checked that:

u(z, x0 + 1) = ei2πz u(z, x0)P
−1
∞ , (7.1)

and that an identical expression holds for w(z, x0). Using in addition that δq and the Nahm

data do not depend on x0, and that F = IIN +u†u, the appropriate periodicity is obtained

for periodic, Eq. (6.25), and anti-periodic, Eq. (6.45), solutions. To show that the term in

δq satisfies the required periodicity in time, one must realise that

ζa†e2πiZa = P∞ζ
a† (7.2)

These formulas also serve to substantiate the claim that the adjoint zero-modes associated

to Eq. (6.59) satisfy the boundary conditions given in Eq. (6.50). The additional zero-modes

given in Eq. (6.32) fail to satisfy simple boundary conditions unless P−1
∞ TP∞ = ±T .
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7.2 Normalisability

To analyse the normalisability of our solutions one can make use of the general formulas for

the norm and the scalar products of the solutions derived in [8, 44] in terms of the Nahm

data. Following [44] one can compute the scalar products of the zero-modes in terms of

the quaternionic quantities:

〈Ψ,Ψ′〉 ≡

∫
d~x

∫ 1

0
dtTr

(
Ψ†(x)Ψ′(x)

)
=

∫ 1

0
dz
(
Ψ̂†

11(z) Ψ̂′
11(z) + Ψ̂†

12(z) Ψ̂′
12(z)

)

+ 4π2

∫ 1
2

0
dz

∫ 1
2

0
dz′
(
δq̃(z) δq̃ ′†(z′) + (δq̃(z) δq̃ ′†(z′))⋆

)
(7.3)

+ 4π2

∫ 1

1
2

dz

∫ 1

1
2

dz′
(
δq̃(z) δq̃ ′†(z′) + (δq̃(z) δq̃ ′†(z′))⋆

)

where Ψ = δAµσµ, Tr denotes the trace over colour indices, and δq̃ is given by Eq. (6.7). No-

tice that, given the shift by 1
2 in the singularity position in δq̃ for periodic and anti-periodic

solutions, the formula automatically gives the orthogonality of both sets of solutions. In

the following two subsections we will analyse the scalar products within each set separately

(periodic and anti-periodic).

7.2.1 Periodic zero-modes

The generic periodic zero-modes correspond to solutions where Ψ̂12 = 0 and δq̃(z) =∑N
a=1 ϕ

aδ(z − Za). Accordingly:

〈Ψ,Ψ′〉 =

∫ 1

0
dz
(
Ψ̂†

11(z) Ψ̂′
11(z)

)
+ 4π2

N∑

a=1

(
ϕaϕ′a† + (ϕaϕ′a†)⋆

)
, (7.4)

where we have used the fact that ϕaϕ′b† is proportional to δa,b for our choice of variations:

ϕa = Q̄aζ
a, ϕ′a = Q̄′

aζ
a.

Let us start with the supersymmetric CP-pair of zero-modes Eq. (6.26), given by

ϕa = 0, ∀a, and Ψ̂11(z) a constant quaternion. From eq. (7.4) it follows that the solution

is normalisable with norm 4π2. This can also be derived using the already discussed pro-

portionality between the density of the supersymmetric zero-modes and the action density

of the caloron, i.e. δA0 = 0 and δAi = Ei, with Ei the electric field of the self-dual caloron.

We now proceed to analyse the normalisability of the remaining zero-modes. Consider

the solution given by Ψ(a) = δA
(a)
µ σµ, with δA

(a)
µ = E

(a)
µ + Ẽ

(a)
µ as in Eq (6.28). They

correspond to setting Ψ̂
(a)
11 = 2πχa(z), and all ϕb equal to zero except for b = a − 1 and

b = a, for which they are given by Eqs. (6.17) and (6.24), with Sa−1 = −Sa = 2π. Using

formula (7.4) we obtain the following expression for the scalar products:

〈Ψ(a), Ψ(b)〉 = 2πma δab +
π

||∆ ~Xa||
(δab − δa+1 b) +

π

||∆ ~Xa−1||
(δab − δa−1 b) . (7.5)

The set becomes orthogonal in the limit in which the N constituent monopoles of the

caloron are infinitely separated, i.e. ||∆ ~Xa|| → ∞, for all a. As mentioned in section 6.1,
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the supersymmetric zero-modes can be obtained as the linear combination Ψ =
∑N

a=1 Ψ(a).

This correctly reproduces the fact that in the limit of large separation the energy density

of the caloron decomposes in the sum of N BPS monopoles with respective masses equal

to 2πma/g
2. Each of them carries a CP-pair of periodic zero-modes given by Ψ(a) =

(ψ(a), ψ
(a)
C ), in accordance to the Callias index theorem for BPS monopoles [45].

7.2.2 Anti-periodic zero-modes

In a similar way we can derive the expression for the scalar products of the anti-periodic

zero-modes. They correspond to solutions with Ψ̂11 = 0 and δq̃(z) =
∑N

a=1 ϕ
āδ(z − Zā),

with ϕā = Q̄āζ
a. The general formula for the scalar products reduces in this case to:

〈Ψ,Ψ′〉 =

∫ 1

0
dz
(
Ψ̂†

12(z) Ψ̂′
12(z)

)
+ 4π2

N∑

a=1

(
ϕāϕ′ā† + (ϕāϕ′ā†)⋆

)
. (7.6)

We will only provide here an explicit expression for the generic case presented in

section 6.2, non-generic situations are left to the reader. The generic solutions are given

by Ψ(ā) = δA
(ā)
µ σµ, with δA

(ā)
µ as in Eq. (6.45). They are obtained by setting all ϕb̄ to zero

except for ϕā = ζa, and by taking Ψ̂12 as in Eqs. (6.42), (6.43). Inserting these expressions

into the formula for the the scalar products, we obtain:

〈Ψ(ā), Ψ(b̄)〉 = 4π ||∆ ~Xa|| δab +
2N∑

A=1

δA

g(2πδA ||∆ ~XA||)
Oa†

A e−i2πσ̄iδA∆XA
i Ob

A , (7.7)

where δA = ZA − ZA−1, and

Oc
A = Texp{i

∫ ZA−1

Zc

dz′ σi(Âi(z
′) − Âi(z

′ +
1

2
))}κc

+, for (ZA−1, ZA) ⊂ (Zc, Zc̄) ,

Oc
A = Texp{i

∫ ZA−1

Zc̄

dz′ σi(Âi(z
′) − Âi(z

′ +
1

2
))}κc⋆

+ , for (ZA−1, ZA) ⊂ (Zc̄, Zc) .

7.3 Zero-mode density profiles

We proceed now to discuss some illustrative examples of periodic and anti-periodic zero-

modes for different gauge groups. In order to obtain the density profiles we have developed

two independent numerical codes which work for general SU(N) gauge group and give

matching results. We will discuss separately the cases corresponding to different periodicity.

7.3.1 Periodic zero-modes

Figure 1 displays results for the gauge group SU(3) and for three different choices of the

monopole masses: m1 = m2 = m3 = 2π/3; m1 = m2 = π/2, m3 = π; and m1 = m2 = π/3,

m3 = 4π/3. In all cases the monopoles are located on the vertices of an equilateral triangle

of side 2. We plot both the density of the supersymmetric CP-pair of zero-modes and

the 3 CP-pairs denoted previously by Ψ(a). The figure exemplifies how in the regime in

which ||∆ ~Xa|| > 1, ∀a, the action density of the caloron, given by the density profile of the

supersymmetric zero-mode, decomposes into three constituent BPS monopoles. Each of
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Figure 1: Contour plots of the periodic zero-mode densities in the x = t = 0 plane for gauge group

SU(3). The three columns display, from left to right, the zero-modes corresponding to monopole

masses: m1 = m2 = m3 = 2π/3; m1 = m2 = π/2, m3 = π; and m1 = m2 = π/3, m3 = 4π/3.

The top row displays the supersymmetric zero-modes and the lower three the non-supersymmetric

modes, i.e. δA
(a)
µ as in Eq. (6.28), with, from top to bottom, a = 1, 2, 3. Monopoles are localised

on the vertices of an equilateral triangle of side 2, on the x = t = 0 plane. The small filled circles

indicate the monopole positions, starting from the top monopole in each plot and in clockwise sense:
~X1-green, ~X2-yellow, ~X3-black.

them carries a CP-pair of adjoint zero-modes given in this limit by the solutions parametrised

by Ψ(a).
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Figure 2: Contour plots of the periodic zero-mode densities at the t = x = 0 plane for gauge group

SU(3) and the equal mass case. The zero-modes have been constructed from orthogonal combi-

nations of the Ψ(a) described in Eq. 7.8. The plot on the left corresponds to the supersymmetric

mode, the ones on the right display the other two orthogonal modes. Monopoles are localised on

the vertices of an equilateral triangle of side 0.1, on the x = t = 0 plane. The small filled circles

indicate the monopole positions, starting from the top monopole in each plot and in clockwise sense:
~X1-green, ~X2-yellow, ~X3-black.

In the opposite limit in which ||∆ ~Xa|| << 1, ∀a, the caloron becomes an ordinary

BPST instanton and the action density recovers spherical symmetry. For the equal mass

case and with monopoles located on the vertices of an equilateral triangle, the symmetry

properties allow us to obtain three orthogonal modes, given by the supersymmetric mode

and two other linear combinations. The latter are obtained in terms of the following linear

combinations of the Nahm data

Ψ̂
(1)
11 + Ψ̂

(2)
11 e

− 2
3
πσ3 + Ψ̂

(3)
11 e

2
3
πσ3 ,

Ψ̂
(1)
11 + Ψ̂

(2)
11 e

2
3
πσ3 + Ψ̂

(3)
11 e

− 2
3
πσ3 ,

with analogous combinations for the δq̃† terms. The resulting density profiles, for an

equilateral triangle of side 0.1, are presented in figure 2.

Figure 3 displays the periodic zero-modes for gauge group SU(4) and for equal mass

monopoles arranged on the vertices of a square of side 2. Again each non-supersymmetric

CP-pair of zero-modes has support on a single constituent monopole. The limit of small

separation reproduces again the situation for the BPST instanton.

7.3.2 Anti-periodic zero-modes

In this subsection we will focus on describing a few representative examples of anti-periodic

zero-modes for SU(3) and SU(4). We have already discussed in section 6.2 that one has

to distinguish two main cases depending on the invertibility of I −W ⋆
1W1. We will only

focus on the generic situation which correspond to the invertible case. This covers all the

possible cases for SU(3) although not for SU(4).
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Figure 3: Contour plots of the supersymmetric (left) and non-supersymmetric (right) periodic

zero-mode densities on the x = t = 0 plane for gauge group SU(4) and the equal mass case. We

only show one of the non-supersymmetric zero-modes, Ψ(1). The rest look alike but rotated by 90,

180 and 270 degrees along the x symmetry axis. Monopoles are localised on the vertices of a square

of side 2, on the x = t = 0 plane. The small filled circles indicate the monopole positions, starting

from the top-right monopole in each plot and in clockwise sense: ~X1-green, ~X2-black, ~X3-red,
~X4-yellow.

Let us start with the SU(3) case for which the three CP-pairs of solutions, i.e. Ψ(ā) ≡

δA
(ā)
µ σµ, are given by Eqs. (6.42)-(6.45). The first thing that singles out anti-periodic

as compared to periodic zero-modes is their localisation with respect to the constituent

monopole positions. For well separated monopoles the Ψ(ā) CP-pair of zero-modes has

support on the monopole attached to the interval [Zb−1, Zb] containing Zā = Za + 1
2 . This

gives rise to different possibilities depending on the monopole masses. Fig. 4 displays three

characteristic cases corresponding to: m1 = m2 = m3 = 2π/3; m1 = m2 = π/2, m3 = π;

and m1 = m2 = π/3, m3 = 4π/3. The first one is analogous to the periodic case (Fig. 1) in

that each monopole supports one CP-pair of zero-modes. This changes, however, when one

of the monopole masses exceeds π. In that case the more massive monopole attracts the full

set of anti-periodic zero-modes and the rest support none. The intermediate case is a limit

between the two situations in which two of the zero-modes become delocalised 1. These

results match the predictions of the index theorem for SU(N) self-dual configurations on

R3×S1. We will make here a brief interlude, following Ref. [46], to show that this is indeed

the case. We will not give the general formula for the index but we will directly analyse

the case for SU(3), relevant for the discussion of Figs. 1 and 4. The reader is referred to

Ref. [46] for the general treatment.

The index in the adjoint representation can be written in terms of the topological

charge Q, the eigenvalues of the holonomy Za (equivalently the monopole masses) and the

magnetic charges (M1, · · · ,MN−1). The latter are derived from the asymptotic behaviour

1An analogous result was obtained for SU(2) in our previous paper [30].
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Figure 4: Contour plots of the anti-periodic zero-mode densities on the x = t = 0 plane for

gauge group SU(3). The three columns display, from left to right, the zero-modes corresponding

to monopole masses: m1 = m2 = m3 = 2π/3; m1 = m2 = π/2, m3 = π; and m1 = m2 = π/3,

m3 = 4π/3. The three rows display the modes corresponding to δA
(ā)
µ as in Eqs. (6.42)-(6.45), with,

from top to bottom, a = 1, 2, 3. Monopoles are localised on the vertices of an equilateral triangle

of side 2, on the x = t = 0 plane. The small filled circles indicate the monopole positions, starting

from the top monopole in each plots and in clockwise sense: ~X1-green, ~X2-yellow, ~X3-black.

of the magnetic field at spatial infinity, i.e.

~B(|~x| → ∞) =
~x

|~x|3
diag(n1 − nN , n2 − n1, · · · , nN − nN−1) , (7.8)

with magnetic charges given by Mi = ni − nN . Note that one can fit both calorons and

BPS monopoles into this description. For the latter, there are N elementary types of

monopoles obtained by setting ni = 1, with nj 6=i = 0 and i = 1, · · · , N . The monopole that

corresponds to taking i = N is usually called the Kaluza-Klein monopole and has magnetic

charges (−1, · · · ,−1). Calorons with topological charge Q = 1 have zero magnetic charge

and are obtained by setting all ni equal to one, reproducing therefore the picture of the

caloron as a composite of N BPS monopoles.
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Figure 5: Contour plots of the anti-periodic zero-mode densities on the x = t = 0 plane for SU(4)

and the equal mass case. The relative positions of the monopoles are such that ∆ ~X2 = −∆ ~X4 =

−2k̂. The upper plots display Ψ(1̄) (left) and Ψ(3̄) (right). The lower plots display the linear

combinations Ψ(1̄) − Ψ(3̄) (left) and Ψ(1̄) + Ψ(3̄) (right). The remaining modes can be obtained by

rotating each of these plots by 90 degrees. Monopoles are localised on the vertices of a square of side

2, on the x = t = 0 plane. The small filled circles indicate the monopole positions, starting from the

top-right monopole in each plot and in clockwise sense: ~X1-green, ~X2-black, ~X3-red, ~X4-yellow.

In terms of the ni and the monopole masses the index in the adjoint representation of

SU(3), giving the number of periodic zero-modes, is [46]:

Iadj(Q,n1, n2, n3) = 2NQn3 −
3∑

i=1

ni

(
2 [−vi] − 2 [vi] −

∑

i6=j

([−vj ] − [vj ])
)

(7.9)

where vi = mi/2π, for i = 1, 2, v3 = m3/2π − 1, and [v] ≡ max{n ∈ Z |n ≤ v}. Note

that the Kaluza-Klein monopole is peculiar in that it receives a contribution from the

topological charge term. It is easy to check from the formula that, for monopole masses

smaller than 2π and Q = 1, each monopole supports 2 periodic zero-modes in agreement

with the index theorem by Callias. The formula also gives a correct counting of the number
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of periodic zero-modes for the Q = 1 caloron, i.e. 2N. To compute the number of anti-

periodic zero-modes we have to resort again to the replica trick. After replicating once in

time we obtain that Q→ 2Q and vi → 2vi. Accordingly the number of zero-modes for the

replicated caloron is 4N , out of which 2N are periodic and 2N anti-periodic on the original

torus. In what refers to monopoles, it is easy to check that the formula for the index in

the replicated torus gives:

• Ifm1 = m2 = m3 = 2π/3, then: IR
adj(Q = 2, n1, n2, n3) = 4n1+4n2+(4N−8)n3. Each

monopole supports 4 periodic zero-modes in the replicated torus. This implies two

periodic plus two anti-periodic zero-modes in the original configuration as observed

in the corresponding plots of Figs. 1 and 4.

• If m1 = m2 = π/3, m3 = 4π/3, then: IR
adj(Q = 2, n1, n2, n3) = 2n1 + 2n2 + (4N −

4)n3. Monopoles 1 and 2 have only two zero-modes in the replicated torus, while

the more massive monopole, attached to n3, has 8 zero-modes. Out of those 2 for

each monopole correspond to periodic zero-modes of the original configuration. We

obtain therefore the result advanced in Figs. 1 and 4: monopoles 1 and 2 support no

anti-periodic zero-modes, while monopole 3 carries 6 anti-periodic zero-modes.

More general situations can also be analysed using the expression for the index given in

Eq. (7.9).

We proceed now to present results for the gauge group SU(4). We will restrict the

discussion to the case of equal mass monopoles localised on the vertices of a square. Given

that the monopole relative positions are coplanar this admits special solutions as the ones

discussed in section 6.2. However, we will only consider the case having ∆ ~X2 = −∆ ~X4 =

−2k̂, which belongs to the generic situation in which I−W ⋆
1W1 is invertible. Thus, the zero-

modes are given by Eqs. (6.42)-(6.45). The alternative choice having ∆ ~X2 = ∆ ~X4 = −2k̂,

gives rise to W ⋆
1W1 = I. The solutions can be obtained by the construction following

Eqs. (6.48), (6.49), but will not be presented here.

Figure 5 displays the invertible case with monopoles localised on the vertices of a

square of side 2. The fact that zero-modes are not attached to a single BPS monopole

is related to a singularity of the equal mass case for SU(4). It happens that every Zā

coincides with one of the eigenvalues of the holonomy (Zb for some b). Consequently it

lies between two monopole intervals and the zero-mode density spreads among both. The

a = 1 case for instance has the singularity at Z1̄ = Z3, therefore the density profile should

be attached to monopoles 3 and 4 and aligned with the 3-4 relative position: ∆ ~X4 = 2k̂.

The upper-left plot of Fig. 5 shows that this is indeed the case. Note in addition that the

anti-parallelism of ∆ ~X2 and ∆ ~X4 corresponds to the condition for the existence of spurious

solutions with modified periodicity described at the end of section 6.1. According to the

discussion presented there whenever this condition holds it should be possible to find a pair

of zero-modes for which Ψ̂11 = 0 and only the term in δq̃ survives. As already discussed,

for equal mass monopoles these spurious solutions do give rise to anti-periodic zero-modes.

Indeed, two such solutions can be obtained from the linear combinations Ψ(2̄) + Ψ(4̄) and

Ψ(1̄) +Ψ(3̄). The latter and the alternative combination Ψ(1̄) −Ψ(3̄) are displayed in Fig. 5.
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8. Summary and Outlook

In this paper we have addressed the analytical construction of adjoint zero-modes of the

Dirac equation in the background field of SU(N) Q = 1 calorons, thus extending our pre-

vious SU(2) results ([29]-[30]). We have covered both periodic and anti-periodic boundary

conditions in time. The latter is useful for the semi-classical study of N = 1 SUSY Yang-

Mills at finite temperature and the longstanding issues of Supersymmetry breaking. In

this paper we have made an effort to make a complete study of the problem of adjoint

zero-modes in SU(N) Yang-Mills theory, presenting general formulas and derivations for

the ADHM construction, the Nahm transform on the torus, and, finally, for the caloron

case. Thus, we hope this paper could serve as a useful reference for researchers interested

in gluino zero-modes.

Although the formulas for SU(N) contain those for the SU(2) case, it is found out

that the latter case is quite exceptional in several aspects, so that the generalisation is

far from being trivial. Ultimately, given the generality of our formulas, we hope that they

will be instrumental in addressing several open issues, including theoretical problems about

higher charge calorons, the finite temperature behaviour of SUSY Yang-Mills theory, which

the authors intend to address themselves in future publications, and other applications of

adjoint zero-modes mentioned in the Introduction of this paper.
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A. Appendix.

In this appendix we will collect different formulas and calculations of a more technical type

needed to complete the analytical computations of zero-modes described in the text. We

will start by generalising the calculation of u and ω for SU(N) calorons.

A.1 Computation of ω and u

In this subsection we derive explicit formulas for the basic ADHM quantities ω and u in

terms of our Nahm data. Here we will follow the same procedure given in Ref. [29] for

SU(2). Most of our formulas are generalised in a simple way, so we will be very sketchy in

the derivation and invite the readers to consult that reference.

All interesting functions belong to the space of linear combinations of the following

2N functions:

Ψ±
a (z) ≡ Ψ(±)(z − ZM

a , x−Xa,
ma

4π
) , (A.1)
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where ma and Xa are the mass and position of the a-th constituent monopole, ZM
a are the

midpoints of the intervals in z, ZM
a = (Za + Za−1)/2, x is the space-time coordinate and

Ψ(+)(z, x, δ) = χ(−δ, δ) ei2πx̄z (A.2)

Ψ(−)(z, x, δ) = χ(−δ, δ) ei2πx̂z (A.3)

Using the form of the operator M̃ ≡ Ã − x̂ IIQ, see Eq. (5.3), and the equations fulfilled

by the functions u and ω, i.e. Eqs. (3.32)-(3.35), it is easy to deduce that they can be

expanded as:

u(z) =
∑

a

ua(z) =
∑

a

(Ψ+
a (z)Aa) (A.4)

ω(z) =
∑

a

ωa(z) =
∑

a

(Ψ+
a (z)D(+)

a + Ψ−
a (z)D(−)

a ) (A.5)

∂̂ω =
∑

a

(4πi(z − ZM
a )Ψ+

a (z)D(+)
a + Ψ+

a (z)S(+)
a + Ψ−

a (z)S(−)
a ) (A.6)

where the coefficients (Aa, D
(±)
a , S

(±)
a ) are 2 ×N matrix functions of space-time x. These

can be determined by matching the value of the functions at the edges of the intervals to

satisfy the delta function part of the equations. For that we would need to introduce the

2 × 2 matrix E′ defined as:

E′ǫ′ǫ
a = Ψǫ

a(z = ZM
a + ǫ′

ma

4π
) (A.7)

where ǫ and ǫ′ take the values ±1. The inverse matrix is given by

E′−1
a =

g(mara)n̂a

2mara
× E†

a (A.8)

where Ea is a new matrix. The symbol n̂a stands for a hermitian unitary traceless matrix

defined through the decomposition

(~x− ~Xa)~τ = ran̂a (A.9)

where ra is the distance to the corresponding constituent monopole. The expressions also

contain the function g:

g(u) = u/ sinh(u) (A.10)

evaluated at the product of the mass and the distance.

The first step in the determination of the coefficients D
(±)
a and S

(±)
a will be to express

them in terms of the values of ω at the points separating the different intervals: ω(Za) ≡

Wa. Imposing the continuity in z of the function ω we obtain:

Wa =
∑

ǫ

E′+ǫ
a D(ǫ)

a =
∑

ǫ

E′−ǫ
a+1D

(ǫ)
a+1 (A.11)

∂̂Wa = imaE
′++
a D(+)

a +E′+ǫ
a S(ǫ)

a = −ima+1E
′−+
a+1D

(+)
a+1 + E′−ǫ

a+1S
(ǫ)
a+1 (A.12)
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These equations can be rewritten as a vector equation allowing to solve for D
(±)
a in terms

of Wa and Wa−1. Using our previous definitions of the matrices Ea and E′
a we can write:

D(ǫ)
a =

n̂ag(mara)

2mara
(E†

a)
ǫǫ′Wa+(ǫ′−1)/2 (A.13)

S(ǫ)
a =

n̂ag(mara)

2mara
(E†

a)
ǫǫ′ ∂̂Wa+(ǫ′−1)/2 +

ig2(mara)

2mar2a
Ẽǫ(E†

a)
+ǫ′Wa+(ǫ′−1)/2 (A.14)

where Ẽ+ = cosh(mara) and Ẽ− = −1. The coefficient Aa appearing in the expansion of

u can be related to D
(+)
a by the equation M̃ω = uF−1. Hence, we get

Aa = 2iran̂aD
(+)
a F (A.15)

Notice that the functions ua and ωa can be regarded as the contribution of the a-th

constituent monopole to the function u and ω, since they only depend on the distance ra
and the mass ma of the corresponding monopole. Nonetheless, the mixing and interaction

among the constituent monopoles is hidden in the expression of Wa, which we will now

derive. The main equation satisfied by Wa comes from the equation:

q = M̃ †u (A.16)

leading to

ζa
αPa =

−1

2πi
(E′++

a Aa − E′−+
a+1Aa+1) (A.17)

where Pa is an N-vector with components δai. To write the previous equation in a more

compact form we arrange the right hand side into an N-component column vector of 2×N

matrices. The unknown Wa are also arranged as a column vector of the same kind. Finally,

we introduce the N-component column vectors of quaternions ea and ẽa whose components

are 2 × 2 matrices and such that the only non-zero components are the rows a− 1 and a,

given by

ea−1
a = E′−+

a ; eaa = −E′++
a (A.18)

ẽa−1
a = − E′−−

a ; ẽaa = E′+−
a (A.19)

Then the previous equations can be re-written as follows:

ζ =
∑

a

g(mara)

2πma
eae

†
aWF (A.20)

The projector eae
†
a is an N × N matrix of quaternions whose only non-zero components

correspond to the a− 1 and a rows and columns. Restricting to this non-zero 2× 2 matrix

we have

g(mara)

2πma
eae

†
a|restricted =

g(mara)

2πma

(
cosh(mara) −e−imax0

−eimax0 cosh(mara)

)
+

1

2π
~τ

(
~x− ~Xa 0

0 −~x+ ~Xa

)

(A.21)
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The first term on the right-hand side can be completed (with zeroes) to an N ×N complex

matrix that we will call Ua. The second piece when summed over “a” can be rewritten in

terms of the projector ζζ†. In this way Eq. (A.20) can be rewritten as

ζ = V −1WF − ζζ†WF (A.22)

where

V −1 =
∑

a

Ua +
1

2π
diag(|| ~Xa+1 − ~Xa||) (A.23)

Using the definition of F

F−1 = I− ζ†W (A.24)

we finally arrive to

ζ = V −1W (A.25)

whose solution is

W = V ζ (A.26)

The matrix V is an N×N complex hermitian matrix. The elements of F−1 can be obtained

in terms of this matrix

(F−1)ab = δab − Vabζ
†
aζb (A.27)

A.2 Field strength and periodic zero-modes

In section 6.1 we expressed the zero-modes in terms of 2 sets of functions E
(a)
µ and Ẽ

(a)
µ

where the label a runs from 1 to N. With the aid of the formulas of the previous subsection

one can compute these functions.

Let us start with the computation of E
(a)
µ defined in Eq. (6.27). Using the definitions

of ua and ωa of the previous subsection it can be re-expressed as

E(a)
µ =

i

2
F−1/2

∫
dz u†a(z)σ̄α∂̂ωa(z)F

1/2 + h.c. (A.28)

To obtain the corresponding expression one must perform the integration in z. Notice that

all the z dependence of ua and ωa enters through the Ψ±
a functions. Their integrals can be

performed analytically leading to the expression

I±α =

∫
dzΨ+†

b σ̄αΨ±
a = δab

ma

2π
(Pa α

±

1

g(mara)
+ Pa α

∓ ) , (A.29)

One needs in addition the following integral

Ĩα = 4πi

∫
dz(z − Za

M )Ψ+†
b σ̄αΨ+

a = δab
m2

a

2π

(
g′(mara)

g2(mara)

)
Pa α

+ (in̂a) , (A.30)

In the final expressions we have introduced the quaternions

Pa α
± =

1

2
(σ̄α ± n̂aσ̄

αn̂a) , (A.31)

where n̂a and g(u) have been defined in Eqs. (A.9) and (A.10).
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Using the previous formulas and those of the first subsection of the appendix we arrive

at

E(a)
µ =

i

2
F 1/2W†LaαWF 1/2 +

i

2
F 1/2W†L̃aσ̄α∂̂WF 1/2 + h.c. (A.32)

where

Laα = −
imag(mara)

2π
ea

(
−i
g2(mara) − 1

2m2
ar

2
a

Pa α
+ − i

g′(mara)

2mara
Pa α
−

)
e†a (A.33)

and

L̃a =
−ig(mara)

4πmara
ean̂a

(
g(mara)ẽ

†
a + e†a

)
(A.34)

Using the relation between the quantity inside parenthesis in Eq. (A.33) with the gauge

field of a SU(2) BPS monopole we can write this first term as

∑

a

EBPS
i (x−Xa;ma)I

a
i (A.35)

where we have introduced the N ×N hermitian matrices Ia
i given by

Ia
i =

g(mara)

2πma
F 1/2W†eaτie

†
aWF 1/2 (A.36)

they provide an embedding of the SU(2) group in SU(N).

In this way all our formulas are expressed in terms of the values of ω(Zb) = Wb.

The latter can be expressed in terms of the matrix V defined in the first subsection of

the appendix. The same quantities also appear in the expression of Ẽ
(a)
µ , as shown in

Eq. (6.29).

Notice that the electric field strength is a particular case of the previous formula, since

Ei =
∑

aE
(a)
i .

A.3 Anti-periodic zero-mode formulas

The corresponding expressions for the anti-periodic zero-modes are considerably more in-

volved, although again the integrals appearing in Eq. (6.45) can also be performed ana-

lytically. The main difference with respect to the periodic case is that in the latter each

mode in the basis depends on a single region (Za−1, Za) associated to a given constituent

monopole. The formula only depends on the remaining monopole positions through the

matrix F . In the anti-periodic case, the expressions involve pairs of monopoles, namely

those pairs such that

(Za−1, Za) ∩ (Zb−1 +
1

2
, Zb +

1

2
) 6= ∅ (A.37)

The condition can be easily implemented if we introduce χb̄ as the characteristic function

of the interval (Zb−1 + 1
2 , Zb + 1

2). Then, one can rewrite

Ψ̂a
12(z) ≡

∑

b c

Ψ̂abc
12 (z) =

∑

b c

χbχc̄ exp{2πτi(X
b
i −Xc

i )z}κabc (A.38)

where the coefficient matrices κabc follow from simple linear relations in terms of UAB and

κA
±. Notice then that, due to the characteristic functions, the integrals appearing in the
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expression of the anti-periodic zero-modes Eq. (6.45) only involve integrals of Ψ̂abc
12 (z) with

ub and ωc. Using appropriate matrix projections, these integrals reduce to those of ordinary

exponentials. The details are somewhat cumbersome and we will skip them here.
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