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Abstract

Daily values of net radiation are used in many i@gpibns of crop growth modelling and
agricultural water management. Measurements ofaadtion are not part of the routine
measurement program at many weather stations antbarmonly estimated based on other
meteorological parameters. Daily values of netatain were calculated using three net outgoing
long wave radiation models and compared to measiaieegs. Four meteorological datasets
representing two climate regimes, a sub-humid, lagtude environment and a semi-arid mid-
latitude environment, were used to test the modéis.long wave radiation models included a
physically based model, an empirical model fromliieeature and a new empirical model. Both
empirical models used only solar radiation as negumeteorological input. The long wave
radiation models were used with model calibratioefficients from the literature and with locally
calibrated ones. A measured, average albedo vali@® was used at the high-latitude sites. A
fixed albedo value of 0.25 resulted in less bias statter at the mid-latitude sites compared to
other albedo values. When used with model coefiisiealibrated locally or developed for specific
climate regimes, the predictions of the physichliged model had slightly lower bias and scatter
than the empirical models. When used with theigiodl model coefficients, the physically based
model had a higher bias than the measurementartbe net radiation instruments used. The
performance of the empirical models was nearlytidahat all sites. Since the empirical models
were easier to use and simpler to calibrate thampllysically based models, the results indicate tha
the empirical models can be used as a good subdhituthe physically based ones when available
meteorological input data is limited. Model predtios were found to have a higher bias and scatter

when using summed calculated hourly time steps epetpto using daily input data.

Suggested keywords: Net radiation, net long wad@ti@n, albedo, modelling.
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1. Introduction

Net radiationR, is the quantity of radiant energy available aegetation or ground surface to drive
biological and physical processes. QuantificatibR.0s required in numerous practical
applications in agricultural crop planning and ngsraent and at various scales in crop yield
modelling studies, plant and nutrient cycling assemnts. and agricultural water management. With
the advance of models used in real-time irrigagitamning and plant biomass estimatiBnjs
required at daily timesteps (Hansen et al., 199@nfet al., 1998).

Direct measurement &, is complicated by net radiometers being delicas&ruments that require
frequent maintenance and calibration. An additigmablem is providing a standard surface for the
measurement (Monteith and Unsworth, 1990; Aladad.e2003) R, data are therefore not readily
available from many weather stations (Dong etl#192; Kessler and Jaeger, 1999) or may not be
of high quality (ASCE-EWRI, 2005), and calculateddues ofR, are commonly used (FAO, 1990;
Monteith and Unsworth, 1990; Allen et al., 1998).

Denoting radiation flux directed towards the suefas positiveRR, is the sum of incoming and

outgoing shortwave and long wave radiation

R=§-S+L-L=@-a)s-L, (1)

where§ is incoming shortwave radiatiof; is outgoing shortwave radiatiok; is incoming long
wave radiationl, is outgoing long wave radiation;is albedo, i.e. canopy reflection coefficient
integrated over all shortwave bands; &pds net outgoing long wave radiation.

The radiation components are strongly influencethleypresence, type and diurnal distribution of

clouds (Duffie and Beckman, 2006). Clouds at hilgivaions such as cirrus are normally colder
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and more transparent compared to clouds at medidowt elevations (Monteith and Unsworth,
1990). WhileS received at the Earth’s surface is strongly aéfddiy cloud cover and cloud type
due to differences in cloud transparency and gegyrigtradiation shows less dependence on
clouds (Arking, 1991). Water vapour, aerosols, carlioxide and trace gases throughout the
atmosphere emit long wave radiation and more tladfrolhithel; received at the ground surface is
emitted within the lowest 100 m of the atmosphéter{teith and Unsworth, 1990; Arking, 1991,
Duffie and Beckman, 2006). Arking (1991) showed foalatitudes less the 8% relative increase
in cirrus cloud and medium/low cloud amount ince=aand decreases, respectively net radiation
below the clouds.

Detailed information about cloud height, type amtrtbution is usually not recorded at standard
weather stations. For practical applications, mn®tealsed on available meteorological information
measured at screen height have been developedd@uff Beckman, 2006). Simple linear and
multiple linear regression models have commonlynhesed to estimat®, from § and other
meteorological parameters (Fritschen, 1967; Asly®34; Kaminsky and Dubayah, 1997; Irmak et
al., 2003). However, the empirically determinedresgion coefficients are usually only valid over a
limited spatial scale which restricts their usapion larger scales or at other locations (Friteghe
1967; Alados et al., 2003; Nandigiri and KovoorQ2)

OtherR, estimation methods solve Eq. 1 by estimating niévidual terms separately. Daily values
of § are readily obtainable from many weather stat{@iados et al., 2003). Albedo values vary

for different surfaces, but generally range fro@0o 0.25 for shortwave radiation for most green
field crops with full vegetation cover when viewedm nadir (Fritschen, 1967; Brutsaert, 1982;
Mayer et al., 1999). The albedo varies as a comgegpuof changing sun angles during the day and
over the year. With lower sun angles, the albedwrsnally higher (Paltridge and Platt, 1976).

USDA-SCS (1993) suggested calculating daily allesio
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whereoq is average daily albedé, is the sun angl€) above the horizon at solar noon and
calibration coefficients ar®y = 0.108,B4 = 0.000939Cy = 0.257 andq4 = 57.3. The calibration
coefficients in Eq. 2 were derived for sun angiel’ and a ratio of to extraterrestrial radiation
S > 0.375. FoIS/S, < 0.375, Dong et al. (1992) suggested an albehlee\af 0.26.

Since it is difficult to obtain reliable long wavadiation measurements (Alados et al., 2003)n
Eq. 1 can be computed based on other meteorologaciables such &S, water vapour pressure
(es) and air temperatur@) (Jensen et al., 1990). A widely used method tion@seL, over short
grass for daily timesteps (Wright and Jensen, 19&@sen et al., 1990; FAO, 1990; Allen et al.,

1998; ASCE-EWRI, 2005) is

! {T o }(a +nafad ) ®

whereo is Stefan-Boltzmann constant (4.903°MJ K* m? d%); Traxk andTmink are daily
maximum and minimum air temperature (K) at scregigtt (normally 2 m), respectivel§g, is
clear-sky radiation (MJ thday™); a, by, a, b. are calibration coefficients (dimensionless). Alle
(1996) and ASCE-EWRI (2005) outlined methods toneste theoreticah, curves.

The model in Eq. 3 follows Stefan-Boltzmann relasibips for calculating., emitted from the
ground and vegetation, abhdemitted from the atmosphere and clouds. Cleamskgmittance

based on screen leve|is calculated using the relationship develope®@tynt (1932). The
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radiation emitted by clouds is calculated usingeapirical relationship based on the ratio between
S andS, suggested by Wright and Jensen (1972). The gecarhtation coefficients used in the
net emittance and cloudiness functions of Eq 3abgect to local calibration when measurements
of incoming and outgoing long wave radiation araikable (FAO, 1990; Jensen et al., 1990; Allen
et al., 1998).

In many practical applications the available mettagical input is often limited (Allen et al.,

2007), incomplete or of poor quality (Jensen et.1890; ASCE-EWRI, 2005). In such caggdas

to be estimated based on minimum meteorologicaltirpence, a new model to calculatebased

on onlyS is suggested

_[~ S
L =|c 2 4
n [CC So j ( )

wherec, is a calibration coefficient. Eq 4 is an abbrestbtorm of Eq. 3 withp. set to zero, and the
Stefan-Boltzmann constant, air temperature, theBunction for net emittance and thgin the
cloudiness function are merged into a single cafibn coefficientgc,

Another simple method for calculatihg was suggested by Slob (unpublished, c.f. De Banuh

Stricker (2000)).

e S
I‘n _(Cs S j (5)

wherecs is a calibration coefficient arfg is extraterrestrial radiation. The model in Edgs 5

intended for use on a daily or n-day basis (DeBauid Stricker, 2000).
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TheR, estimation model in Eq. 3 was developed using fitata an arid climate regime (Wright

and Jensen, 1972). Tests of the model have genshadivn better agreement with measured values
than othelR, estimation models (FAO, 1990; Allen et al., 1938)wever analysis by Jensen et al.
(1990) and Yin et al. (2008) indicated that Ege@uired further testing under other climate
regimes. The purpose of this study was to tespénormance of Egs. 3 through 5 as input to Eq. 1
to predictR, on a daily basis in sub-humid high latitude anaiisarid mid-latitude climate regimes.
Calculated values d®, were compared to measured values from four weath&ons. Tests were
made to determine how 1) model calibration coe#hts, 2)x, 3) location, 4) daily versus sub-daily

input data, 5) time of year and 6) cloud amourugriced model performance.

2. Materials and methods

2.1 Experimental sites

Meteorological data from four weather stations wesed in this study, Table 1. The Taastrup and
Foulum sites are located in a sub-humid, highddétclimate regime in Denmark and the Zaragoza
and Cordoba sites are located in a semi-arid, atitl#tle climate regime in Spain. The ground at
the climate stations was covered by short greessgihe sites have been described by Jensen
(1996), Plauborg and Jensen (1998), Faci et a@4(1 Berengena and Gavilan (2005) and
Martinez-Cob et al. (2005).

The climate patterns at the high latitude sitesevagscribed by Kjaersgaard et al. (2007). There
were no objects to obstruct the radiation at low aungles at the Taastrup and Foulum sites and the
levelness and clearness of instrument domes waketielaily. All radiometers at the Taastrup and
Foulum sites were calibrated annually against eregice pyranometer, which was calibrated
regularly at the World Radiation Centre, Davos, t3&rand. Hence, net radiometers were only

calibrated for shortwave radiation. Discrepanciesveen the field radiometers and the reference of
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up to + 8.0 % were observed occurring after relmgidnstruments after animal attacks. Data from
periods with damaged instruments were identifiednfthe station records and discarded.

The climate at the two mid-latitude sites is Med#aean semi-arid. The Zaragoza site is located in
northeast Spain in central Ebro River valley. Themamair temperature is 14.6 °C. Annual
precipitation averages 330 mm, of which 60 % fdilsing spring and autumn (Cuadrat, 1999). The
Cérdoba site is located in south-central SpaiménGuadalquivir River Valley. Precipitation
average 540 mm per year which is recorded durithgafanter and spring. Precipitation is usually
absent during summer. The mean annual air temperastd7.6 °C. The site has generally low wind
speeds and are subject to advective conditionsglsimmer (Berengena and Gavilan, 2005). NR-
Lite outputs were previously corrected by a 10%ease (Brotzge and Duchon, 2000), as
recommended by the manufacturer.

The quality and integrity of the meteorologicalalaéts were analysed for all four datasets
following the procedures outlined by Allen (1996daASCE-EWRI (2005). Results from the
analysis are shown in Kjaersgaard et al. (2007)foir datasets had gaps in the data sequence e.g.
no data was recorded during May and the first wdekune 2002 at the Taastrup site due to
datalogger failure. No gap filling was performed dime steps with missing data were excluded

from the computations.

2.2 Methods

The Taastrup dataset included observations fromalgril995 to December 2004 and the Foulum
dataset included observations from January 198&tember 2003. The Zaragoza dataset had
observations from August 1999 to May 2002 and thelGba dataset included data from mid-

December 2003 to mid-December 2004.
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The datasets from Taastrup and Zaragoza werdrsphio parts according to day of the month, 1-
15 and 16+. Days 1-15 were used for calibratingnbeéels against the measufgvalues. Days
16+ were used for model testing. The datasets Foalum and Cordoba were used for testing the
calibration coefficients from Taastrup and Zaragoeapectively. The performance of Eq. 3 was
also tested using calibration coefficients suggkebteAllen et al. (1998).

All meteorological data from days where the grobad snow cover at the Taastrup and Foulum
sites were excluded from the analysis. Brutsa®®&Z) listed the albedo of snow is in the 0.35 —
0.90 range. Hence, to filter measurements with gglanow cover, all time steps with an albedo
greater than 0.35 were removed.

Three sets of estimatesofvere considered for Eq. 1: 1) a fixed value oBQRoorenbos and
Pruitt, 1977); 2) a fixed value of 0.25 (Allen &t 4998); and 3) estimates calculated from Eq. 2.
Measured values ef were available at the high latitude sites. Thedlgstimation sets of albedo
were therefore tested against measuratithese sites. The best albedo values were used to
calculate new calibration coefficients for EqshBtigh 5 and for the subsequent tests of the
models.

No measured albedo values were available at theiSpsites. Hence, calibration coefficients
suggested by Jensen et al. (1990) for semi-aratilmts, and from Allen et al. (1998) were used for
Eq. 3. Calibration of model coefficients for Eqsard 5, and testing of Egs. 3 through 5 were
conducted using all threevalues. This latter approach introduced an aduifioncertainty in the
performance of Egs. 3 through 5, as an incorrdéetdad value may or may not enhance bias and
scatter of the models.

Statistical models, based on residual errors (itierence between predicted and observed values)
were used to evaluate model performance, Tabl@adlie and Green, 1991; Vereecken et al.,

1991; Der and Everitt, 2002). Although the resaftthe statistical models were used for relative
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comparison of the net radiation models, no attemet® made to judge what statistical deviation

was acceptable.

3. Resultsand discussion

ThelL, estimation method in Eq. 3 has been widely uskd.rmethod is recommended to estimate
R, when calculating crop water requirements (Allealet1998; ASCE-EWRI, 2005). Irmak et al.
(2003) and Temesgen et al. (2005) used the methtiteastandard or “truth” when developing and
testing newR, estimation methods.

Temesgen et al. (2007) foubhd estimations using Eq. 3 compared poorly to valneasured at
Davis, California and recommended that the metihadisl be revised. However, photographic
documentation provided by Temesgen et al. (20GHyates an undesirable weather station design
including a solar panel placed well within the madetric footprint for the net radiometer.

At the high latitude sites the annual averagalues were 0.25 when measurements with snow
cover were removed. As shown in Fig. 1, this valas not constant throughout the year, but
showed higher albedo values during winter and lovadéwes during summer. Eq. 2 accounted for
this annual pattern, although it is clear that ¢h@®dels generally overestimated the albedo.
Differences i value are often less than the uncertainties inrtbasurements & andR,. An

albedo value of 0.25 was the best yearly averalye\a the three values considered and
accordingly this value was used at the TaastrupFandlum sitesThis albedo value found at the
high latitude sites was in agreement with Doorerdous Pruitt (1977). A more accurate estimation
of the albedo may be obtained when using modedstlikt developed by Dong et al. (1992) (Eq. 2).
As suggested by Iziomon and Mayer (2002) a teractmunt for altitude may further improve this

model. Dong et al. (1992) fitted the coefficient€q. 2 using albedo data collected over well-
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watered grass at University of California (UC) —~vi3a A better fit of Eq. 2 may be obtained if the
coefficients were fitted using multi-location dagtsthat included data from high-latitude sites.
Martinez-Cob and Tejero-Juste (2004) and Berengadasavilan (2005) successfully used albedo
values of 0.23 in evapotranspiration calculatianthe Zaragoza and Cordoba sites, respectively.
Improved model performance when using locally caliéd coefficients for Eq. 3 was reported by
Mayer et al. (1999) and Yin et al. (2008). FAO (@pand Allen et al. (1998) recommended

0.34 andp, = 0.14 for Eq. 3. Kjaersgaard et al. (2007) foargbod agreement between observed
and modelled values when using these coefficiemts, fandb, in a sub-humid climate regime.
Gavilan et al. (2007) similarly used these coedifits in an evapotranspiration study in a
Mediterranean climate regime.

Jensen et al. (1990) tested different valuesfandb, and found that coefficient sets of (1.2, -0.2),
(1.1, -0.1) and (1.0, 0.0) gave the best resuttafiol, semiarid and humid areas, respectively,
which is in good agreement with the coefficient3able 3. FAO (1990) and Allen et al. (1998)
recommended values of (1.35, -0.35)dgandb,, based on experimental results from UC — Dauvis.
The mean bias error, MBE, mean absolute error, MA& root mean square error, RMSE at the
Taastrup and Foulum sites were generally high wisémg Eq. 3 with the original model
coefficients, Table 4. The overestimation when gisive original model coefficients occurred at all
radiation intensities, Fig. 2 at Taastrup. Improeeirin the performance of Eq. 3 occurred when
the original model coefficients were replaced viith locally calibrated ones, Fig 3. In Fig. 4 the
predictions of Eq. 3 are regressed against measyrealues for Taastrup.

Table 5 shows the results of the statistical amalgs the Zaragoza and Cordoba sites. The best
performance of Eq. 3 occurred when using the calitm coefficients suggested by Jensen et al.
(1990) and an albedo value of 0.25. The betteopsdnce of Eq. 3 using anof 0.25 at the mid-

latitude sites did not necessarily prove that aedd of 0.25 or the coefficients suggested by Jense
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et al. (1990) were correct. Rather, it showed tihigtcombination yielded the best results of all
combinations ofr and model calibration coefficients tested.

R, normally fluctuates substantially during the caeuo$ a day. It was tested if calculating hourly
estimates summed to daily values would improvepréormances of Egs. 3 through 5. Night time
cloud cover was estimated following recommendatm&SCE-EWRI, 2005.

Model predictions were better using daily input gamed to sub-daily input. This may be caused
by the approach of establishing the night time @loaver fraction, as more than half the annual
sub-daily time step cloud cover functions were Haseestimated rather than measured values.
Using other methods to estimate the cloud covettian at night time could possibly improve the
R, estimates when sub-daily meteorological inputsuaesl. Dong et al. (1992) suggested using
cloud cover from the nearest hour to sunset wgbhraangle > 10until midnight and cloud cover
from the nearest hour to sunrise with a sun angj® between midnight and sunrise. Sridhar and
Elliot (2002) calculated the ratio by linear intelgtion between sunset and sunrise. For operational
purposes these approaches are hampered by theaalditalculations needed to look ahead within
a dataset.

The only difference between Eqgs. 4 and 5 was usithgrS, or S, to establish the cloud cover
function. The performance of Egs. 4 and 5 weretidahat all sites. Hence, going through the
additional calculations of establishifg compared t&, offered no improvement in model
performance. Despite their simplicity the performaonf Egs. 4 and 5 had an accuracy comparable
to that of Eq. 3.

For the Hupselse Beek location in the NetherlaBD@sBruin and Stricker (2000) applied a value of
11.66 MJ it d* for csin Eq. 5. A value of 9.50 MJ fnd* has also been used (De Bruin, personal
communication). Comparing these coefficients todbefficients obtained at Taastrup and

Zaragoza indicated that this model is sensitiiecal calibration.
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As water vapour is one of the major atmospheridtensi ofL; testing was conducted to determine
whether including a term for air humidity would inope model performance. An analysis using the
Taastrup data set indicated that including air lityidid not improve the performance of Eq. 5.
A source of apparent bias in model predictionsasmfuncertainties and biases in the measured
meteorological variables. When using the calibratioefficients suggested by FAO (1990) and
Allen et al. (1998) for Eq. 3, the biases wereéartpan the instrument bias of 0.25 MJ day*
reported by Halldin and Lindroth (1992) for Erskiragliometers. The bias using differereandR,
model calibration at Cérdoba was not beyond the&ungents bias for NR Lite radiometers of 0.5
MJ m? day* reported by Brotzge and Duchon (2000). Instrunbéas may increase further with
insufficient instrument calibration methods andeatiénces in time constant between sensors
(Halldin and Lindroth, 1992; Brotzge and DuchonQ@0Samani, 2000).

Another source of error is the “averaging” of clayde and cover reflected in the calibration
coefficients. The relative sensitivity of model fmemances to cloud cover was analysed by
dividing the Taastrup dataset into three groupsgugieS/S, ratio as indicator for cloud presence.
The cloud cover thresholds of the groups, fractibtotal days and Mean Bias Error for Eg. 3 (MJ
m?2 d%) were (0.0 — 0.349, 39 %, 0.03), (0.35 — 0.649%610.03) and (0.65 — 1.0, 10 %, 0.46).
Hence, the model performance is consistent foy fullpartly cloudy conditions, while the bias
increases during clear-sky or near clear-sky caordit

The bias and scatter were higher at the high t#itites than at the mid-latitude sites. The use of
radiometers from different manufacturers may leaddviating measurements (Brotzge and
Duchon, 2000). Identical instruments were usetieétigh latitude sites, while the instruments at
the mid-latitude sites were from different manufsets. This may explain why the statistics
between the Taastrup and Foulum sites resembleataehmore closely than the statistics between

the Cérdoba and Zaragoza sites. The accuracy aldleiness function was generally lower
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during periods of low sun angles. This lower accureould also be caused by factors such as
higher reflection of radiation in the domes anditiapiles of the instrument at low sun angles.
Also, despite removing periods with snow covelhatltigh latitude sites, thewas more variable

in winter than in the summer, as shown in Fig. 8cBrding measurements from the winter period
should improve model performance. This may be gidrtance as e.g. evapotranspiration
estimations are often of interest only during thengng season. To test the latter reason, the
performance of Egs. 3 through 5 were evaluatethi®iTaastrup and Zaragoza sites using sub-daily
input during the period 15 March to 1 October @pproximate growing season at high latitude
sites), Table 6. No improvement in model perforneawas found for the Zaragoza site. However,

the results suggest that improved estimation afddlat the high latitude sites is needed.

5. Conclusions

Daily values of net radiatioR, are a required input in many practical applicatiohplant growth
modelling and in agricultural water management. 3imnartwave and long wave component&of
depend strongly on the presence and type of claypdigal properties of the atmosphere and
characteristics of the surface. However, only aifieeteorological variables are available from most
modern weather stations, and measuremeris and descriptions of clouds, atmosphere and
ground are not available. It is thus necessargtabdishR, based on other meteorological
variables.

The predictions of three models (Egs. 3 througto SalculateR, from other meteorological
variables were compared to measurgdalues. Eq. 3 required air temperature, solaatadi and

air humidity as input, while Eqgs. 4 and 5 requioadly solar radiation as input. Climatic data from
two sub-humid, high latitude and two semi-arid, Hi@titude locations were used. The models were

tested using model coefficients from the literatame locally calibrated coefficients. Based on
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measurements, an albedo value of 0.25 was uskd hatgh-latitude sites. A measured albedo was
available for the mid-latitude sites. Hence, valaed models commonly used in the literature were
applied. This approach introduced an additionakbuainty in the performance of the models, as an
incorrect albedo value may or may not enhancedndsscatter of the equations. A fixed value of
0.25 resulted in the least bias and scatter aniddatitude sites. Eq. 3 was very sensitive to
calibration of model coefficients. Using coefficiertalibrated locally or for specific climate
regimes rather than the originally published caedfits greatly improved model performances.
Calibration coefficients varied between the higituae and mid-latitude sites, indicating that they
are latitude and climate specific.

The daily input models had better predictions tthensub-daily input models. Establishing an
improved method to determine the cloud cover foactiould improve the performance of the
models. When used with appropriate coefficients,Eaad the best predictions though the
performance of Eqs. 4 and 5 very closely resemibleidl performance. Model performance at the
high latitude sites was improved when excludingrtbe-growing season period. It was also found
that uncertainties in sensors and the “averagifglaud type and amount caused uncertainties in

the evaluation of model performance.
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Figure captions

Fig. 1. Albedo values calculated from Eq. 2 for Stagp and Zaragoza, and 10 year average (1995 —

2004) values observed at Taastrup.

Fig. 2. Daily net radiation calculated using Eqisthg model coefficients suggested by Allen et al.
(1998) regressed against observed net radiatidaastrup during 1995-2004 (day-of-month>15).

Also shown is the 1:1 line.

Fig. 3. Daily net radiation calculated using Eaqisthg model coefficients calibrated at Taastrup
regressed against observed net radiation at Taasdtming 1995-2004 (day-of-month>15). Also

shown is the 1:1 line.

Fig. 4. Daily net radiation calculated using Eaqising model coefficients calibrated at Taastrup

regressed against observed net radiation at Taasdtming 1995-2004 (day-of-month>15). Also

shown is the 1:1 line.
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Table 1. Climate station location and instrumentatiTemperature and humidity instruments were
installed in radiation shields.

Taastrup Foulum Zaragoza Cérdoba
55°39'N,1220°E 56°29'N, 934 E 41°43 N,049°W 37°51'N,451'W
Net radiation ErskingR, meter ErskindR, meter REBS Q7 Kipp & Zonen NR-lite
Solar radiation Kipp & Zonen C11/ Kipp & Zonen C11 Kipp & Zonen CM3  Kipp & Zonen CM6
Eppley PSP
Shortwave outgoing  Kipp & Zonen C5/ Kipp & ZonenC5 n/a n/a
radiation Eppley PSP
Air temperature PT100 Vaisala HMP45 Vaisala HMP45 Vaisala HMP45
Dew point temperature LiCl probe Vaisala HMP45 Vaisala HMP45 Vaisala HMP45

Instrument manufacturers: Siemen Ersking, FredariigsDenmark; Kipp & Zonen, Delft, The NetherlanBppley
Laboratory, Newport, USA; Vaisala Oy, Vantaa, FinlaRadiation and Energy Balance Systems (REBS)iI8eat
USA.

Table 2. Statistical schemes and criteria for eatadn of model performance.

Scheme Symbol Calculation formula Range Optimum

Mean bias error ~ MBE 1 Zn:( ) 0

— P -0

n< i i
Mean absolute  MAE 18 =0 0
error — q P -0 D

ni=g
Root mean RMSE 205 >0 0
square error Zn: (P| -0, )

i=1 n

P; = value predicted by the model
O, = value observed

O = mean of observed values

n = number of data pairs

Table 3. Calibration coefficients for Egs. 3 throUdgobtained either from the literature or localty
Taastguplor Zaragoza. The coefficients are dimatess except. andcs which have the units of
MIm-d-.

Equation Calibration Coefficients
ac bc q bI
3 Allen et al. (1998) 1.35 -0.35 0.34 -0.14
3 Jensen et al. (1990) 1.10 -0.10 0.34 0.34
3 Taastrup 1.00 0.00 0.34 -0.14
Cc0.23 Ce0.25 Ceeg3
4 Taastrup* 6.29
4 Zaragoza* 5.97 5.56 5.31
Cs0.23 Cs0.25 Cseq3
5 Taastrup* 8.38
5 Zaragoza* 7.90 7.35 7.03

'For semiarid climate regime
*Subscripts for calibration coefficients indicatéieh albedo value that was used in the calibration.
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Table 4. Comparative statistics for three net laraye radiation estimation models used in
combination with Eq. 1 compared to measured neatiad data from the Taastrup € 1603,

observation mean 4.52 MJ1d*) and Foulumif = 1843, observation mean 4.60 M¥ o) sites.

Daily input and a fixed albedo value of 0.25 wesedl

Taastrup Foulum
Equation MBE MAE RMSE MBE MAE RMSE
ForL, Calibration MI mi?dt MIm?d* MImfdt  MIm?d' MIm?d? MJ m?®d?
3 Allen et al. (1998) 1.04 1.21 1.47 1.06 1.22 1.46
3 Taastrup 0.04 0.71 0.92 0.03 0.79 1.00
4 Taastrup -0.01 0.76 0.97 -0.07 0.79 1.00
5 Taastrup -0.01 0.76 0.97 -0.07 0.79 1.00

Table 5. Comparative statistics for three net laraye radiation estimation models used in
combination with Eq. 1 compared to measured neatiad data from the Zaragoza £ 507,

observation mean 7.62 MJd™") and Cérdoban(= 365, observation mean 8.40 M¥ i) sites.
Daily input and different albedo values were used.

Zaragoza Cordoba
Equation MBE MAE RMSE MBE MAE RMSE
forL, Albedo Calibration MI mi?dt MIm?d* MIm?dt  MIm*d* MIm?d? MJ m?*d?
3 0.23 Allen et al. (1998) 0.70 0.94 1.16 0.72 0.83 1.09
3 0.25 Allen et al. (1998) 0.38 0.77 0.98 0.38 0.64 0.92
3 Eq.2 Allen et al. (1998) -0.20 0.89 1.23 -0.16 0.72 1.06
3 0.23 Jensen et al. (1990) 0.36 0.77 0.98 0.37 0.64 0.80
3 0.25 Jensen et al. (1990) 0.04 0.65 0.84 0.04 0.52 0.69
3 Eq.2 Jensen etal. (1990) -0.54 1.02 1.45 -0.51 0.81 1.25
4 0.23 Zaragoza 0.03 0.71 0.88 0.04 0.51 0.68
4 0.25 Zaragoza 0.03 0.69 0.86 0.01 0.52 0.68
4 Eq. 2 Zaragoza 0.03 0.71 0.88 0.04 0.52 0.68
5 0.23 Zaragoza 0.04 0.71 0.88 0.06 0.52 0.68
5 0.25 Zaragoza 0.04 0.70 0.86 0.03 0.52 0.68
5 Eq.2 Zaragoza 0.04 0.71 0.88 0.06 0.52 0.68

Table 6. Comparative statistics for three net laraye radiation estimation models used in

combination with Eq. 1 compared to measured neatiad data from the Taastrup and Foulum
sites. Daily input from 15 March to 1 October anfikad albedo value of 0.25 were used.

Taastrup Foulum
Equation MBE MAE RMSE MBE MAE RMSE
forL, Calibration MIm?2d? MIm?d? MIm?d? MIm?d* MIm?d? MJIm?d?
3 Allen et al. (1998) 0.84 1.02 1.26 0.76 0.93 1.13
3 Taastrup -0.01 0.72 0.91 0.04 0.76 0.94
4 Taastrup 0.03 0.77 0.97 -0.01 0.79 0.97
5 Taastrup 0.03 0.77 0.97 -0.01 0.79 0.97
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