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We explore the coupled dynamics of the internal states of a set of interacting elements and the network of
interactions among them. Interactions are modeled by a spatial game and the network of interaction links
evolves adapting to the outcome of the game. As an example, we consider a model of cooperation in which the
adaptation is shown to facilitate the formation of a hierarchical interaction network that sustains a highly
cooperative stationary state. The resulting network has the characteristics of a small world network when a
mechanism of local neighbor selection is introduced in the adaptive network dynamics. The highly connected
nodes in the hierarchical structure of the network play a leading role in the stability of the network. Perturba-
tions acting on the state of these special nodes trigger global avalanches leading to complete network
reorganization.
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Recent studies on the structure of social, technologicalnents whose interactions are specified by a netwadrkhe
and biological networks have shown that they share salienteighborhood of elemerit (1)) is composed of those ele-
features that situate them far from being completely regulaments directly connected ioby one link, and the size of,
or random[1-3]. Most of the models proposed to construct defines itsdegree k The state of each elemert can be
these networks are grounded in a graph-theoretical approacty,, 0) or (0,1). In each stefigeneratiol, everyith element
that is algorithmic methods to build graphs formed by ele-jyieracts with all other elements inside its neighborhdid

ments (the nodey and links that evolve according to pre- and accumulates a pavdf =3 ., xJx'. depending on the
specified rules. Despite the progress made, there are still sey; PYC==jey, %%, 0P 9

eral open question®]. An important issue to be considered Chosen statex; and payoff matrix
among these questions is that networks are dynamical enti-

ties [4] that evolve and adapt driven by the actions of the J ‘(
elements that form a network.

The aim of this paper is to analyze a simple setting oftheith element compares its own payoff with fk V; and
such adaptive and evolving network, in which there is coevoghanges its state to the state of the site with the greatest
lution of the state of the elements in the nodes of the networlf)ayoﬁ in {i}UV; [7]. The plasticity of the network is intro-
and the interaction links defining the network. Interactionsyyced here as network dynamics in which existing links can
among elements are modeled with the aid of game theorye severed and replaced by new ones. We make the assump-
[5], frequently applied in social, economic, and biological tjon that whether an interaction link is severed depends on
situations. This mathematical theory models an interactiofpe joint payoff, that is the total payoff by the pair of inter-

involving two (or morg elements, each with two or more acting elements: the interactions giving the lowest benefit
“strategies” or states, such that the outcome depends on th&g|| pe removed.

choices of all the interacting elements. The outcome is given |4 the remainder, for the sake of concreteness, we will

in the form of a “utility” or payoff given to each element z4gress the case of the Prisoner’s Dilem®D) game,
according to the selected action of the interacting elementgyhich has been widely used as a model displaying complex
The introduction of spatial interactions lead to the developyehavior emerging from the competition between coopera-
ment of “spatial games[6—§], in which the elements are tjye and selfish behavidi]. In its simplest form, two ele-
located in the nodes of a fixed network of interaction, dis-mnents may either choose to cooperf@ex.=(1,0)], or de-
playing a rich spatiotemporal dynamics. Here, we go beyongect [p x,=(0,1)]. If both elements choose C, each gets a
these studies by introducing adaptatigeiasticity) in the payoff o, if one defects while the other cooperates, the

c_oupling between _elements, so that the network of interaceymer gets payoffr,> 7o, While the latter gets the “suck-
tion evolves adapting to the outcome of the game. Our reg ¢ payoff o, < mey, if both defect, each gets,;. Under

sults include new asymptotic steady states, and the emefrq standard restrictions 10+ Ty < 2700

gence of a h?erarchical network structure that governs thgT10> 00> 11> 1oy, defection is the best choice in a one-
global dynamics of the system. shot game resulting in a Nash equilibrium in which both
The model We consider a system composed Mfele-  ooments defect. Following previous studi@ss], we con-
sider a simplified version of the game given by the interac-
tion matrix mpp=1, mp=b, m11=€, m1=0, in the limite=0
*Electronic address: victor@imedea.uib.es [9].
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In this context, the dynamical rule proposed for local B R AR T Lo g
neighborhood adaptationptasticity—is defined by analyz- L A a Bo05?® 5 2 1
ing the joint benefit obtained by each of the possible pairwise g} A _
interactions: C-C, C-D, and D-D. Thus, according to the pay- i A
off obtained, the worst interaction is clearly observed in a 06k A |
D-D situation, in which both elements will be better off by ’
searching for a new partner. Given this simplistic analysis,> [ A
taking into account that we are considering undirected links, 04
and assuming that the probability to rewire a C-D interaction - A
is much smaller than to rewire a D-D interaction, our imple- 0.2
mentation of plasticity will allow Defectors to exchange L A,
(probabilistically a D-neighbor by another randomly chosen 0 s ! s ! s ! s I 4 a
element. 1 12 1.4 1.6
Thus, the game is divided in three stagésEach element
i plays the PD game with the same current state with all its FIG. 1. Average fraction of Cooperatofé)) as a function of
neighbors, and collects an aggregate paybff(ii) Each el- b andp in the stationary regime. The defective phage 0 is not
ementi updates its current state by comparing its payoff withincluded in the averages pg. (p=0: full triangles;p=0.01: circles;
its neighbors andmitatesthe state of the wealthiest element. p=0.1; squaresp=1: diamonds
An element is said to beatisfiedif its own payoff is the
highest among its neighbofstherwise it is unsatisfigd(iii)  configuration withpc>0 (where the states and the network
Unsatisfied D-elements that imitate a Defector, replace thigg not change in time or an absorbing state with all ele-
link with probability p by a new one pointing to a randomly ments being Defectorsc=0. The cooperative phase—the
chosen element. _ _ stationary states with a large valuegf— is formed by a set
The plasticity parametey leads to a time evolution of the  of solutions corresponding to different network configura-
local connectivity of the network, leaving the average degregjons and distribution of Cooperators. In Fig. 1, we charac-
(k;) constant. The parametprsets a time scale for the evo- tgrize these states showing tha¢>0.8, a value always
lution of the network with respect to the state update. Inmuch larger than in the nonadaptive case. Slight variations
general we expegi<1, so that the state update evolves in aexist for different(ky=4. The crucial difference is the dis-
mUCh faSter t|me Scale than the network eVOIUtion, Wblle appearance Of the behavior Observed in the qa-se in
=1 represents the limit of simultaneous update of interaCwhich, upon increasing, the large majority of the realiza-
tions and states. _ _ tions reaches a configuration with a very low fraction of
We have characterized numerically the model ushg Cooperators. The plasticity parametechanges the time it
=10 000 elements, aVeraged over 100 diffel‘ent I‘andom initakes to reach the Stationary state: Smmﬂwoduce |0nger
tial conditions, with an initial population of ON6 Coopera-  transients.
tors randomly distributed in the netwofiQ]. The initial Network structure In order to understand how such a
network is generated by randomly distributiNgki)/ 2 links.  highly cooperative structure can be sustained, we analyze the
A prototype value ofk;)=8 was chosen in order to secure animplications of the proposed dynamical rules in the network
initial large connected component. The game is plasyat  structure. Consider that elementipdates its state imitating
chronously that is, elements decide their state in advancehe state of element; we define the correspondenteV’
and they all play at the same time. — N such that(i)=j. Focusing only on those links, we iden-
Stationary statesTo characterize the macroscopic behav-tify the imitation networkas the subnetwork composed of
ior of the system, we introduce the fractipp(t) of coopera-  directed linksi — (i) (Fig. 2). Necessary and sufficienbn-
tors at a given time. We define the order parampgeas the  ditions for a stationary statg@->0, p# 0) are(a) there are
average over realizations of the stationary Cooperators’ dermo links between two Defectors, afig) each C-neighbair of
sity. In the case of random mixin@e., in the absence of an a Defectory satisfies the payoff relation
interaction network population dynamics give$ll] pc
=p2(1-pc)(1-b). Thus, forb>1, the only stable solution
corresponds to a fully defective population. For fixed net-
works (p=0), a typical time evolution shows in general that In other words, in a stationary statall Defectors become
the order parameter fluctuates around an average value thsdtisfied interacting only with Cooperators, while Coopera-
decreases as the incentikeo defect increaseg-ig. 1). At  tors can be unsatisfied while imitating other Cooperators.
b=2, the Defectors dominate the netwdik?]. For fixed These steady state conditions naturally imply that the ele-
networks, the precise value for this transition has been studnent with largest payoff in a stationary configuration is a
ied in detail[7,12,13. In contrast to random mixingiontext  satisfied Cooperatorin Fig. 2, we show a partial vie\ithe
preservation(fixed interactiongsustains partial cooperation nodes in the lowest level are not showof an imitation
[14]. network, where the nodes in a layer imitate those elements in
This picture changes when the elements turn on their plasan upper layer indicated by the directed edges. At the top of
ticity behavior (p>0) (see Fig. 1 Extensive numerical the figure lie the nodes whose action is imitated by a chain of
simulations show that the system either reaches a stationafyooperators.

I > 1L, > 1L, j=I1(). (D
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FIG. 2. (Color onling Partial view of a sample imitation net-
work in a steady state. Elements on a lower layer imitate the state
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elements in an upper layer.
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FIG. 4. Normalized clustering coefficient c,4,q @s a function
of b. For p=0, we recover the random value. Open symbolscfor
=0 (diamondsp=0.01; squarep=0.1; circles:p=1); filled circles
correspond t@=1 andq=1.

high clustering, we need to introduce “local” neighbor selec-

tion [16]. This mechanism is easily implemented introducing

a parameteq that modifies stegiii ), so that with probability

g, the new neighbor is selected among the neighbors of the
eighbors; otherwise, with probability Iy the random
eighbor is chosen. We find that, while most of our results

previously discussed are qualitatively independent of the

A first characterization of how the structure of the coop-valueé of g, the clustering coefficient reaches a very large
erative stationary network configurations changes as a fund/alue even for a small value af. For instance, just 1%gq
tion of b and p is obtained by measuring the normalized =0.0) of local neighbor selection is enough to increase

degree variance?=((k?—(k)?/{k) (Fig. 3. We find that

hundred times, being the clustering largest for a slow evolu-

the degree distribution departs significantly from the initialtion of the network(p<1). In addition, the clustering coef-
ticity parameterp. For increasing, the tail of the degree decay slower than the\™ decay expected for random
distribution expands and approaches an exponential forngraphs. AI_I together, our results indicate that local neighbor
indicating some elements become more connected than otﬁglelft'on is needed in order to generate a small world net-

ers(hubs.

wor

We now address the question of whether the structure It is worth noting that an evolutionary model based on the
generated in our dynamical model has the characteristics of B2 9@me with a more complex strategy representation also

small world network [1]. The clustering coefficient mea-

shows, in the absence of local neighbor selection, that the

sures the fraction of neighbors of a node that are connectdfcréase of the clustering coefficient can be related to the
among them, averaged over all the nodes in the network. ighange of the degree distributi¢h5]. In contrast with Ref.

our simulations we fingFig. 4) that the clustering coefficient

[15], we do not observe a power law degree distribution.

increases very mildly with respect to a fixed random network  Dynamics: global avalanches and network stabilithe
Crang=(k))/N [15]. Thus, even though the average path |engtrh|erarchlcal structure of the network is of fundamental im-

is similar to a random network, in order to account for the
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FIG. 3. Normalized variance?= ((k?)-(k;)?)/(k;) as a function
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portance to the dynamics on the system. A closer look at the
evolution towards a stationary state indicates the presence of
avalanchegFig. 5. The transient dynamics is characterized
in general by large oscillations ip-(t). When the payoff of
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FIG. 5. Time evolution ofpc. The evolution starts in a fixed
random networkp=0) up to timet=200 when network dynamics

of b. The solid Iine(aﬁzl) corresponds to the fixed random net- is switched on, so thai=1 for t>200. At timet=500, the state of
work with a Poisson distribution of degree. Parameter values as ithe node with largest payoff is forced from C to D. Paraméter

Fig. 1.

=1.7.
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any D element increases above the upper limit of &g.an  network of interactions. The network appears structured from
avalanche towards defection is triggered. This D elemen& few highly connected elements easily identified through the
will be imitated by C neighbors, and each will initiate an imitation network. Such a network has the characteristics of
avalanche of replication of D state through all those elementg smajl world when a mechanism of local neighbor selection

connected fby the imitation netw%rlk. Iﬁuringhth;]a avalanc?eiﬂs introduced in the adaptive dynamics of the network. The
recovery of cooperation is possible through those satisfied: ; - ; )
Cooperators, which rebuild the hierarchical topolday]. ierarchical structure supports a stationary, highly coopera

The description in terms of the imitation network also tive state for general situatiqns in which, for a fixed ngtwor!(,
indicates the vulnerability of the structure to stochastic fluc-th€ System would not settle in a stationary state and in which
tuations. Figure 5 illustrates the sensitivity of the stationarythe cooperation level would be much smaller. The stability of
network structure to perturbations acting on the highly conihe network is very sensitive to changes in state of the few
nected nodes, which reflects their key role in sustaining cohighly connected nodes: external perturbations acting on
operation. At timet=500, the most connected node is exter-these nodes trigger global avalanches, leading to transient
nally forced to change state from C to D, triggering andynamics in which the network completely reorganizes itself
avalanche. Notice the large oscillations g, reproducing searching for a new, highly cooperative stationary state. Fu-
the transient dynamics in which the system searches for are work should explore the robustness of these results in
new stationary globally cooperative structure. slightly different settings. For instance, we have checked that

Conclusion We have addressed the general question ofhe same qualitative results are obtained with asynchronous
network formation. from the perSpeCtiVe of Coevolutiqn be'update regarding F|g 1’ and that add|ng continuous noise
tween the dynamics of the elements’ state and the interaGyeakens the cooperative phase by the spontaneous occur-

tions network. Our model of cooperation with network plas-rence of avalanches. Work along these lines is in progress.
ticity leads to hierarchical topologi¢48], the emergence of

global cascaded19,20 and vulnerability to attacks acting We acknowledge financial support from MCyBpain
on specific targetf21]. The hierarchical interaction network and FEDER (EU) through Projects CONOCE and
is reached as a stationary network starting from a randorBFM2002-04474-C02-01.
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