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We study the regime of anticipated synchronization recently described on a number of dynamical
systems including chaotic ones. We use simple linear caricatures to show the minimal setups able to
reproduce the basic facts described. ©2004 American Institute of Physics.
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The possibility of predicting the behavior of a dynamical
system „‘‘master’’ … in real time using a similar copy
„‘‘slave’’ … has been demonstrated theoretically, numeri-
cally and experimentally. This surprising result is of gen-
eral validity, although its main interest concerns those
systems, such as chaotic, whose dynamics has an intrins
degree of unpredictability. The prediction scheme is very
simple and relies on the use of time delay lines in the
dynamics of the slave system, while the master dynamic
is not altered. By focusing on simple linear examples, in
this paper we extract and highlight the essential ingredi-
ents of this intriguing phenomenon. We also analyze it
from the engineering point of view, where the slave is
seen as a cascade of control system blocks, an interpreta
tion which might be useful in future applications to sys-
tem control.

I. INTRODUCTION

The coupling of dynamical systems can lead to the s
chronization of their outputs.1 Synchronization means tha
two or more systems~with a dynamics that can be eithe
periodic or chaotic! adjust each other giving rise to a com
mon dynamical behavior. This common behavior can be
duced either by coupling the systems~locally or globally! or
by forcing them.2 Recently, attention has been given to t
peculiar phenomenon introduced by Voss3–6 where one sys-
tem synchronizes not with the present state but with so
future state of another system. This regime, calledantici-
pated synchronization, has been demonstrated theoretica
and numerically in disparate dynamical systems includ
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discrete or continuous, chaotic and noisy excitable, a
quasi-periodic ones.7–11 Experimental results have consid
ered either electronic circuit implementations of the dynam
cal equations6,10 or lasers running in the chaotic regime bo
in one-directional12 and bidirectional coupling.13–16

From the viewpoint of an external observer, the dyna
ics of anticipated synchronization can be seen as if one
tem is forecasting the state of the other. It is unclear, ho
ever, under which general conditions a given dynami
system would or not exhibit such dynamics. The pheno
enon in itself is rather counterintuitive because, depend
on the setting, it mixes notions of synchrony and order w
the dynamics of chaos and disorder. Furthermore, it is
immediately apparent whether or not nonlinearities are
sential for the process. This paper is dedicated to ans
these concerns, by analyzing the minimal setup able to
hibit the more fundamental aspects of this phenomena.

The paper offers three perspectives covering from
simplest scenario to the more complex ones. Section II
brief overview of anticipated synchronization as described
recent work. In Sec. III we discuss a toy model describ
the trivial situation of two ‘‘particles’’ moving with uniform
trajectory in which one particle attempts to closely follow t
other using the scheme described in the anticipated sync
nization literature. These particles can be seen as a sp
case of the dynamical system presented in Sec. IV, where
case of two coupled maps is analyzed from a dynamical s
tems perspective and the condition for anticipated synch
nization derived analytically. The same system is revisited
Sec. V, but now from a Control Systems point of view, bo
for continuous and discrete cases. The paper closes by lis
© 2004 American Institute of Physics
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8 Chaos, Vol. 14, No. 1, 2004 Calvo et al.
the most relevant conditions one would expect to see in
cases of anticipated synchronization.

II. OVERVIEW OF ANTICIPATED SYNCHRONIZATION

Two different schemes have been proposed in orde
achieve anticipated synchronization.3 Both schemes use, in
way or another, delay lines which allow forecasting of
mastertrajectory by aslaveidentical system.

The first scheme uses the technique ofcomplete replace-
ment. It considers a dynamical system,x(t) ~known as the
master system!, whose dynamics involves a delayed fee
back of the form

ẋ~ t !52ax~ t !1f„x~ t2t!…, ~1!

a.0 being a constant, andf a given, generally nonlinear
function. The dynamics of theslave system, y(t), is obtained
by a similar equation in which the delay term has been co
pletely replaced by the master system. Namely, the evolu
equation fory(t) is

ẏ~ t !52ay~ t !1f„x~ t !…. ~2!

It is easy to see that the manifoldy(t)5x(t1t), in which
the slave anticipates by a timet the actual output of the
master, is a stable solution of the dynamical equations~1!–
~2!. This follows readily from the~exact! evolution equation
Ḋ(t)52aD(t) for the delayed differenceD(t)5x(t1t)
2y(t). This result is independent of both the functionf~x!
under consideration, or the arbitrarily large delay timet. The
structural stability of the asymptotic solution has been de
onstrated by implementation in electronic circuits.6 Of
course, the result is more remarkable when the dynamic
the master has a high degree of unpredictability, i.e.,
choosingf~x! andt such that the dynamics of the master
chaotic. In this scheme, and beyond the mathematical re
the anticipation mechanism can be understood from the
that the dynamics of the master at timet influences its own
dynamics at a timet later, whereas it enters the dynamics
the slave immediately at timet. In other words, it is as if the
slave systemy(t) hasanticipated knowledgeof an essential
part of the dynamics of the master systemx(t).

The second scheme is one that includes only a dela
the slave dynamics.3 This is defined by the following dy-
namical equations for the master and slave systems:

ẋ~ t !5f„x~ t !…,
~3!ẏ~ t !5f„y~ t !…1K @x~ t !2y~ t2t!#,

where f„x(t)… is an arbitrary function andK is a coupling
strength matrix. It is easy to show that the anticipated s
chronization manifoldy(t)5x(t1t) is again a solution of
this set of equations. At variance with the case of comp
replacement, its stability can only be fulfilled in a limite
range of parameters fort and K . Despite this restriction
however, we believe that this method of anticipated synch
nization deserves more attention than that of complete
placement because the anticipation timet is included as an
external parameter and does not influence the dynamic
the master system. Therefore, in principle, any dynam
Downloaded 26 Oct 2003 to 130.206.131.132. Redistribution subject to A
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system can be predicted by using this scheme. Again,
anticipation is more relevant when the dynamics of the m
ter is unpredictable by other simple means.

Recently an extension of the scheme was introduced
include anticipation in nonautonomous systems.10,11 Specifi-
cally, it has been considered the following set of equatio

ẋ~ t !5f„x~ t !…1I ~ t !,
~4!ẏ~ t !5f„y~ t !…1I ~ t !1K @x~ t !2y~ t2t!#,

where the new termI (t) represents an external input actin
on both master and slave systems. Although the anticipa
manifoldy(t)5x(t1t) is no longer anexactsolution of the
previous equations@except in the case of a periodic forcin
I (t1t)5I (t)], it has been shown that several features of
dynamics of the master can indeed be predicted by the sl
For instance, it is possible to predict the peaks fired by
excitable system subjected to a random external forcing.10,11

We stress that in this case the random forcing induces p
firing at uncorrelated and unpredictable times.

In this second scheme, Eqs.~3!–~4!, the actual mecha-
nism leading to synchronization is much more elusive a
despite the wide variety of work, it is still unclear which a
the relevant conditions and requirements for two dynam
systems to exhibit this type of anticipated synchronizati
For instance, one would like to understand whether or
nonlinear aspects of the dynamics are needed for the sys
to exhibit anticipated synchronization. In the same line
what extent anticipation can be arbitrarily long is of re
evance for practical purposes.

III. MOTION OF TWO COUPLED PARTICLES

The intention in this section is to undress the anticipa
synchronization models of irrelevant aspects, to be able
identify the essential mechanisms at play. The goal is to h
a system identical to the more general ones described in
anticipated synchronization literature. We first look at t
simplest linear one, thus we choose a dynamical system
two particles moving uniformly in a one-dimensional spac
We consider a particle following a uniform motion,

ẋ~ t !5v, ~5!

wherex(t) is the position of the particle at timet andv its
velocity. Following the scheme in anticipated synchroniz
tion to forecast~and ‘‘synchronize’’ with! the position of the
master particle we consider another~‘‘slave’’ ! particle whose
trajectory is given by

ẏ~ t !5v1K„x~ t !2y~ t2t!…, ~6!

whereK is the strength of the coupling between the mas
particle @Eq. ~5!# and the slave@Eq. ~6!#. To achieve the
anticipation, the solutiony(t)5x(t1t) has to be a stable
solution. The stability can be studied analyzing the behav
of the delayed differenceD(t)5x(t1t)2y(t). We obtain

Ḋ~ t !52KD~ t2t!. ~7!

The condition for local stability, which in linear system
is a necessary and sufficient condition, of the solutionD(t)
50 „y(t)5x(t1t)…, is given by17,18
IP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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9Chaos, Vol. 14, No. 1, 2004 Anticipated synchronization
Kt,
p

2
. ~8!

This indicates that in order to observe an anticipated solu
of the slave particle within this scheme, the product of
coupling with the anticipation timet has to be smaller than
certain value. Larger values produce an over-correction
the slave is unable to anticipate. This expression qualitativ
reproduces the numerical results obtained by several
searchers.

It is interesting to note that if the two systems are n
identical, e.g., the velocities are different, then

ẏ~ t !5v81K„x~ t !2y~ t2t!…. ~9!

Then we obtain the same stability condition. However
anticipation is not perfect in the sense that the slave an
pates with a constant mismatchy(t)5x(t1t)1 (v8
2v)/K. The mismatch decreases with increasing coupl
constantK.

More generally from the set of motion equations inclu
ing a dissipation/acceleration term:

ẋ~ t !5v1Ax, ~10!

ẏ~ t !5v1Ay1K„x~ t !2y~ t2t!…, ~11!

we obtain a stability equation of the form

Ḋ~ t !5AD~ t !2KD~ t2t!, ~12!

leading to the conditions17,18

uKu,2A, ~13!

or

K.uAu and t,
cos21~A/K !

~K22A2!1/2 , ~14!

where the principal value„0<cos21(A/K)<p… is taken.

IV. A DYNAMICAL SYSTEMS PERSPECTIVE:
TWO COUPLED MAPS

Let us consider the same two particles of the previo
section but now moving with a dynamics given by the fo
lowing coupled maps:

xk115axk1a mod~m!,
~15!

yk115ayk1a1g~xk2yk2n! mod~m!,

where a.0 and a are constants. Ifa.1 the xk form a
chaotic map, whereasa51 leads to a quasi-periodic ma
and fora,1 the map converges toxk5a/(12a). The nec-
essary n12 initial conditions are the se
(x0 ,y2n ,y2n11 ,...,y21 ,y0).

We are interested in the possibility of the coupled ma
leading to anticipated synchronization, i.e., in having

yk5xn1k ~16!

as an asymptotic solution for the maps. To this end, we c
sider the map satisfied by the delayed differencedk5xn1k

2yk :

dk115adk2gdk2n . ~17!
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An analysis complementary to ours can be found in Ref
The ansatzdk5lk leads to

dk5 (
i 51

n11

Cil i
k mod~m!. ~18!

The ~complex! constantsC1 , . . . ,Cn11 are determined by
the initial conditions. Thel i , i 51, . . . ,n11 are the solu-
tions of the polynomial equation:

ln~l2a!1g50. ~19!

A necessary and sufficient condition for anticipated synch
nization to hold and to be asymptotically stable is th
limk→` dk50, or equivalentlyul i u,1, ; i 51, . . . ,n11. We
analyze now the range of validity of this condition as a fun
tion of the parametersa, n andg. It turns out that anticipated
synchronization occurs ifgP(a21,gc), where the value of
gc depends ona andn. We consider three cases.

~1! a,1. We treat for completeness this case, although i
less interesting from the practical point of view, since t
maps tend asymptotically to a fixed point~in practice,
after a finite number of steps!. Although a full analytical
solution does not seem to be available in this case,
possible to obtain the asymptotic behavior in the case
large anticipationn:

gc→12a1
p2

2n2 , a,1. ~20!

Notice that anticipation is possible for arbitrarily largen.

~2! a51. In this case, the dynamics is quasi-periodic. T
interval of anticipated synchronization can be found a
lytically as

gc52 sinS p

2~2n11!D. ~21!

In the limit n→`, gc; p/2n, the same as the continu
ous case considered in the previous section. Again,
ticipation is possible for arbitrarily largen.

~3! a.1. This is the more interesting case since the m
are chaotic. It turns out that the conditionul i u,1 is only
satisfied fora,11 1/n. Alternatively, for fixeda.1
the maximum anticipation time is

nmax5F 1

a21G, a.1, ~22!

where@x# denotes the integer part ofx. Anticipated syn-
chronization is found forgP(a21,gc) but only for n
,nmax. In this case ofa.1 we have not been able t
find any analytical approximation or asymptotic expre
sion and the values ofgc need to be computed numer
cally. The previous results are summarized in Fig. 1.

Let us now analyze the predictability of the map, taki
a51.1, n56, for which the synchronization limits areg
P(0.1,0.19395). First, for visualization purposes, we tra
form the output of the master map into a series of aperio
spikes by defining a new ‘‘firing’’ sequenceuk as uk51 if
IP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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10 Chaos, Vol. 14, No. 1, 2004 Calvo et al.
xk.u and uk50 if xk,u, with u a convenient threshold
value. Similarly for the slave map, we definevk51 if yk.u
andvk50 if yk,u. In the case ofa51.1 the timing of the
pulses does not have any regularity. As shown in Fig. 2,

FIG. 1. The anticipated synchronization regime is achieved for valuesg
andn inside the dashed region. Fora51 the upper limit of the synchroni-
zation region is the analytical result, Eq.~21!, whereas fora50.5 anda
51.1 these limits have been computed numerically.

FIG. 2. Power spectrumuv ~arbitrary units! of the series ofuk pulses gen-
erated by Eq.~15! with parametersa51.1, a50.1 andm51. This spectrum
is defined as the modulus squared of the~discrete! Fourier transform of the
sequenceuk .
Downloaded 26 Oct 2003 to 130.206.131.132. Redistribution subject to A
e

power spectrum of theuk signal is flat, showing the absenc
of any preferred time scale, the series is highly unpred
able.

In Fig. 3 we show that, in accordance with the previo
analysis, each pulse of the master systemuk is anticipated
n56 units of time by a pulse in the slave systemvk2n for a
coupling g50.16P(0.1,0.19395) ~middle panel!. For too
large or too small values of the couplingg, the synchroniza-
tion is lost. The existence of a minimum and maximum va
for the coupling in order to have anticipated synchronizati
which appears here as a property of simple linear maps,
also been observed in more complex chaotic3 and excitable
nonautonomous systems.11 These maps can be seen as w
as a case of integrate and fire dynamics, often used as
catures of neural systems.

V. A CONTROL SYSTEMS PERSPECTIVE

From an engineering viewpoint, the slave dynamical s
tem following a master, shown in the previous section,
seen as a cascade of control system blocks. In this sec
anticipated synchronization is analyzed from this Cont
System perspective. In both, the continuous and discrete

FIG. 3. Pulsesuk ~solid lines and circles! andvk2n ~dashed lines and dia-
monds!, generated by the iteration of Eq.~15!, with a51.1, a50.1, n56,
for three values ofg. Notice that anticipated synchronization~coincidence of
theuk andvk2n pulses! occurs only for the intermediate value ofg ~middle
panel!.
IP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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11Chaos, Vol. 14, No. 1, 2004 Anticipated synchronization
systems,x(t) will be seen as the output of a first order op
loop system with no feedback, and the slavey(t) ~controlled
signal! represents the output of an identical system but w
delayed time feedback and driven by the master systemx(t)
~the reference signal!. With enough loop gain in the feedbac
loop, the control will act as a servo mechanism which mi
mizes the error between the reference@masterx(t)] and its
own delayed outputy(t2t). Hence, the internal variabl
y(t) will be a predictionof x(t).

A. Two coupled particles seen as a servo mechanism

The example of the two particles following each oth
described by Eqs.~5! and~6! can be seen as a servo mech
nism where the position of the controlled particley(t2t) is
compared with a reference signalx(t). The integrator nature
of the loop provides enough gain so that in steady state
error will vanish and the two signals will match.

Equation~5! represents a pure integrator to inputv. De-
noting byX(s) the Laplace transform ofx(t) and assuming
zero initial conditions forx(t50), the Laplace transform o
ẋ(t) will be sX(s). Also, since the constant velocityv is
represented as an external step input, its Laplace trans
V(s) will be equal tov/s. Thus we can write

X~s!5
v
s2 . ~23!

This represents a transfer function, in the Laplace dom
with a pole at the origin of thes plane. If v is constant the
output is a rampx(t)5vt.

Repeating the same process for Eq.~6! we can write

sY~s!5
v
s

1K„X~s!2e2tsY~s!…, ~24!

from where we obtain

Y~s!5
v/s

~s1Ke2ts!
1

KX~s!

~s1Ke2ts!
. ~25!

Applying the inverse Laplace transform to Eq.~25! we can
obtain the temporal evolution of the output for any giv
input. The dynamics of the error in the servo mechanism
also be obtain by subtractingX(s)2Y(s).

The input/output relation,~transfer functionin control
system terms!, betweenX(s) andY(s) is given by the ratio
of these two functions~considering zero external input!:

Gcl~s!5
Y~s!

X~s!
5

K/s

11
K

s
e2ts

. ~26!

Equations~24!–~26! can be represented in a block diagra
as in Fig. 4, with direct gainG(s)5 K/s and feedback gain
H(s)5e2ts. In more general terms, the closed loop trans
function is given by

Gcl~s!5
Y~s!

X~s!
5

G~s!

11G~s!H~s!
. ~27!
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It follows that if the loop gainG(s)H(s)@1, the closed
loop transfer function will be given by the feedback ter
Gcl.„H(s)…21. For our example this means thatY(s)
.X(s)ets, and applying the inverse Laplace transfor
y(t).x(t1t). This was the expected result that proves th
the delayed position of the second particle, after some tr
sient, will follow the position of the first one. Likewise,y(t)
will be moving ahead ofx(t) in a predictive manner.

To perform a stability analysis, the roots of the denom
nators1Ke2ts50 must be found. If we replaces by iv a
frequency analysis can be obtained. This is usually d
drawing real and imaginary parts of the transfer functi
with the Nyquist diagram or using the Bode plots, represe
ing the module and phase separately. The termG( iv)
.K/ iv has a gain whose module decreases withv and be-
comes unity forv5K, and a constant phase equal to2p/2.
The transfer function of the delayH( iv) has a constan
module equal to one,

uH~ iv!u5ue2 ivtu51, ~28!

and a phase that decreases withw,

f~v!5arg@e2 ivt#52vt. ~29!

According to the standard stability criteria for linear sy
tems the module of the gain ofG(v)H(v) must be smaller
than 1 when the phase crosses thep boundary@meaning the
denominator ofGcl(s) is zero#. Substitutingv5K the total
phase contribution (tK1p/2) at the unity gain point should
be smaller thanp, recovering Eq.~8!,

t,
p

2K
. ~30!

B. Discrete system

A discrete system similar to the coupled maps descri
by Eq.~15! @but without the mod(m) constraint# can be seen,
in engineering terms, as a discrete time control system w
ten as two difference equations: one for the masterxk and the
other for the slaveyk .

To solve Eqs.~15!, without the mod(m) constraint, we
will use theZ-transform.19 If Z$xk% is theZ-transform ofxk

FIG. 4. Block diagram of the continuous-time servo mechanism system,
~24!–~26!, represented by a transfer function in the Laplace domain.
IP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp
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12 Chaos, Vol. 14, No. 1, 2004 Calvo et al.
denoted asX(z) and Z$xk21% is the Z-transform ofxk21

obtained by multiplyingX(z) by z21, applying these rules to
both equations, we obtain

X~z!5
Z$a%

12az21 , ~31!

Y~z!5
Z$a%1gz21X~z!

12az212gz2(n11) , ~32!

where theZ-transform ofa, Z$a%, depends on the type o
input a. For our case,a is constant and

Z~a!5
az

z2a
. ~33!

As in the continuous system, we are interested in
transfer function betweenX(z) andY(z). Any feedback sys-
tem can be viewed as a direct transfer functionG(z) and a
feedback blockH(z) whose output will be subtracted from
the reference, to obtain the error signal. In our case,

Y~z!5
G1~z!G2~z!X~z!1G2~z!Z~a!

11G1~z!G2~z!H~z!
, ~34!

where G1(z)5gz21, G2(z)5(12az21)21, and H(z)
5z2n. In the engineering literature, these equations are o
represented using block diagrams, as shown in Fig. 5.
closed loop transfer function in this case is given by

Gcl~z!5
Y~z!

X~z!
5

gz21

12az211z2nz21 . ~35!

Using the same arguments as in the previous subsectio
the loop gainG1(z)G2(z)H(z)@1 we can approximateGcl

.„H(z)…21. This yields Y(z).znX(z) indicating that the
outputyk predictsxk by n sampling periods.

To analyze the stability we analyze the conditions wh
the denominator of Eq.~34! equals zero. Thus to ensure st
bility the roots of the denominator must lie inside the circ
given by

zn~z2a!52g, ~36!

recovering Eq.~19!.

FIG. 5. Block diagram of the discrete-time servo mechanism system,
~34!, represented by a transfer function in theZ-transform domain.
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VI. CONCLUSIONS

As stated at the outset, the purpose of this paper is
undress the models of anticipated synchronization to be
to see the essentials of this intriguing dynamics, which
summary are the following.

~i! The phenomenon of anticipated synchronization in
self does not rely on nonlinear properties of the d
namics, indeed, as shown in Sec. IV nonlinearit
make the anticipation harder or impossible.

~ii ! Some aspects of the problem are naturally underst
by looking at it from a Control Systems approac
where the delayed terms are seen as an ‘‘error sign
in a servo mechanism control loop~Sec. V!.

~iii ! As shown by the derivation using simple stability cr
teria ~Secs. III and IV!, the boundaries of the antici
pated synchronization~i.e., the fundamental diagram
in Fig. 1 of coupling strength versus the delay! are
expected to be universal for this kind of system.

Overall, these results account for the necessary qua
tive features two systems must have in order to exhibit
ticipated synchronization. By clarifying under which cond
tions the phenomenon would be observable, some ques
will naturally arise opening new applications of these ide
From the arguments discussed here it seems that ‘‘sync
nizing in advance’’ and ‘‘controlling the future state’’ can b
equivalent objectives describing the aim of the process
anticipated synchronization. In that sense it might be wo
studying the possible connections with systems that teac
to master such objectives, as for instance the task of a ne
net adapting to capture a flying object.
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