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Abstract

Optical systems are vital parts of most modern systems such as mobile
mapping systems, autonomous cars, unmanned aerial vehicles (UAV), and
game consoles. Multi-camera systems (MCS) are commonly employed for
precise mapping including aerial and close-range applications. Aerial pho-
togrammetry has been recently progressed in many directions including
real-time applications, and classification.

In the first part of this thesis a simple and practical calibration model and
a calibration scheme for multi-projective cameras (MPC) is presented. The
calibration scheme is enabled by implementing a camera test field equipped
with a customized coded target as FGI’s camera calibration room. The
first hypothesis was that a test field is necessary to calibrate an MPC.
Two commercially available MPCs with 6 and 36 cameras were successfully
calibrated in FGI’s calibration room. The calibration results suggest that
the proposed model is able to estimate parameters of the MPCs with high
geometric accuracy, and reveals the internal structure of the MPCs. The
first hypothesis was proven by a concise assessment of results.

In the second part, the applicability of an MPC calibrated by the proposed
approach was investigated in a mobile mapping system (MMS). The second
hypothesis was that a system calibration is necessary to achieve high geo-
metric accuracies in a multi-camera MMS. The MPC model was updated

iii



iv

to consider mounting parameters with respect to GNSS and IMU. A system
calibration scheme for an MMS was proposed. The results showed that the
proposed system calibration approach was able to produce accurate results
by direct georeferencing of multi-images in an MMS. Results of geomet-
ric assessments suggested that a centimeter-level accuracy is achievable by
employing the proposed approach. The high-accuracy results proved the
second hypothesis. A novel correspondence map is demonstrated for MPCs
that helps to create metric panoramas.

In the third part, the problem of real-time trajectory estimation of a UAV
equipped with a projective camera was studied. The main objective of this
part was to address the problem of real-time monocular simultaneous local-
ization and mapping (SLAM) of a UAV. A customized multi-level pyramid-
matching scheme based on propagating rectangular regions was proposed.
The cost of matching was reduced by employing the proposed approach,
while the quality of matches was preserved. An angular framework was
discussed to address the gimbal lock singular situation. The results suggest
that the proposed solution is an effective and rigorous monocular SLAM
for aerial cases where the object is near-planar. The performance of the
proposed algorithm suggests that it achieves time and precision goals of a
real-time UAV trajectory estimation problem.

In the last part, the problem of tree-species classification by a UAV equipped
with two hyper-spectral an RGB cameras was studied. The objective of this
study was to investigate different aspects of a precise tree-species classifica-
tion problem by employing state-of-art methods. Different combinations of
input data layers were classifies to find the best combination of features. A
3D convolutional neural-network (3D-CNN) and a multi-layered perceptron
(MLP) were proposed and compared for the classification task. Both clas-
sifiers were highly successful in their tasks, while the 3D-CNN was superior
in performance. The classification result was the most accurate results pub-
lished in comparison to other works. A combination of hyper-spectral and
RGB data was demonstrated as the best data model, however, RGB data
was shown as an inexpensive and efficient data-layer for many classification
applications.
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Chapter 1

Introduction

Optical systems have recently enjoyed a significant outburst in technology
and applications [1–3]. Many relatively inexpensive and practical opti-
cal sensors are available nowadays as computer-vision solutions [4]. Mod-
ern optical system such as multi-fisheye cameras, multi-projective cameras
(MPC), high-resolution projective cameras, rotating-head panoramic cam-
eras, and hyper-spectral cameras are vital part of almost any smart solu-
tion such as 360 cameras [5], autonomous cars [6], unmanned aerial vehicles
(UAV) [7], mobile mapping systems [8], and modern game consoles [9]. The
optical sensors are efficient and practical measurement units.

An optical system is efficiently employed in a smart solution when a) its
internal structure is precisely estimated, and b) accurate synchronization
and calibration mechanisms are employed to ensure its consistency with
respect to other sensors. The internal structure of an optical system is usu-
ally formulated as abstract models that capsulate realities of image sensors
and optics.

Important aspects of an optical solution include geometric [9-12] and
radiometric calibration [13], geometric accuracy assessment [14–16], syn-
chronization with other sensors [17, 18], and real-time and post processing
aspects [19–22]. Geometric calibration consists of pre-calibration and self-
calibration of interior orientation parameters of a sensor, and relative ori-
entation of internal parts with respect to a fixed frame, or a local unit. Pre-
calibration includes employing designed objects such as calibration plates
or calibration test fields to estimate unknown internal parameters of a cam-
era. Real-time processing steps include estimating the output parameters
that are expected as the result of a measurement mission. These parame-
ters could be e.g. sensor positions and orientations, uncertainty statements
about the estimated parameters, or classification labels.
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2 1 Introduction

Employing an optical system requires efficient camera modeling. A
camera model is a suitable mathematical form that represents physical
reality of lenses and sensors [23]. Specialized camera models are designed
to address specific conditions that a group of cameras encounters. For
example, a projective camera model enables to appropriately address the
distortion parameters caused by curvatures of a lens [24]. It also takes
into account the relative position of a lens with respect to its sensor by
appropriate parameters such as focal length or principal point parameters.
This model is typically unable to address other sensors that are structurally
different, such as fisheye or multi-cameras. Camera models are therefore
defined for a group of sensors that are fundamentally similar in structure,
lens and sensor.

In a smart system with complex optics such as an autonomous car, a
comprehensive plot could be imagined based on sensing units (sensors),
data-processing units (algorithms), and acting units (actors) [25]. Sen-
sors are important first-level input units that are considered to work in a
suitable way to generate necessary data for processing units such as local-
ization methods, and classifiers. In this plot, a data-processing task may
need inputs from more than one sensor; therefore, all sensors including
cameras, lidars, global navigation satellite systems (GNSS), and inertial
sensors should be synchronized and calibrated with respect to each other,
a local frame, or their parent system. In such a system, raw sensor data
is analyzed and converted to high-level information such as classification
labels, conclusions, or system actions.

An important aspect of a smart system with complex optics relates to
real-time processing [20]. In many modern photogrammetric applications
(such as aerial object tracking, real-time aerial mapping, traffic monitoring,
aerial fire monitoring, etc.) the final goal is to tackle a problem in real-
time. For an application such as tree classification, the processing starts
from geometric and radiometric calibration of cameras and other sensors.
Real-time aspects include online transmission of data and results, task man-
agement, direct georeferencing, structure from motion (sfm) and real-time
trajectory estimation, and on-board and cloud-based processing. Post pro-
cessing aspects include ground control point measurement, Bundle Block
Adjustment (BBA), dense point cloud generation, orthomosaic generation,
and classification.

The objective of this thesis is to study different aspects of rigorous solu-
tions for fundamental subtasks in the aforementioned comprehensive plot,
particularly geometric data processing, real-time processing, and analytics.
The geometric modeling is the first focus of this work. Here, solutions for
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different aspects of the plot, from calibrating an MPC and sensor synchro-
nization, to real-time trajectory estimation and classification are rigorously
proposed and accurately tested.

Image processing is the main tool to achieve important objectives of
this work. Image processing is the art and science of dealing with images
of objects, animals, peoples, trees, locations, etc., and extract useful infor-
mation from captured images [26]. Indisputably, image processing is a key
player in modern technologies and one of the most interesting adventures
since the invention of digital computing. Image processing turned into a
domain to develop algorithms that perform similar tasks that our brains
have been able to perform for thousands of years [27]. Image processing
includes a wide spectrum of routines from basic image enhancements such
as geometric or radiometric enhancements e.g. sharpening, blurring, his-
togram equalization, to more complex tasks such as geometric and radial
calibration of cameras, and classification.

We create and employ a test field to estimate internal parameters of a
camera. A custom coded-target is proposed to build the test field. The
main question that is answered in this respect is how to create an “easy-to-
detect” and “efficient” coded-target for single and multi-projective cameras.
Parameters such as accuracy, good visibility (minimum maximum distance,
and usability for a specific field of view), embedded identifier, embedded
scale, and an automatic reading capability are key factors to consider.

Once we have a camera calibration room, we can use it to estimate
internal structure of a camera. In this thesis we consider multi-project
camera calibration and modeling. Multi cameras are optical systems con-
sisting of a set of internal cameras that bond together in a rigid frame [28].
Multi cameras are usually designed to either cover larger areas that a single
camera is unable to cover, or measure several spectral channels of the elec-
tromagnetic spectrum to produce multi-spectral or hyper-spectral mosaics.
There are three most common forms of multi cameras: a) multi-fisheye,
b) multi-projective, and c) mixed types. Multi-fisheye cameras are usually
equipped with two or more cameras with fisheye lenses to produce super-
wide images (usually 360 degrees images). MPCs have a simple structure
that make them desirable for many modern applications. The next question
that is answered by this thesis is “how to employ the proposed camera cal-
ibration room equipped with the planned coded-target to calibrate a single
camera or an MPC?”. Challenges in this regard are the applicability of a
designed room for a camera class, room size and its structure, distribution
of targets on the room’s surface, initial estimation of target positions, un-
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certainty statement for estimated targets, and addressing singularities that
arises in this problem.

After calibrating an MPC, the sensor-synchronization aspect is the next
challenge. A custom calibration scheme for a mobile mapping system is pro-
posed by including mounting parameters of an MPC with respect to GNSS
and IMU. Direct georeferencing is employed to demonstrate geometric ca-
pabilities of the proposed model. Next, an efficient plot for creating metric
panoramas is proposed.

A standard application of a pre-calibrated camera is in aerial mapping.
Despite the availability of GNSS, image-based trajectory estimation is still
a valuable alternative source specially when GNSS is unable to provide reli-
able positional information due to factors such as unavailability of satellites
or multi-path error [29]. Real-time trajectory estimation of a UAV by a
pre-calibrated single camera (SC) is known as monocular simultaneous lo-
calization and mapping (SLAM) [30]. This problem involves addressing sub
tasks such as fast and reliable image matching, fast network initialization,
and network optimization. This thesis contributes to monocular SLAM
problem by proposing small solutions that address different aspects of it.

A bigger scheme to consider is dealing with a real-time photogrammetric
platform calibrated to perform image interpretation tasks such as classifi-
cation. When an accurate camera trajectory is acquired, we can employ
it to perform tasks such as accurate localization of 3D point, dense point
cloud generation, and accurate classification of objects. One such appli-
cation relates to the problem of tree-species classification by a UAV that
is equipped with RGB cameras and hyper spectral sensor [21]. This thesis
contributes to this problem by investigating different aspects of an airborne
tree-species classification problem. We propose a 3D Convolutional Neural
Network (3D-CNN) classifier and compare it to a Multi-Layered Perceptron
(MLP). We study the structure of the proposed 3D-CNN model along with
different combinations of data layers to suggest the most efficient structure
for the network and best set of features for the classification.

1.1 Research questions and hypotheses

In this section, a list of 8 research questions and 2 hypotheses are stated.
The research questions are answered in Chapter 5, and the hypothesis are
elaborated in Chapter 6.

• RQ1: What are the important parameters to consider when designing
a coded target? How to achieve high sub-pixel accuracy, embedded
coded-target, and embedded scale-bar in a coded target?
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• RQ2: How to build a camera calibration room in an easy and efficient
way for single and multi-cameras? How to accurately estimate the
structure of the camera calibration room?

• RQ3: How to calibrate a multi-projective camera in an efficient and
easy way? What are the challenges in this regard?

• RQ4: How to integrate a calibrated multi-projective camera in a
mobile mapping system? What are the challenges and opportunities?

• RQ5: How to compile metric panoramas from multi-projective im-
ages?

• RQ6: How to address the gimbal-lock singularity in Jacobian matrix
of a BBA?

• RQ7: What are the challenges to build a real-time photogrammetry
system? How to address real-time challenges efficiently? What are
the software limitations?

• RQ8: How to integrate deep learning to a UAV-based multisenso-
rial photogrammetric mapping system? What are the challenges and
opportunities?

• HT1: A camera test field is required to geometrically calibrate a
multi-projective camera.

• HT2: A system calibration is essential to acquire high geometric
accuracies from a mobile mapping system equipped with a multi-
projective camera, a GNSS and an IMU.

We will return to these research questions and hypotheses in Chapter 5.

1.2 Contributions

The main contributions of this thesis are the following:

1. A novel code target and a calibration room A novel coded-target was
introduced based on parameters such as sub-pixel accuracy, embedded
identifier, embedded scale, and ease of automatic detection (Article
I). A calibration room was equipped with the proposed coded-target
for camera calibration (Article I).
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2. Modelling and automated calibration of a general multi-projective
camera: The proposed coded-target was employed to build a calibra-
tion room for single and multi-cameras (Article I). A novel calibration
scheme for multi-projective cameras was finally proposed (Article I).
The model was successfully demonstrated to find the internal struc-
ture of two multi-projective cameras with 36 (Article I) and 6 pro-
jective cameras (Article II).

3. An accurate calibration scheme for a multi-camera mobile mapping
system: The multi-projective model that was proposed in Article I
was improved in Article II to accept lever-arm vector parameters and
boresight angles with respect to GNSS receiver and IMU sensor. A
sparse BBA scheme was proposed in Article II. Direct geo-referencing
was investigated based on the proposed model.

4. 3D mapping by employing a mobile mapping system consisting of
multi-projective cameras: The proposed calibration scheme described
in Article I was employed to calibrate a multi-projective camera. The
mobile mapping calibration scheme described in Article II was em-
ployed to calibrate an MMS. The image points of the calibrated multi-
camera in the MMS were employed to estimate positions of 3D object
points in Article II. The global quality of 3D object point positioning
was assessed by check points (Article II). The role of intersection ge-
ometry on the quality of 3D object point positioning was investigated
(Article II).

5. Metric panoramic generation for multi-projective cameras A novel
scheme for creating non-stitching panoramas for multi-projective cam-
eras was proposed and discussed in Article II. Stitching panoramas
had a lack of metric information that was addressed by introducing
a contribution and a correspondence map (Article II). The contribu-
tion map offered the possibility to optimally design a multi-projective
camera. The correspondence map offered a scheme for fast compila-
tion of panorama for multi-projective cameras (Article II).

6. A new angular parametrization of BBA to address the gimbal lock
singularity: A new angular parametrization of BBA based on spher-
ical rotation coordinate system was presented to address the gimbal
lock singularity (Article III).

7. Real-time georeferencing of UAV images: The sparse BBA scheme
that was proposed in Articles I and II was employed for trajectory
estimation of a UAV. A monocular SLAM solution was proposed in
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Article III. The novel parametrization of sparse BBA (Articles I and
II) based on spherical rotation coordinate system was presented in
Article III. A modified network creation scheme was presented to
address the robustness of network creation, while respecting its time
constraints. A multi-level matching approach based on scale invariant
feature transform was proposed to preserve high-frequency key-points
in a real-time scheme (Articles I, II and III).

8. Tree-species classification by hyperspectral and RGB imagery: we
studied different aspects of a tree-species classification by a UAV that
was equipped with an RGB camera and a hyper-spectral sensor (Ar-
ticle III). A convolutional neural network was proposed to perform
the classification task. The proposed classifier was compared with
a multi-layered perceptron classifier. Different combinations of data
layers were studied to find the most efficient set of features.

9. Efficiency of computations in a photogrammetric solution: A futuris-
tic photogrammetric solution needs to be efficient in terms of sensor
integrity, computation time, RAM usage, task splitting between edge
and cloud, and classification aspects such as time and accuracy. Ef-
ficiency was the cross-cutting theme in all the research of this thesis
(Articles I-IV).

1.3 Structure of this thesis

This thesis is organized as six chapters. The first chapter is introduction
that contains a general overview, research questions and contributions. The
second chapter concerns a brief overview of the background methods that
are used in this work. A literature review of state-of-art methods is also
provided in this chapter. The third chapter concerns a short introduction to
implementation details of the proposed approaches of Articles I-IV. More
details could be found in the original articles. In the fourth chapter results
are organized and briefly presented. A brief discussion about results is
organized as answers to the research questions in the fifth chapter that
followed by a summary and conclusion in the sixth chapter. Abbreviations
and synonyms used in this work are listed in Appendix A.
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Chapter 2

Background and literature review

In this part, the background schemes of this work and a recent literature
review are briefly presented. By the background schemes, we mean more
of the basics of the problems that are addressed, as well as highlights on
their usability in actual applications, and less about technical details. The
research papers at the end of this thesis contains more technical details.
The chapter starts with a brief introductory part that is followed by a
mathematical background and literature review.

2.1 Cameras and multi-cameras

A modern optical system is a combination of digital sensors, electric boards,
lenses, wiring, power resource, and storage that is designed to measure parts
of the electromagnetic spectrum. Modern optical systems are inseparable
parts of complex solutions such as UAVs, or autonomous cars.

A projective camera (or a single-frame camera) is a simple optical sys-
tem consisting a rectangular sensor and a set of lenses. The basic assump-
tion about a projective camera is that each point in its focal plane could be
linked to the corresponding 3D object point through a projective transfor-
mation [31]. A linear correspondence is assumed after applying corrections
for lens distortions and other sources of errors. A projective transforma-
tion is a non-linear eight parameter transformation that is employed to
represent a perspective geometry. A distortion model helps to move from
a projective camera to a pinhole camera.

A pinhole camera is a hypothetical distortion-free camera box with an
infinitely small focal point [32]. A hypothetical ray puts a unique mark on
its sensor when traveling through its focal point, therefore we can assume
a perfect linear relationship between its image points, the focal point, and

9
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the corresponding 3D object points. An interior orientation model is a
mathematical form that helps to transfer distorted image points of a pro-
jective camera to their corresponding distortion-free pinhole coordinates.
It takes the geometry and built imperfection of the lens and sensor into a
suitable non-linear relationship with adjustable parameters called interior
orientation parameters (IOP).

Panoramic cameras are an important type of optical systems to capture
wide and super wide images. These cameras are efficient tools to capture
more of the surrounding environment of any moving object. Panoramic
cameras are usually employed in a wide variety of instruments such as 360
cameras, mapping instruments, robots, autonomous cars.

Multi-cameras are a sub-category of panoramic cameras. On the pos-
itive side, multi-cameras are inexpensive, easy to build, and geometrically
solid and stable, mainly because of their intrinsic sturdy design, when com-
pared to other wide-view systems such as rotating-head cameras. On the
negative side, calibrating multi-cameras is a challenging task that needs
specialized hardware and software. An MCS has a number of cameras are
mounted fixed on a rigid frame that could be a metal bar, or a plastic frame
with the purpose to concentrate on regions of interest. In today’s market,
a wide range of multi-cameras could be found, from inexpensive panoramic
cameras to high-accuracy complex systems such as oblique aerial cameras.

An important mapping system that recently benefits from MCS is an
MMS that is usually a collection of subsystems such as GNSS, inertial
measurement unit (IMU), and imaging sensors such as cameras, lidars, and
odometer sensors, integrated in a common moving platform mainly used
for navigation and geometric and radiometric data acquisition [33].

A useful step regarding sensor modeling of panoramic cameras is to
categorize them based on common properties and similarities. A catego-
rization for panoramic imaging could be e.g. found in [23] where 4 groups
of mirror-based rotating-head, scanning 360, stitched, and near 180 are
listed. Panoramas from stitching are usually generated for non-metric ap-
plications such as visualization; stitched panoramas are therefore outside
the focus of metric applications. we can present a simpler categorization
based on common geometric properties for most of panoramic cameras as:
a) rotating head, b) multi-fisheye, c) multi-projective, and d) catadioptric
cameras [24]. This categorization helps to concentrate on a specific group
with similarities that make a uniform modeling feasible.

The first category (rotating-head) consists of cameras that are equipped
with a linear CCD array. These cameras are usually equipped with an arm
that captures several shots from different angles. A panorama is finally
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compiled by merging several images. EYESCAN M3 and SpheroCam are
two examples of this class. EYESCAN M3 was jointly developed by DLR
and KST, and SpheroCam was developed by SpheronVR AG. There are
motorized rotating heads that equivalently employ a simple mechanism
with a projective camera and a rotating arm. Few examples of this class are
Roundshot metric, GigaPan EPIC pro, Phototechnik AG, or piXplorer 500.
Usually a synchronized mechanism between camera shutter and step motors
ensure by a central processing unit. An important factor when dealing with
these cameras relates to the problem of putting the optical center of the
projective camera on the center of rotation. Under this physical calibration
limit, a high-accuracy high-resolution metric panorama is accessible in this
class [3].

In this class, usually one or two step motors that are synchronously work
to rotate the central projective camera to a given direction and orientation.
Then, few shots of designed directions will be captured and combined to
generate a high-resolution panorama. Color blending is the technique that
is commonly used here to soften the edges that will otherwise affect the
quality of the final panoramas. Compiling a panoramic image with this class
requires few seconds to few minutes to compile depending to the output
resolution, therefore, this class is not suitable for real-time applications such
as mobile mapping. Important applications of this class could be mentioned
e.g. in 3D modeling, artistic photography, high-precision surveying [10, 23,
34–36] and recording and classification of cultural heritage [1, 37].

The second category (multi-fisheye cameras) consist of a dual fisheye
camara configuration that is mounted on a rigid frame. This configuration
is suitable for portable and compact 360 imaging photography. Exam-
ples of this class include Ricoh Theta S [38] and Samsung Gear 360 [39,
p. 360]. Fisheye cameras were studies e.g. in [11, 40, 41]. Dual-fisheye
configuration was studies by [12, 38, 42]. For surveying application, low
to medium accuracy is achievable for this class of cameras by employing
non-linear weighted BBA. Advantages of this class of cameras include sim-
plicity of design, compactness, relatively low-data-capturing rate. These
advantages are desirable specially for application such as medium-accuracy
mobile mapping [4, 39, 43–45], or 3D visualization where high capturing
speed and simplicity are leading factors. On the other hand, Dual fisheye
cameras have some limitations. We may mention e.g. non-perspectiveness,
considerable distortions, considerable variation in scale and illumination be-
tween scenes, and nonuniformity of spatial resolution over an image. These
factors affect the quality of panoramas that are generated in this category.
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Often these panoramas are at a lower quality in comparison to the first and
third category.

The third category (multi-projective cameras or MPC in short) contains
a set of projective cameras that are mounted fixed to a rigid structure.
These cameras are designed to address specific imaging, navigation, or sur-
veying challenges. In multi-projective cameras, a fast-synchronized shutter
mechanism is necessary to ensure simultaneous capturing of images from
all cameras with minimum possible delay. Examples of this class include
Panono with 36 projective camera, Ladybug v.5 with 6 cameras by FLIR,
oblique airborne cameras with 2 or more oblique projective cameras such as
Leica RCD 30, Ultracam Osprey mark 3, WELKIN-C1, Leica city-mapper
2, or Foxtech 3DM-Mini. The most basic approach to compile a panorama
for this class is by employing automatic image stitching techniques. In con-
trast to the panoramas of the first and second category, these panoramas
are mainly used for artistic and visualization purposes. The metric char-
acteristics of these panoramas are lost due to errors that image stitching
produces. A metric panoramic compilation scheme for this class is feasible
by employing the multi-projective sensor information. High data capturing
rate of this class makes it useful for various applications e.g. in visual-
ization, cinema, artistic photography, land and aerial surveying, mobile
mapping, and navigation.

The fourth category contains catadioptric cameras. This category con-
tains complex optical systems such as shaped mirrors, spherical and as-
pherical lenses, and hyperbolic and elliptical mirrors [46]. A prototype of
a dual catadioptric camera was proposed by [47, p. 360].

2.2 Sensor modeling (Articles I-III)

In this part, the mathematical background for most part of this thesis is
elaborated. The first part of this section, the interior orientation model
that was developed for this work is discussed. This model is followed by
a description about collinearity and co-planarity conditions. Then a novel
rotational frame work is described.

2.2.1 Collinearity and interior orientation model

In micro scale, we can safely assume that a light ray is travelling in a straight
line. Our basic assumption fails when the scale of a problem increases,
that is mainly due to the distortions that occur by traveling of light in
a non-empty space. The role of gravity on distorting the light’s path is
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also considerable in macro scales. A micro scale problem simplifies by this
assumption when dealing with an optical system modeling [32].

An ideal mathematical situation in an optical image system assumes
by considering an object point, a focal center, and a corresponding image
point collinear (Figure 1). The real situation on a micro scale is however
different from mainly because of the effects such as imperfectness in lens
built, effect on noise, and imperfectness in sensor built. Interior orienta-
tion helps to remove those effect by introducing an appropriate non-linear
transformation [48]. We may first assume that we deal with an ideal camera
with an ideal image coordinates that makes a perfect connection between
to an abject point its focal point and a corresponding image point through
collinearity equation:

X = λ.R(ω,φ,κ).x+ (X0)t, (1)

where R(ω,φ,κ) is a right-handed 3 × 3 rotation matrix of the camera at
time (t) with Euler angles (ω, φ, κ). The order of applying rotations are
from end to start. (X0)t is the 3D position of camera. In Equation 1, x
is pinhole image coordinates, X is the corresponding object point, and λ
is the unknown scale. This scale could be removed by dividing first two
equations by z:

x = −M1.(X− (X0)t)

M3.(X− (X0)t)
, y = −M2.(X− (X0)t)

M3.(X− (X0)t)
, (2)

where M = R(−1). We name image coordinates of Equations 1 and 2
pinhole coordinates throughout this thesis. The word pinhole come from
the fact that in an ideal setting (Figure 1), the lens is assumed as a point.

We may now convert the distorted image coordinates (Figure 2) into
undistorted pinhole coordinates that satisfies Equations 1 and 2. For this
purpose, we may first remove the shift of principal point (vertical projection
of focal point on the image plane)

x1 =
(x)t1 − PPx

f
, y1 =

(y)t1 − PPy

f
, (3)

then remove radial and tangential distortions by

r2 =
√
x21 + y21, Rad = (1 +K1.r

2 +K2.r
4 +K3.r

6), (4)

(xn)t1 = x1.Rad+ 2.P1.x1.y1 + P2.(r
2 + 2(x1)

2)− δ.x1 + λ.y1, (5)

(yn)t1 = y1.Rad+ 2.P2.x1.y1 + P1.(r
2 + 2(y1)

2) + λ.x1. (6)
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Figure 1: Collinearity condition in and ideal pinhole camera.

Figure 2: Distorted and undistorted (pinhole) image coordinates.

2.2.2 Coplanarity

The coplanarity equation is expressed as the condition that an object point,
two focal centers of images that see the object, and the object point’s cor-
responding image points are on the same plane [31] (coplanarity in Figure
3).

Figure 3 demonstrates two images that can see an object point. In this
figure, we may assume a local right-hand-side Cartesian coordinate system
for each image such that its center lies on the focal center of image (Fi). X
and Y axis are parallel to the pinhole image axis, and Z perpendicular to
the image plane. We set the focal distance equal to one. In this way, image
coordinates of the form (x, y) will be corresponding to a 3D coordinates
(x, y, 1) in the local coordinate system of their parent image. A 3D point
in a local coordinate system of an image could be transformed to the local
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Figure 3: Side view of two (mirror) images that look downward to an
object point. The gray triangle that is bounded by red lines represent the
coplanarity condition in and ideal pinhole camera.

coordinate system of its neighboring images, if transformation parameters
(3 rotations, 3 translations, and one scale) are known. This relationship
could be written as

(x)j = λ.Rij .(x)i + (X0)ij , (7)

where (x)i is an arbitrary point in coordinate system i, Rij is the relative
rotation matrix between two coordinate systems, b = (X0)ij is the relative
shift, and λ is the scale factor.

If we assume that both local coordinate systems have the same scale,
then λ = 1. Coplanarity between (x1)1, (x2)1, and (b)1 is written as

(x1)1.[(x2)1 × (b)1] = 0, (8)

where (.) is inner vector product, and (×) is cross vector product. Finally,
Equation 8 boils down to

(x1)1.[(R12.(x2)2)× (b)1] = 0. (9)

By considering E = [(X0)t]x.RRt, Equation 9 could be rewritten in
matrix form

(x1)
′
1.E.(x2)2 = 0, (10)
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where (x1)1, and (x2)2 are (3×1) matrices, and E is the 3×3 essential ma-
trix. Therefore, the essential matrix is an appropriate tool to establish 3D
relationship between two corresponding image points of an object point. To
estimate an essential matrix, at-least few image to image correspondences
should be known. There are well-studied algorithms that can estimate the
essential (or a fundamental) matrix by having few image point correspon-
dences. A brief list includes 8-point [49], 7-point [50], normalize 8-point
[51], 5-point [52], and 6-point [53]. Nister’s 5 point algorithm [52] is among
the most robust algorithms when the focal length is approximately known.

2.2.3 Multi-projective camera

A sensor model for a multi-projective camera should include parameters
concerning physical reality of the camera, e.g. interior orientation of pro-
jective cameras or relative orientations among them. The first models that
proposed for the multi-cameras involved stereo camera calibration [54–56].
One of the first attempts to employ relative orientation constraints was
made by [54] that proposed a system with a stereo camera and a GNSS
receiver to localize 3D object points by spatial intersection of image points.
It was later that [55] employed relative orientation stability constraints in
a BBA. Another early attempt was made by [56] who employed a mov-
ing target with fixed-length for stereo-camera calibration. Then, other
researchers proposed solutions for more complex calibration scenarios, e.g.
[57] proposed a calibration scheme for a multi-camera with four projective
cameras. System stability analysis was employed by [58] for a multi-camera
system calibration (MCS). Moreover, they studied the optimum number of
images necessary for a time-efficient major or minor multi-camera calibra-
tion. An MCS3 of a thermal camera and a stereo camera was calibrated
by [59] by using distance constraints. Variation of IOPs/EOPs of MPC
was studied by [28]. A calibration scheme and a toolbox based on a chess
pattern was proposed by [60]. They employed this toolbox to calibrate a
stereo camera, and an MPC with 4 side-looking cameras. One limitation
of their proposed approach was related to a requirement that at-least small
portions of pattern should be visible by each camera.

2.3 Calibration (Articles I-III)

Camera calibration is an important way to estimate parameters of an in-
terior orientation model. Camera calibration is an optimization process to
estimate IOPs of a camera through a statistical model. Camera calibration
could be performed by employing fixed objects such as a calibration plate
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or a calibration room, or through a self-calibrating optimization process
that also estimates the IOPs beside other parameters such as trajectory of
the camera and position of object points.

A camera calibration room (or a calibration test field) is a suitable space
that is designed to estimate intrinsic parameters of a camera or a class of
cameras [10, 11, 41, 61]. A camera calibration room acts as a rigid body
with known geometry that accelerates the process of camera calibration.
A-priori known structure of a camera calibration room is usually estimated
up to an arbitrary coordinate system and a scale. Usually scale bars with
known lengths are employed to estimate the correct scale of a calibration
room [36]. A calibration room is usually covered by coded targets, scale
bars, fixed surveying structures, and suitable lighting sources. A coded
target is an object with known geometry that is designed to be easily de-
tectable inside images by a computer algorithm [14].

Many sensor modeling research works have been done based on em-
ploying a camera calibration room, e.g. [62] employed a camera calibration
room with installed rectangular coded-targets to register bands of a tun-
able Fabry–Pérot interferometer (FPI) camera. A calibration field was
developed by [63] to estimate parameters of a rotating head camera. The
calibration room was named as “ETH Zurich Panoramic Test field”. A cal-
ibration test field with 200 object points was developed in university of TU
Dresden for panoramic cameras [15]. By using AURUCO coded targets
[64], a calibration field was proposed by [65]. This calibration filed was
later employed to calibrate catadioptric, multi-camera, and fisheye cam-
eras. A geometric calibration model is proposed for MPCs e.g. by [66,
67]. The calibration model is required to achieve high-accuracies for tasks
such as surveying and mapping, texturing, visualization, and panoramic
compilation. A calibration scheme was proposed by [68] for catadioptric
cameras.

To design a camera calibration room, usually parameters such as field
of view of the target camera, and Ground Sampling Distance (GSD) should
be taken into account. Physical constraints such as availability of limited
locations for a calibration room usually plays a negative role. However, this
limitation could be to-some-degree compensated by a proper consideration
of the scale parameter of the printed targets. A suitable distribution of
coded targets also improve the situation of improper locations.

A coded target is an important building block of a camera calibration
room. A coded target is a printed pattern of geometric objects such as
circles, ellipses, rectangles, lines that have distinguishable shapes or corners
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that could be precisely located in images. Many coded-targets have been
designed and employed by photogrammetric and computer-vision societies.

Image processing provides necessary tools to detect edges, lines and
circles, holes and more complex shapes in images. Operators such as edge
detectors, blob detectors, and Hough transform are commonly used in local-
izing geometric shapes [26]. Circles are one of the easiest geometric shapes
to detect in images. A circle (or a blob) is usually projected into a rotated
ellipse because of the perspective geometry of a camera. Image distortions
(radial distortion and tangential distortion as well as non-perspectiveness)
could produce even strange non-elliptical projections of circles in images
which affect the process of automatic detection. In comparison to other
geometry shapes, blobs are usually detectable inside an image with sub-
pixel accuracy, since boundary points strengthen the process of localizing
a center point. A non-symmetric combination of circles is a good nominate
to create a rotation-invariant coded-target.

2.4 Image-based scene reconstruction (Article III)

Image-based scene reconstruction is a large category of algorithms that
aim to estimate a) shape (structure) of an object from its projections in an
image or a set of images, and (optionally), and b) status of images taken
from the object. Shape from shading, shape from silhouettes, and structure
from motion (sfm) are three sub classes of image-based scene reconstruction
[69]. In this thesis we equivalently use “image-based scene reconstruction”
and sfm, since the other two sub-categories are outside the scope.

Structure from motion includes topics such as sparse and dense image-
matching (automatic tie-point extraction), and network estimation. Net-
work estimation (or camera trajectory estimation) is a part of the sfm
problem that concerns estimating status of images when a sufficient set of
tie-points between them are given. This problem could be simplified in
several ways, e.g. prior information about sensor parameters reduce the
number of unknowns, or navigational observations from GNSS and IMU
could be employed as initial estimations of image orientations and posi-
tions if estimation of lever-arm vector and boresight angles exist.

Automatic tie-point extraction is generally known as feature image
matching problem that is a central component of many computer-vision
algorithms such as panoramic generation, or sfm. Distinctive presentation
of image points as key points has significantly helped these problems, e.g.
[70] proposed a method to extract relatively invariant key points based on
applying difference of gaussian operator (DoG) on an image to detect ex-
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tremums. In this approach, a scale space was generated by applying DoG
operator. Stable key points were localized as extremums of the scale space.
Then a set of orientation were extracted and assigned to each localized key
point to uniquely represent it. This method was named as Scale Invariant
Feature Transform (SIFT). This method was initially observed as a suc-
cessful image-registration method, although it had some drawbacks such as
high computation time, low success rate when affinity changes were large,
or a considerable amount of required random-access memory (RAM) to
operate on a normal personal computer.

Many researchers followed this path to address those drawbacks, e.g.
[71] proposed employing principle component analysis (PCA) on patches of
normalized gradients to produce descriptors that were more compact and
distinctive. An implementation on graphical processing unit was proposed
by [72] to address timing aspects. This implementation was called SIFT-
GPU. Affinity was addressed by adding six-parameters affine transform to
the original implementation by [73] as ASIFT. Box filters was proposed
by [74] as a relatively quicker replacement to DoG which was a slower
operator. This method was called Speed Up Robust Feature (SURF). In
SURF, key points were localized by geometric operators such corner, blob,
or T-junction detectors. Second important aspect of the SURF that was
improved over SIFT was related to a lower memory usage. They also pro-
posed an “upright” version which was even quicker and more distinctive. A
machine-learning based approach was proposed by [75] that employed a de-
cision tree classifier. Their approach improved edge detection. This method
was called Feature from Accelerated Test (FAST). Similar to its name, they
demonstrated 30 times speed up of execution time in comparison to SIFT.
In some cases, this method was demonstrated a better performance to the
other methods. Calonder et al. [76] proposed a new method to enhance
speed and memory requirements of SIFT. They proposed descriptor was
based on binary strings which made it possible to quickly build and com-
pared by a Hamming distance metric. This method was labeled as Binary
Robust Independent Elementary Feature (BRIEF).

BRIEF and FAST was later combined by [77] as Oriented FAST and
rotated BRIEF (ORB) method which was demonstrated to be two orders
of magnitude quicker than SIFT. These methods was later bases on real
experiments for many research works, e.g. [78] compared PCA-SIFT, SIFT,
and SURF based on different scenarios. This research demonstrated that
SIFT was slower than others while acting better in some cases. This led to
a conclusion that choice of a suitable method depends on the application.
In another article, performance of ORB, SURF, and SIFT was compared by
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[79] against parameters such as shearing, fisheye lens distortion, and affine
transformation. It was demonstrated that SIFT produced better matching,
while ORB was the quickest approach.

Simultaneous localization and mapping (SLAM) concerns a problem
that aim to simultaneously localize a sensor and generate a map of the sur-
rounding environment of the sensor. For the image-based localization step,
two general type of solutions are available: BBA, and direct-georeferencing
methods. Many research works concentrated on image-based SLAM so-
lutions. A review of recent state-of-art monocular SLAM methods was
presented by [80]. Loop closure was employed in many image-based SLAM
as the foundation, e.g. a loop-closure based monocular SLAM was pro-
posed by [81] and compared to other techniques such as image-to-map and
image-to-image. Challenges in real-time SLAM solution was discussed by
[19], and consequently a method based on path initialization and loop de-
tection was proposed. Employing a stack of key points based on BRIEF and
FAST was proposed by [82] as a bag of words. A monocular SLAM method
proposed by [30] based on feature tracking, loop-detection, and path opti-
mization. This method was demonstrated as a noise-resistant method and
called ORB-SLAM. Inertia data from an IMU [83] and GNSS data [18] was
later fused with a monocular SLAM to robustly estimated the path. A sfm
solution for oblique images proposed by [84]. They demonstrated a pair se-
lection strategy to create a sparse structure of a network. They employed
overlap analysis to optimally select stereo pairs. Accurate status of images
was calculated by bundle adjustment.

Direct georeferencing is the process of determining the status of images
by employing a) MMS status observations from GNSS and IMU, and b)
calibration information regarding relative position and orientation of MMS
components [85]. Direct georeferencing is especially important to estimate
trajectory of a platform in real-time application such as UAV mapping. In
direct georeferencing, positional data from a GNSS antenna and orientation
data from an IMU sensor are converted into exterior orientation parameters
of images in a global coordinate system. This process is in contrast to post
processing determination of image status which usually involves employ-
ing ground control points. Direct georeferencing is usually less accurate
than post-processing BBA with Ground Control Points (GCP). Two main
requirements should be ensured prior to direct georeferencing: a) an ac-
curate synchronization between camera shots, GNSS, and IMU should be
established, and b) lever-arm vector and boresight angles should be accu-
rately estimated. These parameters are called mounting parameters [17].
Direct georeferencing has been widely studied by many researchers, e.g. a
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mobile mapping system with two cameras in horizontal and vertical posi-
tions were employed for a road survey task by [86]. They reported 20-40
cm accuracies of detected center of roads. Direct georeferencing in urban
area was studied by [87] with a multi-camera mobile mapping system. They
employed BBA with few check points to improve check-point residuals from
40 cm to approximately 4 cm.

2.5 Classification (Article IV)

Two deep-learning techniques have been employed in this thesis for a tree-
species classification: convolutional neural network and multi-layered per-
ceptron (MLP). Convolutional neural networks (CNN) are important clas-
sifier that consist of feature extraction and classification [88–90]. Unlike
MLP, nodes of one layer of CNN are not forced to be connected to all
nodes of a next layer, therefore the number of parameters could be sig-
nificantly reduced in comparison to an MLP. Two operations of applying
convolution filters and pooling operations [91] are included in the feature
extraction phase. CNNs and MLPs are both similar in their application
in estimating non-linear functions. CNNs are structurally more general
than MLPs in a sense that they have the possibility to contain MLPs as
their internal units. The major difference between the two classifiers comes
from the convolutional and pooling layers that are designed to address pa-
rameter explosion. Unlike MLPs that contain dense structures, CNNs are
supposed to have manageable sets of parameters. Convolution filters plays
an important role here to gradually decrease the data dimension through a
mechanism that produce features that best describe the objects of classes.
Those weights are optimized during the training phase as the free network
parameters.

Among several possible pooling operators that are usually considered
for a CNN, the maximum pooling operator was employed in the archi-
tecture that is discussed in this thesis. This operator similar to the 3D
convolutional operator works with a sliding window principle meaning that
it moves with a window over the whole image [92]. The classification step
in a CNN consists of applying an MLP or a convolutional later on the out-
put of the last layer. Rectified linear unit function (ReLU) is a common
type of activation function to avoid vanishing gradient problems [93] that
happens in a gradient-based network optimization when gradients becomes
too small to have a contribution on parameters [94]. A ReLU layer is usu-
ally installed before the last layer, since the non-linearity of the model is
increased in this way. Batch normalization layers are used to speed up the
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training phase by normalizing output of each internal working unit of a
CNN. Average values and standard deviations are calculated in the batch
normalization step to whiten the output signals [95].

Early successful attempts of employing CNNs were related to image
classification problems, e.g. a CNN capable of detecting digits was proposed
by [88] to classify individual letters (LeNet). This network was fed with
32 × 32 pixel normalized images of letters. A data preparation step was
proposed by [90]. They applied elastic deformation to generate a better
training set. They proposed a CNN to classify letters in MNIST dataset of
handwriting digits [96]. Modern CNNs are considerably large, and able to
classify millions of images to tens or even hundreds of classes [97], e.g. [98]
proposed a CNN to classify 1.2 millions of images in 1000 different classes.

Tree-species classification is an important task in applications such as
forest inventory. Layers of data such as hyper-spectral channels, point
clouds, RGB images, as a single layer or in combinations are usually em-
ployed for the classification task. Usually, RGB cameras installed on a UAV
provide the most affordable source of data for tree-species classification.
On the contrast, hyper-spectral cameras provide more accurate data in a
trade of with higher operational cost and more complex work-flow. Hyper
spectral images have been successfully demonstrated in many classification
problems [99–103].

A wide list of recent publication exists on this topic [21], e.g. two air-
borne lidar sensors was employed by [22] to automatically label Scot pine,
Norway spruce, and birch. They employed intensity variables to achieve an
accurate classification accuracy of 90%. Support Vector Machine (SVM)
and Random Forest classifier were employed and compared by [104] to clas-
sify Norway spruce, Scots pine, scattered birch, and other broadleaves by
two hyper spectral sensors. They achieved a high classification accuracy of
90% by employing one of the sensors. They reported no major difference
between the classifiers. The birch class was demonstrated less distinguish-
able in comparison to other species with a classification accuracy of 61.5%.
Full-waveform Lidar was employed by [105] for a tree-species classification
task of 6 classes. Multiple additional data sources of lidar, HS, and color
infrared (CIR) with an SVM classifier were later investigated by [106] to
recognize beech, oak, pine, and spruce. Full-waveform was also investigated
by [107] to classify coniferous and deciduous trees by a supervised and an
unsupervised classification method. A high classification accuracy of 93%-
95% was reported by them. A slight improvement of 2% in classification
accuracy was reported for the supervised method. A crop/weed segmen-
tation algorithm bases on a convolutional neural network were proposed
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by [108] to classify multi-spectral orthomosaic. They reported 96% over-
all accuracy in pixel-wise segmentation of crop and weed. The locality of
solutions is a problem in tree-species classification that was highlighted by
[21]. Multi-layered perceptron, SVM, and RF was compared by [109] in
a tree-species classification task by employing hyper-spectral image layers.
The fully connected network was reported to produce better results (77%
overall accuracy) in comparison to other classifiers. Scots pine, Norway
spruce, and birch was classified by [110]. They employed an RF classifier
on multispectral airborne laser scanning data. A high classification accu-
racy of 85.9% was reported in this work. A rotating multispectral sensor
was employed by [111] in a UAV setting for a tree-species classification task.
They employed RF classifier with overall accuracy of 78%. A 3D-CNN was
employed by [99] to recognize tree-species in hyper-spectral and RGB data,
An accurate classification accuracy (96.2%) was reported by them. A col-
lection of 16 bands (shortwave infrared and visible - near infrared) from
a satellite multispectral sensor was employed by [112] to recognize 8 tree
species in tropical forest by SVM. On average, a classification accuracy
between 60%-90% was reported for most classes.
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Chapter 3

Materials and methods

In this chapter research objectives, materials and methods regarding Ar-
ticles I-IV are presented. Table 1 lists research objectives of this thesis
and the corresponding methods to address each objective. Figure 4 is a
schematic view that demonstrates contributions made by each Article in
the objectives on the thesis. Section 3.1 presents the calibration method
for single and multi-cameras. Observational equations for GCP, GNSS and
IMU readings, and scale bars are described, and a sparse BBA scheme is
presented. The model is updated by an approach presented in Sections
3.2 and 3.3 for an MMS. Real-time aspects of the trajectory estimation
problem are presented in Section 3.4. In Section 3.5 tree-species classifica-
tion is presented that is followed by performance assessment method that
is presented in Section 3.6. More details of the presented material could be
found in Articles I-IV.

3.1 Calibrating a single or multi-camera (Articles
I-III)

The calibration process that were discussed in Article I and II consists of
two parts: a) calibration target and calibration room design and implemen-
tation (Article I), and b) calibration method design and implementation
(Articles I-III).

3.1.1 Automatic coded-target detection (Article I)

Asymmetric coded-targets could be designed by at-least four strategies: 1)
randomly assign a label, and try to find the correct correspondences, 2) de-
sign many coded-targets with different shapes, locations and sized of circles,

25
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Table 1: Research objective and methods described in this thesis.
1. To propose a suitable coded-target with photogrammetric applications
Designing and investigating a code-target with photogrammetric appli-
cations with sub-pixel accuracy and ease of automatic detection. (Article
I)
Developing a MATLAB software to read the coded target. (Article I)
Designing a camera calibration room with the proposed coded-target.
(Article I)

2. To develop a multi-projective camera calibration model
Proposing a sensor model for multi-projective cameras with relative in-
terior orientation constraints. (Article I)
Proposing a novel multi-projective camera calibration scheme based on
employing the proposed camera calibration room. (Article I)
Improving the proposed model by adding GNSS and IMU calibration
parameters. (Article II)

3. To propose a real-time trajectory computation scheme for an un-
manned aerial vehicle
Proposing a multi-level pyramid matching scheme to decrease the match-
ing time. (Article III)
Proposing a sub-window propagation and matching scheme to increase
image-matching precision, and tie-point frequency. (Article III)
Overlap analysis and loop-closure. (Article III)
Observational equations for GNSS, IMU, initial values of cameras,
GCPs. (Articles II, III)
Quality control and assessment. (Article I-IV)

4. To propose a new angular parametrization of BBA
Parametrization of BBA based on spherical angles. (Article III)

5.To propose a metric scheme for non-stitching panoramic generation
Adding metric value to a non-stitching panoramic image by proposing
a corresponding and a contribution map. (Article III)
Fast panoramic compilation. (Article III)
Offering a pre-processing step for effective panoramic camera design.
(Article III)

6. To investigate a tree-species classification problem
Proposing a convolutional neural network for the tree-species classifica-
tion task. (Article IV)
Investigating the structure of the network, as-well-as a comparison with
a multi-layered perceptron. (Article IV)
Investigating different aspects of feature selection. (Article IV)
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Figure 4: Schematic view of contributions of papers (I-IV) to the objectives
of the thesis.

such that each shape will represent a label, 3) use different colors as the
labeling feature, and 4) employing an embedded identifier inside a uniform
coded-target body. The last solution is employed is this work. A vertically
asymmetric code-target was designed that consists of 18 circles (Figure 5).
A binary code was printed as 8 smaller circles. An on/off mechanism was
considered by filling the id circles by a black color. Therefore, 256 distin-
guishable coded-targets was arranged. More labels were easily achievable
by adding a second binary line. A more-precise target point was added for
precise surveying instruments. The following criterions was considered for
designing the coded target:

1. operational distance range of (30 cm - 4 m) with acceptable level of
visibility in an image with resolution > 1 mega pixel,

2. sub-pixel accuracy,

3. the relative ease of automatic detecting by considering a close cluster,
and

4. embedded identifier and embedded scaling.

Figure 5 demonstrates an example of the coded target. Two algorithms
were proposed to detect coded targets. The first algorithm was based on
Maximally Stable Extremal Regions algorithm (MSER) [113] to initially
estimate the location blobs, then refine those blobs into accurate blobs.
MSER provides the location and diameter of all extreme blobs in an im-
age. This algorithm was later replaced with a thresholding algorithm, since
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Figure 5: A vertically asymmetric coded-target that was designed and em-
ployed in this study.

thresholding was observed to be more effective in varying light condition.
Simple thresholding was not suitable for this purpose since a single thresh-
old was unable to appropriately act on a large rectangle in an image where
light condition was affected by factors such as a shadow. A better thresh-
olding algorithm was adaptive thresholding with first-order statistics that
distinguishes black blobs from a background more efficiently with local
thresholds; the following algorithm was finally employed to robustly detect
coded targets:

1. employing adaptive thresholding with first-order statistics separates
black blobs from background,

2. using connected-component labeling to find cluster of adjacent white
pixels,

3. extracting boundary of each cluster as a list of image points, and
fitting a rotated ellipse to each boundary,

4. combining ellipses to form local clusters, analyzing each cluster for a
possible location of a coded target, and

5. localizing binary identifier of the extracted coded targets by a pro-
jective transformation and finally reading the id.

3.1.2 The calibration test field (Article I)

The calibration target that demonstrated in Subsection 3.1.1 was employed
to cover a small space of 356 × 519 × 189 cm (Figure 6). This space was
labelled as “the FGI’s camera calibration room”. The coded targets were
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printed on A4 papers and installed on all the surfaces of the calibration
room, including walls, ceiling and floor. A minimum distance of 15-20 cm
was maintained to separate coded targets from each other. Two projective
cameras were employed to estimate the location of coded targets: 1) a
Canon EOS 6D with 20 MPix sensor, Canon EF 24 mm f/2.8 IS USM lens,
focal length = 20.65 mm ± 2 micron, and 2) a Samsung NX300, with 20
MPIX sensor, and ultra-wide-angle lens f/2.4. The coded targets printed
on A4 papers were considered as rigid objects, however parameters such as
change in humidity, temperature, and sun-light could deform the papers.
Therefore, prior to each multi-camera calibration, the coded targets were
measured by employing the Canon or the Samsung cameras. This ensured
the best quality that was achievable by the proposed method.

The selected capturing strategy for constructing the room is such that
the first pair is taken at a distance of approximately 2 meters with a base
of 20-30 cm that is enough to have good overlap. Other images are conse-
quently taken so that each photo could be connected to the previous image.
A number of eleven datasets were captures by both cameras to estimate
the calibration field. Approximately 100 images were taken in each dataset
that cover the whole room.

The coplanarity method that was described in Sections 2.2 and 2.3 were
then employed to initialize a network. Consequently, bundle adjustment
(Section 2.7) was employed to optimize the network and propagate errors.

3.1.3 Cameras (Articles I,II)

Two projective cameras were employed to initiate the structure of the cal-
ibration room. The first projective camera was a Canon EOS 6D with
Canon EF 24 mm f/2.8 IS USM lens. It has a 20 mpix sensor of size
5472 × 3648 pix. The lens had a focal length of 20.65 mm ± 2 μm. The
second projective camera was a Samsung NX300 that was equipped with
a Samsung ultra-wide-angle lens f/2.4. The sensor size was 20 mpix with
image size of 5472× 3648 pix. The lens had a focal length of 71.41◦ ± 1′.

Two multi-projective cameras with 36 and 6 cameras were calibrated by
the proposed scheme. The first camera was a Panono (Figure 7a) which is
a panoramic ball of 36 cameras. Panono was introduced by a Berlin-based
company, Professional360 GmbH, in 2017 mainly for high-resolution 360
imaging. Individual images are accessible by extracting raw image files.
Individual projective sensors are 2064 × 1552 pixels. The final panoramic
compilation is about 108 MPix.

The second camera was a Ladybug v.5 (Figure 7b) that is a multi-
projective camera with 5 side-looking cameras and an upward-looking cam-
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Figure 6: A sample photo of the FGI’s camera calibration room. Detected
targets are painted in blue. A sample missed target is demonstrated by a
red rectangle.

Figure 7: (a) A Panono camera with 3 sides. Each side contains 12 pro-
jective cameras. The cameras are individually labelled. (b) A Ladybug v.5
camera with 6 projective cameras.

era. The LadyBug camera was developed by FLIR. The area that was
covered by the camera was 360◦ horizontally by 145◦ vertically. It had a
sturdy design that made it suitable for mobile mapping applications. The
camera was connected to a computer with a USB cable that carried the
trigger signal. Individual projective sensors are 2464 × 2048 pixels. The
camera had a focal length of 18 mm with a sensor size of (35.8×29.7 mm).
The approximated field of view (FOV) was 89.3◦.

3.1.4 Initial estimation of the calibration room (Article I)

The projective cameras presented in Subsection 3.1.3 were employed to
take several shots of the room. The images were captured such that an
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overlap of at-least 50% were maintained. The image sequences were con-
tinuously covered all the coded targets. Image coordinates of coded targets
were automatically detected by the proposed algorithm. A local coordi-
nate system was selected by considering focal center of the first image as
the center. The normalized 8-point algorithm [51] was employed to solve
relative orientation between image pairs. The network then initialized by
sequentially connecting all images. After adding any new image, a BBA
step was performed by keeping the sensor parameters and location and
orientation of previous network images fixed. This optimization step was
efficient specially when initial parameters of the sensor were not accurate.
Finally, BBA was solved in few iterations by keeping the sensor parame-
ters fixed. Finally, a minimum-constraint self-calibrating sparse BBA was
taken for few steps to estimate all the unknown parameters of the network
and sensor parameters. The covariance of unknowns was finally analyzed
to extract the confidence intervals of unknown parameters and positional
uncertainties for camera locations and image points as 3D error ellipsoids.

There are many ways to initiate a network, each comes with certain cost
and benefits. Depending on the application, a time-friendly low-accuracy,
or a time-consuming high-accuracy method is selected. The following algo-
rithm was used as a relatively fast network initialization:

Algorithm 1

1. Pick the first image

2. Put it as the network base.

3. Iterate over the image set to solve the relative orientation
with the network base.

4. If no image is found, then select the next image as the
network base and go to (3), otherwise continue.

5. Find all object points, and consider an arbitrary scale. Add
the first pair to the network.

6. Pick the next image (Ii) in the list of unoriented images.

7. create a list of already oriented images with sufficient link
to Ii and sort it based on the number of tie-points with Ii.
Call it Li.

8. Iterate over Li and solve relative orientation until a suc-
cessfully oriented pair is found.



32 3 Materials and methods

9. Combine the solved pair with the current network by find-
ing a 3D transformation.

10. Go to end if there is no more unoriented image, otherwise
go to (6).

11. End

This algorithm is expected to work under the conditions that 1) no-
outlier exists, and 2) the structure of a network is dense, meaning enough
existence of high-frequency tie-points in images. This way, we can expect
to solve 60-100 images per second. Two sources of errors could affect this
process as labeling error, and image coordinate error. Labeling error occurs
when two unrelated tie-points are falsely labeled to point to the same point.
Image coordinate error occurs when image-location of tie-points are not
accurate enough, for example, when the tie-points have been extracted
from a top-level pyramid this error could occur. Random sample consensus
(RANSAC) [114] could be employ to address the labeling error is in the
relative orientation phase. Image coordinate errors could be detected by
adding an optional bundle adjustment step when each pair is added. Then
image points with relatively high standard deviation are filtered. These two
steps could relatively increase the computational complexity of the original
algorithm.

The simple network creation strategy is implemented as the following
pseudocode:

Algorithm 1 Pseudocode

Given:
Images - a list of unoriented images.
Image points – a list of sufficient image tie-points.

Return:
A network of oriented images.

i=0;
currentImage=Image{1}; currentImageIndex=1;
bFirstPair=false; List of oriented images={};
List of unoriented images=All images;
List of failed images={};
while !bFirstPair

for i= currentImageIndex+1:numImages
b :=SolveRelativeOrientation (currentImageIndex,i)
if(b)
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bFirstPair := true
Add this pair to the List of oriented images
Remove this pair from the List of unoriented images
break;

end if
end for
currentImageIndex + = 1

end while
if(!bFirstPair)

return “empty network”
end if
while List of unoriented images is not empty

BestImage=select the best image from List of unoriented images
If no BestImage exists

break;
end if
if SolveRelative(BestImage,CurrentNetwork) is successful

add it to CurrentNetwork
remove it from List of unoriented images

end if
end while

3.1.5 Angular parametrization (Article III)

A rotation matrix could be expressed by different angular parameteriza-
tion. In this context, the Euler angular framework is one of the most
basic parametrizations. Euler angles are simple rotations around three
main Cartesian axes. Each rotation is expressed by a 3 × 3 rotational
matix. A complete 3D is possible by multiplying matrices, therefore, the
order of applying rotations is important. A rotational matrix based on
Euler angles is differentiable with respect to its parameters, therefore, it
could be employed in a BBA. Euler angles have a significant drawback
that occurs when the rotational planes become coplanar. This situation is
called gimbal lock. One degree of freedom is lost when gimbal lock occurs,
therefore the Jacobian matrix of the BBA becomes singular. One solution
to avoid this singularity is to employ quaternions, or rotation axis-angle
parametrization. In rotation axis-angle parametrization, every rotation is
expressed as a right-hand-sided rotation around a unit rotation vector. An
angular framework based on rotation angle-axis [115] was employed for
parametrization of sparse BBA to address the gimbal lock singular situ-
ation. Rotation axis-angle parametrization was equivalently reformulated
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by three rotations, two of which specify the rotation axis in a hypothetical
unit sphere, and a right-hand-sided rotation around this vector. The bene-
fit of the latter parametrization is that the length constraint is eliminated,
therefore three independent parameters are remained. This parametriza-
tion typically inherits its parent property that is insensitivity to the gimbal
lock situation.

The spherical rotation coordinate system is called spherical angles in
this work, since a 3D rotation was expressed as spherical coordinated of a
rotation vector and a right-hand sided momentum around it. The analytical
Jacobian matrix of the new rotation matrix was straight-forward and easy
to compute.

3.1.6 Observational equations (Articles I-III)

There are generally two sets of equations in a bundle adjustment: ob-
servational equations, and constraint equations. Observational equations
connect a set of observable variables to unknown parameters. Observa-
tional equations act as a building block to propagate uncertainty from ob-
servations to unknowns. Constraint equations put a logical limitation on
unknowns. Constraints could be simplified as observational equations by
considering pseudo observations. In BBA, the collinearity equation (Equa-
tion 2) is employed to build image-point observational equations. These
equations are rewritten for a multi-projective camera as

xij .(M3)t1j(Xi − (X0)t1j) + (M1)t1j(Xi − (X0)t1j) = 0, (11)

and
yij .(M3)t1j(Xi − (X0)t1j) + (M2)t1j(Xi − (X0)t1j) = 0, (12)

where xij and yij are scalar components of ith image point in jth image,
(Mi)t1j is ith row of image (j) at time (t1), (X0)t1j is a 3 × 1 matrix of
position of jth image point at time (t1), and Xi is a 3×1 matrix containing
ith object point.

GNSS and IMU observations are usable in a BBA if a hypothetical link
between GNSS and IMU from one side and the camera from the other side
is established. This link is expressed as a shift (lever-arm vector) and three
spherical rotations (boresight angles) through the observational equations

⎛
⎝φ
λ
κ

⎞
⎠− R((RC)I .(RCt)) = 0, (13)

(X0It
)− (XCt) + (RCt).(RC)

′
I .(XC)I = 0, (14)
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where

⎛
⎝φ
λ
κ

⎞
⎠ are IMU spherical angles that at time (t) in the local coordinate

system of IMU, (RC)I is the rotation of camera with respect to the IMU,
and RCt is rotation of camera at time (t). R in Equation 13 is the function
that maps a rotation matrix into spherical angles. Figure 8 demonstrates
the relationship between GNSS, IMU and the camera. Equations 13 and
14 are designed in a simple manner that each equation contains only one
observation. It therefore keeps the favorable simplicity in the Jacobian
matrix of the observations.

A Ground Control Point (GCP) is a point with a measured location
by a GNSS receiver, and good visibility in a network of images. Three
observational equations are considered for a GCP:

Xg(I1, I2, . . . , Im)−Xgo = 0, (15)

where Xg is unknown position of the GCP that is a function of its corre-
sponding image points (I1, I2, . . . , Im), and Xgo is the observed location of
the GCP. It should be noted that Xgo should be transferred to the local
coordinate system of the BBA.

The observational equation of scale bars addresses one degree of uncer-
tainty in the local-coordinate system of the BBA

Ls(Xi,Xj)− Lo = 0. (16)

3.1.7 Initial values of parameters (Articles I-III)

Initial values observational equations are employed in two situations: a) a
prior distribution of a parameter is given, and b) a network is not strong-
enough to optimize a parameter. In the second case, an alternative solution
is to lock (remove) the “weak” parameter from the optimization process,
or add an observational equation with sufficient weight to solve the singu-
larity. Initial values of the parameters and their standard deviations are
either proved by system manufacturers, or estimated through a calibration
process.

3.1.8 Bundle block adjustment (Articles I-III)

BBA is the phase when a cost function based on observation equations is
considered and optimized. This cost function acts as a base to propagate
uncertainties from observables to unknows. We may assume a system of



36 3 Materials and methods

observational equations as

⎛
⎜⎜⎜⎝

f1(l1, {X}1)
f2(l2, {X}2)

...
fm(lm, {X}m)

⎞
⎟⎟⎟⎠ = 0m×1, (17)

which could be rewritten in vector form as

fm×1(xn×1, lm×1) = 0m×1. (18)

The standard least-square frame-work involves optimizing a cost func-
tion based a weighted sum of square errors of observational Equation 16
as

argminx,l f
′.Σ−1

L .f. (19)

A standard solution to Equation 19 is

X̂ = −[A
′
.(B.P−1.B

′
)−1.A]−1.[A

′
.(B.P−1.B

′
)−1.W ], (20)

A =
df

dx
,B =

df

dl
, P = σ2

0.Σ
+
L ,W = f(x0, l), (21)

CX = −A
′
.(B.P−1.B

′
)−1. (22)

A selected ordering of unknown in Equation 18 has a considerable effect
on structure, and sparsity of the Amatrix. A good ordering usually helps to
find a sparse structure for the A matrix. Usually an ordering of unknowns
consists of sensor parameters, camera position and orientations, and object
coordinates. Size of the A matrix depends on the number of observational
equations which leads to allocating considerable amount of Random-Access
Memory (RAM) in most real cases. To address this issue, indirect allocation
of N = A

′
.(B.P−1.B

′
)−1.A was proposed which requires considerably less

amounts of RAM, since N ’s dimensions are independent to the number
of equations. Another important consideration is made by labeling object
points as nuisance parameters by splitting N in a main/nuisance partsN =[
N11 N12

N21 N22

]
. Since N22 is a large sub-matrix of N with 3×3 dense matrices

on its main diagonal, an efficient sparse structure could be implemented for
N (Figure 9).
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Figure 8: Relative position and orientation of a global navigation satellite
system (GNSS) antena and IMU sensor with respect to the local coordinate
system an image.

Figure 9: Structure of the N matrix.
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3.1.9 Multi-camera calibration (Article I)

A multi projective-camera model is a model that collects individual came
parameters and also relative orientation and position all individual cameras
of a system with respect to an arbitrary local frame. This frame could be
for example the local coordinate system of the first camera. Therefore, rest
of the cameras are oriented and positioned with respect to this frame. If we
assume a multi-projective camera with (n) cameras, then the MPC sensor
model comprises of 10× n+ 6× (n− 1) + 1 = 16× n− 5 parameres. The
last parameter relates to a calibration scale.

Multi-projective camera calibration was enabled in this thesis by as-
suming a calibration body. The calibration room described in Subsection
3.1.2 was employed as the fixed object for the calibration. Initially, indi-
vidual cameras of a selected multi-projective camera were resected to the
point cloud. The output of this step was approximate location of image
shots with respect to the calibration room. The image resection was pos-
sible by considering at-least 5 image points that their corresponding 3D
location was known. In few occasions image resections failed due to weak
distribution of image points. In next step, an approximated structure for
the MPC was consequently retrieved by combining all individual projects.
A minimum-constraint sparse BBA was finally performed by assuming the
point cloud fixed. In this step, parameters such as location and orientation
of image shots, and sensorial information of the multi-projective camera
were set as free parameters. By combining all individual projects, image
residuals considerably increased, since the relative orientation constraints
were enforced through the approximated multi-projective sensor. The pa-
rameters that were optimized on this step were: 1) MPC sensor parameters,
and 2) location and orientation of multi-images. Few steps of optimization
process (an over-constraint self-calibrating sparse BBA) was enough for
the problem to be converged into an acceptable solution. In the final so-
lution, quality control parameters such as image residuals, or uncertainties
regarding sensor parameters was considered to ensure the success of the
optimization.

To calibrate a Panono camera, two datasets of 34 and 84 multi-image
shots with 1224 and 3024 images respectively were captured. In the first
dataset, three height-levels were maintained by a tripod for visual quality
control purposes. In the second dataset, two height-levels were considered.
In the lower high-level of the second dataset, the camera was installed on a
linear slider such that every few images were taken almost on a line. This
linearity of shots was later employed for visual quality control.
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To calibrate the Ladybug camera, two datasets of 26 and 53 multi-image
shots were captured. Physical constraints were applied to both datasets.
In the first dataset, a horizontal linear slide was employed, therefore, image
shots were almost on the same high level. Two height levels were enforced
on the second dataset by employing a tripod.

3.1.10 Non-stitching panoramic generation (Article II)

A panorama could be generated by image stitching techniques [116–118],
however, the final panoramic compilation will only have visualization and
artistic values. The metric information is lost during the stitching opera-
tion.

A non-stitching panoramic compilation is possible by employing IOPs
and ROPs of a calibrated multi-projective camera. In this scheme, foot-
prints of individual projective cameras are calculated on the surface of the
panorama. This footprint is called the contribution map of individual cam-
eras. The contribution map helps to understand the amount of surface
that is covered by each projective camera. Therefore, it is valuable tool
to analyze structure of a multi-camera in design phase. Since cameras will
have overlap on edges, a criterion should be considered to create a unique
correspondence map for the final compilation. This criterion could be for
example minimum incident angle or pixel size.

The correspondence map provides links between the final panorama
and individual cameras at a pixel or sub pixel level. The correspondence
map also facilitates the process of non-stitching panoramic compilation by
providing a fast look up table. For any pixel on the compiled panorama,
a vector of 3 numbers are saved as the components of the correspondence
map. This vector consists of camera identifier, and pixel coordinates. Com-
piling a correspondence map of 7200 × 3600 pixel needs approximately 7
minutes of computation time on a single-thread procedure; then the map
helps to quickly compile a new panorama in 2.1 seconds.

The compiled panorama by this method are geometrically accurate in
comparison to stitched panoramas that are non-metric, meaning that each
pixel could accurately be transformed to its corresponding image location.
A discontinuity is expected over the edges of the correspondence map where
the label is changing as a systematic error [119]. The discontinuity is larger
for objects that are closer to the camera. This systematic error is addressed
by the proposed correspondence map. A color blending should also be
considered to soften the color steps on edges. This post-processing will
enhance the final quality of the non-stitching panoramas.
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3.2 Mobile mapping system (Articles II, III)

The FGI mobile mapping system (Figure 10) was employed to show the
efficiency of the upgraded BBA (Article II). This system consisted of a
Ladybug v.5 multi-projective camera that was firmly mounted on a truss
structure. A GNSS receiver NovAtel PwrPak7, with A NovAtel IMU-ISA-
100C, and a laser scanner were mounted on the same truss structure on top
of a Skoda car. This system was also employed to show the efficiency of
the calibrated parameters in direct georeferencing and sfm. More details of
the mobile mapping system could be found in (Article II). A total number
of 8424 multi images were taken by the LadyBug from a small region in
Inkoo, Finland. The mobile mapping system calibration was done in an
outdoor configuration.

3.3 System calibration for direct georeferencing
(Article II

GNSS and IMU calibration relates to the problem of updating the sparse
BBA solution for multi-projective cameras in order to accept six additional
parameters that are related to relative location and orientation of the multi-
projective camera with respect to the GNSS and IMU local coordinate
systems. In this thesis we call this step MMS calibration.

The proposed solution was based on two separate steps. In the first
step the multi-projective camera was calibrated by the proposed calibration
scheme that was discussed in Subsection 3.1.5. In the second step (MMS
calibration), the calibrated multi-projective sensor was assumed fix with
only one degree of freedom (unknown scale). Considering the scale was
due to the fact that scale bars in the calibration room could be considered
as “inaccurate or missing”. Therefore, the calibrated sensor resulted from
“MPC calibration” step had one degree of uncertainty that was addressed
by the scale parameter. Then, few consecutive multi-images (10-30) were
selected in a suitable location with accurate GNSS and IMU readings.

The path was initially estimated by orienting multi-projective images.
Few ground control points with good visibility were chosen. The global
position of the GCPs were known. Local position of GCPs were calculated
by image intersection from sfm. The two coordinate systems were conse-
quently oriented with respect to each other by employing GCPs through
a 7-parameter transformation (3 displacements, 3 orientations, and 1 scale).
The estimated transformation was employed to estimate approximate global
position and orientation of multi-projective images. Relative position and
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orientation of the multi-projective camera was finally estimated by employ-
ing these global coordinates. Finally, an updated over-constraint sparse
BBA by considering additional parameters of lever-arm vector and bore-
sight angles, and additional observations of GNSS and IMU readings was
employed to estimate MMS parameters. This process resulted to the cali-
brated sensor parameters of the MMS.

3.4 Real-time simultaneous localization and map-
ping (Article III)

In this section, hardware and algorithms involved in monocular SLAM are
described.

3.4.1 Systems and datasets

The study regarding monocular SLAM was carried out using the FGI’s
Tarot 960 hexacopter UAV that contained a Samsung NX500 camera with
Samsung 16 mm f/2.4 lens was employed to capture two datasets in Article
III. This UAV was equipped with a Raspberry PI computer, GNSS-receiver
NVS NV08C-CSM1 and Vectornav VN-200 IMU.

A quadcopter UAV with Gryphon Dynamics was employed for to cap-
ture two calibration datasets in Article III. This UAV was equipped with a
positioning system consisting a Trimble’s APX-15 EI UAV GNSS-Inertial
OEM System. The positioning system was comprised a multiband GNSS
and Internal onboard IMU and a Harxon HX-CHX600A Antenna (Figure
11).

3.4.2 Multi-level matching

Multi-level matching was proposed in Article III as a pyramid-based image-
matching scheme that decreased the computation time of image matching
in a sequential trajectory-estimation problem. Multi-level matching was
based on reducing the size of input images to find approximate location of
sub-regions of a matched image on a reference image. A high-resolution sub-
window matching was followed afterward to ensure the quality of matching.
When a list of images was sequentially matched, a history of locations of
matched sub-regions were kept in memory. Those regions were sequentially
propagated along the camera path to ensure acquiring high-frequency tie
points.

1NVS Navigation Technologies Ltd., Montlingen, Switzerland
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Figure 10: The FGI’s mobile-mapping system.

Figure 11: Unmanned aerial vehicle (UAV) used in Article III for aerial
calibration and tests.
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The scale of low-resolution pyramid of original images was determined
by the time limit that was considered for this step. In our case, a scale of
0.25 was selected to ensure that the initial low-resolution matching was ex-
ecuted in an acceptable timing frame. Size of sub-windows was the second
adjustable parameter of the proposed approach. In this case, a window of
200 × 200 pixels were selected. An important step to speed up the pro-
cess was to employ Graphical Processing Unit (GPU) to down-scale input
images by employing a suitable down-sampling approach (e.g. bicubic) to
preserve geometric attributes of input images.

The matching kernel of the multi-level matching approach was optional.
The cosine distance measure for descriptors were employed here to find
correct correspondences. Distinctiveness of matches was improved by em-
ploying a ratio-check. In this filtering process, for any key point on a “left
image” cosine distance ratios of the two closest counterparts on a “right
image” were compared with a threshold. Only key points with a ratio less
than the threshold were marked as “matched”. By downscaling images for
the matching phase, the execution time for pair orientation also decreased
which led to faster network initialization. The estimated status of images
from this step was later enhanced through BBA. Despite executing the
ratio-check filtering process, many outliers were still remained in most im-
ages. To filter out the remaining false matches, a RANSAC model based
on a projective transformation was executed. To propagate “sub-windows”
from one image to another, a projective transformation kernel was used
to localize the position on other images. These low-level rectangles were
then used for a limited high-resolution matching. The whole process con-
siderably decreased the matching time. In this process, accessing to a list
of highly distinctive key points was an important factor that affect the
frequency of resulted image tie-points. After this step, a new image was
analyzed to locate parts of images that was uncovered. Then, new rectan-
gular patches were added to uncovered placed. Loop detection was enabled
by photogrammetric overlap analysis after 10 or 20 images. This step was
necessary to strengthen the quality of the network. To enable loop detec-
tion, a search was performed for the tail image to find the furthest image
that had an acceptable overlap; then image tie-points were found for this
pair by the proposed multi-level matching. The structure of the sequential
approach was improved by this modification.

3.4.3 Monocular SLAM

The proposed multi-level matching strategy described in Subsection 3.4.2
creates a foundation to automatically connect aerial images. The copla-
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narity condition presented in Subsection 2.5.2 could be employed to form
stereo pairs of captured images. These pairs could be combined together
to estimate the camera trajectory. In general, at-least three strategies are
possible to combine stereo pairs: 1) dense reconstruction, 2) sequential
reconstruction, and 3) customized loop-based approach. In the dense ap-
proach, an initial network is formed from the first stereo pair. Then any
new image is matched and oriented with respect to all images of the net-
work. The network gradually grows as new images are combined into its
structure. This method of network creation leads to a dense structure at
the maximum computational cost. A sequential approach assumes the first
pair as the initial network; any new image is matched and oriented only
to the previous image of the network. The final network’s structure will
be weak; however, this method is efficient in terms of the computational
resources that it needs. Since the positional errors are accumulating along
the estimated path, large deformations are expected in a sequential network
creation scheme. A modified approach tries to take advantages of benefits
of a sequential approach, while addressing its shortcomings by proposing
strategies such as loop-detection.

3.5 Tree-species classification (Article IV)

To enable tree classification application (Article III), a dataset of 11 plots
from Vesijako area were captured by a hexacopter UAV that was equipped
with a hyper-spectral camera based on tunable Fabry-Pérot interferometer
[120–122]. The hyper-spectral images were 1024 × 768 pixels with a pixel
size of 11 μm. The focal length of the FPI camera was 10.9 mm with a
field-of-view (FOV) of ± 18◦ and ± 27◦ in straight and cross flight direc-
tions respectively. In total, 33 spectral bands of 11-31 nm were employed
in the classification. An RGB camera was integrated inside the UAV to
capture high-resolution images. The RGB camera was a Samsung NX1000
with a 20.3 megapixels sensor that was equipped with a 16 mm lens. The
flight altitude was 87.5 m from the ground that resulted to an average
ground sampling distance (GSD) of 8.6 cm for the FPI camera. The av-
erage GDS for the RGB camera was 2.3 cm. A dense point cloud was
extracted from images with 5-cm point interval. The canopy height mod-
els (CHM) were considered from the point clouds by employing a digital
terrain model (DTM). The variation in hyper-spectral images were nor-
malized by radiometric processing resulted to uniform reflectance mosaics.
More details about radiometric adjustment could be seen in Article III.
RGB mosaics were generated with GSD of 5 cm.
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A number of 3896 trees were selected for the labeling process. The
labelled trees were among the most common tree types in Finland. Three
major types of silver birth, Norway spruce, Scots pine were selected for the
classification. Among all records, 80% were randomly selected for training
and 20% selected for testing. The input dataset was imbalanced meaning
the number of members of each class was different from others. In total,
2001 pines, 626 spruces, and 466 birches were selected for the classification.

A square of 25× 25 pixel was considered around each tree in the RGB
mosaic. The same rectangular area was considered for CHM, and hyper-
spectral bands. The result turned into a hyper cube of data for each tree
(3 RGB layers + 1 CHM layer + 33 hyper-spectral layers).

Two classification aspects went under investigation of the Article IV:
1) the most efficient set of features among RGB, CHM, and HS, and 2) the
applicability and benefits of employing a 3D convolutional neural network
in comparison to a multi-layered perceptron. To address the first aspect,
different combinations of input features were individually labelled by a 3D-
CNN classifier of similar structure. The blue channel of RGB was specially
considered to investigate its importance in the classification. To address
the second aspect, two separate classification were by a 3D-CNN and a
multi-layered perceptron were compared.

MLPs that were employed to classify the data had a simple structure
of one input layer of size 25 × 25 × n (n : 1 = 37), a hidden layer with
10 nodes and an output layer of 3 nodes. To avoid overfitting of networks
in the training phase, 10% of its training set were randomly labeled as
the cross-validation set. Scaled conjugate gradient descent was employed
to optimize the networks. Four stopping creation were set to stop the
training: 1) reaching maximum iteration, 2) reaching maximum training
time, 3) reaching a small limit in the cost function, or 4) few consecutive
decrease in classification accuracy of the cross-validation set.

A simple structure was considered to build a 3D-CNN for the classifi-
cation of tree types (Figure 12). The proposed 3D-CNN was designed to
gradually decrease the data dimension and ultimately perform the classifi-
cation task. It consisted of convolutional layers, batch-normalization layers,
max-pool layers, a ReLU layer, and a Softmax layer (Figure 12). More de-
tails about the sizes of inputs and outputs of each individual layer could be
found in Article IV. The installed ReLu layer before the last convolutional
layer was important to increase the non-linearity of the proposed model.
The Soft max layer finally converts the result of process into a probability
distribution that represents the probabilities that an object belongs to each
class.
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3.6 Performance assessment methods (Articles I-
IV)

Elements of the proposed photogrammetric scheme were independently as-
sessed by appropriate metrics which were inconsistent in nature. Several
quality assessments methods were employed to express the success or fail
of proposed approach, or to demonstrate the achieved accuracies, and pre-
cisions. Those metrics were not necessarily global, since their formulation
was based on the situation of the specific problems.

Covariance matrices were analyzed and employed to assess quality of
the output parameters in a BBA. Diagonal elements of covariance matri-
ces were employed to find confidence intervals for individual parameters.
To express uncertainties for image positions and 3D object points, 3 × 3
submatrices were extracted from covariance matrices and converted into
3D error ellipsoids. This interpretation was employed as spatial confidence
regions. (Articles I-III)

Two different approaches were employed to assess geometric accuracy
of a multi-projective cameras in localizing 3D points in a calibration room.
The fist approach was based on excluding a set of 3D object points from
the BBA as reference check points. Therefore, the result of BBA became
independent of the check points. Next, the optimized exterior orientation
and interior parameters orientation parameters along with the estimation
location and orientation of multi-image shots were employed to estimate
3D location of check points. Finally, the computed values were compared
with the estimated counterparts. The second approach was based on esti-
mating scale bars from image datasets and comparing the estimations with
reference values (Article II).

The accuracy of the approach described in Section 3.3 for MMS cali-
bration and georeferencing was assessed by considering few check sites with
5-20 3D check points that their global positions were measured. For each
check site, additional observations of GNSS and IMU and MMS calibration
data were converted into status of multi-images. Then, check points were
manually located inside multi-images, therefore, an independent global po-
sition of check points were calculated by image intersection. Those two sets
of coordinates were compared for quality control (Article II).

To assess image matching algorithm that was described in Section 3.4
(Article III), time factor and inlier percentages were studied. Other image-
matching methods such as ORB, SURF, and SIFT were compared with
the proposed approach in various configurations. Quality of image-point
intersections was assessed by image-point residuals. RMSE of image-point
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Figure 12: Structure of the proposed convolutional neural networks (CNN)
for an input of i data layers of size 25× 25.

residuals were employed to evaluate the correctness of connecting a new
image a network. Diagonal elements of the covariance matrix of unknowns
were employed for quality control of optimized parameters. 3D check points
were employed to assess the correctness of the proposed sparse BBA. Dif-
ferences between GNSS/IMU readings and projected output of the sparse
BBA was employed to assess the correctness of the estimated lever-arm
vector and boresight angles (Article III).

The optimization process was controlled by employing a cross-validation
dataset in Article IV. Area under the curve (AUC) of receiver operator
curves (ROC) were calculated for each proposed classifier in Article IV.
Overall classification accuracy, user accuracy, and producer accuracy were
also employed to assess and demonstrate classification quality of the pro-
posed classifiers in Article IV. Confusion matrices were calculated and plot-
ted for each classifier.
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Chapter 4

Results

In this chapter, some experimental results of the proposed approached are
presented. The order of this presentation is consistent with the order of
the articles. More detailed numerical results could be found in the original
articles.

4.1 Camera Calibration (Articles I-II)

Two single projective cameras (Canon EOS 6D and a Samsung NX300)
were employed to take continuous shots of the calibration room. The algo-
rithm described in Section 3.1 was employed to detect coded targets inside
images with sub-pixel accuracy (0.1-0.2 pixels). Embedded identifiers were
then automatically read by the algorithm.

In each image, approximately 80% of coded targets were successfully
detected. Approximately, a number of 15-80 coded target were visible in
most images of both camera datasets. Initial structure of the room was
successfully estimated by the coplanarity equation for each dataset.

A self-calibrating BBA was then employed by setting all interior and ex-
terior orientation parameters, camera location and orientations, and object
point locations free. A minimum constraint BBA was enabled by consid-
ering the first image of a network as the local coordinate system, and a
coordinate system with axis parallel to the first image’s frame. To address
the scale, largest component of the furthest image to the first images were
set fixed.

Few optimization steps by the Newton method was enough for the con-
vergence of the algorithm into a stable optimum solution. Covariance of
unknowns were estimated as the covariance matrix. Most of the param-
eters were considered meaningful since their value was bigger than their
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corresponding standard deviation. Among all the interior orientation pa-
rameters, scale and shear were less significant for both cameras, which
implied that the cameras were not significantly affected by these two pa-
rameters. For correlated parameters such as components of image positions,
sub matrices of the covariance matrix were extracted and analyzed. Posi-
tional uncertainties were demonstrated as rotated 3D error ellipsoid that
were extracted from covariance matrices of 3× 3. These error ellipses were
employed for quality control and outlier filtering.

Image residuals were employed as an indicator that shows the goodness
of fit of the model. On average 0.14 pixel image residual was obtained for
Canon EOS 6D. This number was 0.15 pixel for Samsung NX300. 3D Error
ellipsoids of object points indicated that higher accuracies were achieved
whenever the intersection geometry was stronger (Figure 13). Error el-
lipsoids were larger for the cases where the number of intersections were
low. The embedded scale inside the coded target was helpful in interpret-
ing and understanding positional covariance values. Most of the 3D points
had standard deviation values of approximately 60 μm in all directions,
which demonstrated accurate positioning of the coded targets. Both cam-
eras were successful in target accuracies, however, positional error ellipsoids
of the Canon camera were smaller than the Samsung; Root mean square
error (RMSE) of the differences between ideal values of scale bars and the
computed values was 0.2 mm. The maximum difference was 0.6 mm.

In total 11 dataset were captured by two cameras. Different datasets
were co-registered to investigate the variability of the room between mea-
surement sessions. In X, Y, and Z directions 0.52, 0.51, ad 0.67 mm RMSE
with 98% confidence interval was observed.

A Panono camera (Figure 14a) was calibrated by the methodology
stated in Subsection 3.1.6 inside the camera calibration room. To enable
this calibration, the Canon camera was employed to estimate the camera
calibration room’s structure prior to the Panono calibration. All coded tar-
gets in multi-images of the Panono datasets were automatically extracted
by the proposed method stated in Subsection 3.1.1. Individual cameras
of the Panono camera were resected to the point cloud. Initial structure
of the Panono was retrieved by combining individual projects through av-
eraging of relative camera status with respect to the first camera. This
initial structure was noisy and not resembling to the physical reality of the
camera. A BBA was then employed to enhance the initial camera struc-
ture by enforcing a multi-projective sensor model. The structure of the
room was considered fixed during the BBA, since the quality of estimated
room was high. Few steps of BBA were sufficient to converge into an ac-



4.2 Mobile-mapping system calibration (Article II) 51

ceptable solution. Approximately 8-12 gigabytes of RAM were allocated
for the optimization. This number was later significantly reduced to less
than 2 gigabytes by employing a sparse BBA model. The optimized sen-
sor was very similar to visual appearance of the Panono (Figure 14b). All
three surfaces of the multi-projective camera with 12 cameras were visible
in the optimized sensor. The average RMSEs of the Panono was about
0.5 pixel which was larger than Canon or Samsung datasets. The physi-
cal constraints such as same height level or linearity of shots were visually
controlled on the output of the BBA. The visual check confirmed the cor-
rectness of the proposed model. Significance of sensor parameters were
analyzed by blocking effect of an underlying interior orientation parameter
or a group of parameters.

Uneven distribution of coded targets inside the calibration room caused
a variation in the standard deviation values of parameters of different cam-
eras. The cameras that were located in the upper and lower part of the
Panono had bigger error ellipses than the side cameras. This situation could
be improved in future by considering a more suitable space such as a cubic
space with suitable distances of walls, or by systematically taking more
shots from different angles by employing a specialized tripod with arm.
Positional standard deviation values of most cameras were approximately
1mm for X, Y, and Z coordinates.

With a similar methodology, the LadyBug camera (Figure 14c) was
calibrated using the camera calibration room. Sub-pixel image residuals
of 0.4 pixel with standard deviation value of 0.45 pixel were achieved for
the LadyBug camera. The calibrated sensor was precisely resembling to
the physical reality of the sensor (Figure 14d). The radial distortions of
individual cameras were large, in comparison to the SCs and the Panono.
Distribution of coded targets had similar effect on the LadyBug camera
such as standard deviation values of interior orientation parameters of the
side-looking cameras were lower than those of the top camera.

4.2 Mobile-mapping system calibration (Article
II)

The method described in Section 3.2 was employed to calibrate FGI’s mo-
bile mapping system. Local coordinates of GCPs were calculated by inter-
section of at-least 6 rays. A mean residual of 9 cm for GCPs was resulted
from MMS calibration in the outdoor calibration site. Average difference
of 0.2◦ was obtained between the output of modified sparse BBA and IMU
readings which was the expected accuracy based on the specification of the
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Figure 13: The FGI’s camera field (a), and estimated 3D error ellipsoids
with 100x magnification (b).

IMU. Observed difference between GNSS and BBA output was on average
11.3, 2.8, 0.6 cm in X, Y, and Z coordinates, respectively.

Direct georeferencing were employed to estimate global status of multi-
images on check sites. To enable direct georeferencing, the calibrated MPC
sensor parameters, the calibrated MMS parameters, and GNSS and IMU
observations were contributed in the model. On cross-check sites 1 and 2, a
mean difference of 5.6 cm and 1.4 cm between observed positions of check
points and intersected positions with RMSE of 0.69 cm and 0.18 cm were
obtained.

Relationship between quality of intersection geometry and image-based
3D object point positioning were also studied in Article II. As expected,
object points with incident angles smaller than 20 degrees were positioned
with a lower accuracy. This situation was significantly improved for points
with incident angles over 20 degrees. The most stable situation was ex-
pected on π

2 .

4.3 Non-stitching panoramic compilation (Article
II)

The method described in Subsection 3.1.6 was employed to compile non-
stitching panoramas from the images captured by the Panono and the La-
dyBug cameras. Footprints of projective cameras of the Panono camera
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Figure 14: (a) Panono camera, (b) calibrated Panono sensor, (c) LadyBug
v.5 camera, and (d) calibrated LadyBug sensor.

on a non-stitching panorama (Panono contribution map) is plotted in Fig-
ure 15. This figure highlights that a contribution map is essential in de-
signing a multi-projective camera. Some of the cameras of the Panono
were observed as redundant, since their footprint was already covered by
other cameras; because of the overlaps between cameras, some pixels of the
contribution map belong to more than one camera. This situation was con-
verted into a map of one-to-one correspondence (correspondence map) by
employing a selection criterion. Figure 16 demonstrates the correspondence
map for the Panono camera by employing the minimum incident-angle cri-
terion. It is obvious from this map that a better distribution of cameras
could be considered in design phase of the Panono to better cover the top
and bottom areas, while some side-looking cameras were redundant.

A sample of non-stitching panoramic compilation for the Ladybug cam-
era is demonstrated in Figure 17. Original images are plotted on the first
row of this figure. On the second row, undistorted images are plotted, and
finally a non-stitching panorama is depicted in the fourth row of this figure.

4.4 Real-time SLAM (Article III)

The proposed multi-level image-matching described in Subsection 3.4.2 was
implemented to find high-quality image tie-points for aerial images. The
proposed matching strategy was compared to image matching methods e.g.
ORB, SURF, and SIFT. In general, SIFT key points had the best dis-
tribution in images, while it needed considerable amount of RAM, and
computational resources. ORB, on the other hand demonstrated the best
time and accuracy in comparison to SIFT and SURF. The proposed ap-
proach demonstrated a much better performance in comparison to other
stated methods. The proposed sub-window propagation scheme produced
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Figure 15: Contribution map of the Panono camera.

Figure 16: Correspondence map of the Panono multi-projective camera.
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Figure 17: A sample of six images from side and top cameras of Lady-
Bug (first row), undistorted images (second row), a metric non-stitching
panoramic compilation of the first row (third row).

high-frequency tie-points that were extracted from different locations in an
image, therefore, it had a considerable contribution in strengthening a net-
work structure. The overall image-matching cost decreased to 3 seconds
which was at the same level of image acquisition. Therefore, the proposed
approach was a suitable image matching strategy for a real-time trajectory
estimation.

The loop detection strategy was successfully implemented and tested.
The overall structure of the network was improved by the proposed loop-
detection algorithm. The overall cost of matching was not significantly
increased, since only few more pairs were added to the network.

The gimbal lock singular case was addressed appropriately by employ-
ing the angular framework stated in Subsection 3.1.5. Derivatives of the
rotational matrix with respect to the spherical angles were manually formu-
lated. Two calibration datasets were individually analyzed. They success-
fully resulted the MMS calibration parameters. These two datasets were
combined for a visual sanity check of the sensor configuration. The resulted
multi-sensor configuration was similar to the reality of the stereo-camera
sensor.

The algorithm was assessed in a post-processing step by check points.
Few centime residuals were observed in the adjusted model. Lever-arm vec-
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tor and boresight angles applied to GNSS and IMU readings to estimate
status of images independent to the BBA output. Then, the differences be-
tween the calculated values and outputs of the sparse BBA were ploted. As
expected, the differences were at the accuracy level of the GNSS and IMU
observations. Approximately, 0.2 degrees differences for image rotations
were observed. On average 2-4 cm positional differences were observed.
In overall, the algorithm was successfully demonstrated as a monocular
SLAM.

4.5 Tree type classification (Article IV)

The proposed fully-connected network and 3D-CNN were successful in clas-
sifying different combinations of input data. The 3D-CNN model with all
data layers had a parameter file that was 169 megabytes. It took approx-
imately 2.5 hours to train the proposed 3D-CNN with a core i7-6820HQ
processor with 32 GB of RAM and a Nvidia Quadro M1000M graphical
processing unit (GPU) with 2GB of DDR5 RAM. MLP training was con-
siderably quicker. It took 16 seconds to train the MLP. The classification
accuracy obtained from the MLP was overall 94.5% in recognizing tree
species. Area under the curve (AUC) of receiver operator curve (ROC)
for the MLP was 0.9961 for pine, 0.9590 for spruce, and 0.9685 for birch.
Classification accuracies on the test dataset were 98.4% for pine, 82.2% for
spruce and 95.6% for birch. The biggest drop in classification accuracy
between the training and the test set was observed for spruce with 8.5%
difference.

An improvement in classification accuracy was obtained for the pro-
posed 3D-CNN with overall accuracy of 97.6% by employing all data layers
(hyper spectral, RGB layer, and canopy-high model), therefore the 3D-
CNN was superior to the MLP. Different 3D-CNN models were trained for
all layers, as-well-as different combinations. Area under the curve (AUC) of
receiver operator curve (ROC) for the 3D-CNN with all layers was 0.9999 for
pine, 0.9941 for spruce, and 0.9956 for birch. These indicators demonstrate
that the proposed 3D-CNN acted better that the MLP. The classification
accuracies of the model that was trained with all layers and the model that
was trained with hyper-spectral and RGB data was almost similar. Ap-
proximately 0.1% difference in overall classification accuracy was observed
between these two models. This result confirmed that the canopy-height
model was an irrelevant data layer in this classification task. Therefore, the
best result was obtained when the hyper spectral and RGB layers were fed
into the model. The model with RGB layers resulted to very good results
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in comparison to the model with hyper spectral and RGB. A small differ-
ence of 0.4% was observed between these two models, which demonstrated
the applicability of RGB cameras in a tree-species classification task. The
biggest difference was related to the user accuracy in spruce which was
2.8% better in the model with hyper spectral and RGB data layers. The
model with hyper spectral data layers was slightly comparable to the model
with RGB layers. A small difference of 0.1% were observed between the
two models. The best classification accuracy for pine was obtained with
the model that employed hyper spectral and RGB data layers with 99.6%
producer accuracy. Almost all the other models (except for the model
with canopy height model) was able to accurately recognize pine. Spruce
recognition signal was best demonstrated in RGB layer data. Classifica-
tion accuracies dropped by at-least 4% in model that did not contain RGB
layers for spruce. These results highlight that spruce was more distinguish-
able in RGB data. A hypothesis was tested to check if a combination of
hyper spectral and blue channels were suitable to separate spruce and pine
classes. The hypothesis was rejected since no meaningful difference was
observed in comparison to a model that was based on hyper-spectral layer.
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Chapter 5

Discussion

In this chapter we will answer to the research questions that were listed in
the beginning of the article. The answers are based on the discussion of
Articles I-IV.

• RQ1: What are the important parameters to consider when
designing a coded target?

Important parameters in design phase of a coded target are

1. accuracy of localizing coded targets in images,

2. good visibility of coded targets (at-least 1 complete coded-targets)
for a range of cameras with designed field of view (45-360 degrees),
focal length (15-60 mm), sensor size (1-120 mpix) that were located
in approximate distance of (30cm-4m),

3. simplicity of the proposed structure, rotation invariance,

4. embedded identifier,

5. embedded scale, and

6. ease of automatic detection.

The accuracy of the coded target element detection was fulfilled by
fitting rotated ellipses to approximate locations of ellipses by employing the
least-square fitting. The achieved accuracy was successfully demonstrated
as image residuals in many calibration datasets. On best cases, 0.05-0.1
pixel image residual was observed for the coded targets. The detection
accuracy was approximately 2-5 times better in comparison to a chess-board
target [123] and square targets [64] however, its accuracy was comparable
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or even higher than the coded targets with a similar detection mechanism
such as [14].

The visibility was suitable for most cameras that were presented in
this article. The best visibility was for SCs with wide lenses. The worse
visibility was for individual cameras of multi-projective cameras specially
when images were taken in close distance. The visibility is defined as a
manageable parameter by upscaling and downscaling the coded target.

The simplicity of the structure enabled us to easily recognize the coded
target among a complex stack of extracted ellipses. The embedded identifier
enabled automatic labeling phase, therefore resulting to an easy network
creation.

The embedded scale was helpful in realizing a correct scale for a cali-
brated multi-projective sensor. This scale was inaccurate; therefore, a scale
parameter was later considered for an accurate MMS calibration.

• RQ2: How to build a camera calibration room in an easy
and efficient way for single and multi-cameras? How to accurately
estimate the structure of the camera calibration room?

Building a calibration room required special attention to hardware and
software aspects. Hardware aspects was related to assigning an appropriate
space for a specific range of cameras. A cubic space with suitable dimen-
sions is advantageous in calibrating multi-cameras since coded targets are
attached on all sides to create correlation between side-looking cameras.
Lighting is also an important physical factor. A sufficient ambient light
source helps to increase the quality of images and enhance the process of
automatic target detection. Existence of patterns on surfaces of the cali-
bration room is a disturbing factor which was considered by covering up
unnecessary surfaces. A suitable space was selected from available options
based on parameters such as GSDs, focal lengths, minimum and maximum
desirable distances to camera, and camera FOVs. The considered space
was suitable to calibrate most cameras that are stated in this thesis.

Software aspects concerns the coded target design, automatic coded-
target detection and labeling, sensor modeling for single and multi-camera,
fast initialization of the room, calibration strategy for single and multi-
camera, and sparse BBA. The proposed coded-target was employed to build
the calibration room. Some parameters such as sufficient number of coded
targets on walls was addressed to make sure the suitability of the calibration
room for multi-projective cameras. A minimum constraint self-calibrating
sparse BBA was successfully implemented and employed to estimate the
calibration-room’s geometry, image positions and orientations, and camera
parameters. All 10 interior orientation parameters of SCs were set free in
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the optimization process. These parameters included focal length (1 param-
eter), principal-point location (2 parameters), radial distortion parameters
(3 parameters) and tangential distortion parameters (2 parameters) , and
scale and shear parameters (2 parameters).

The error propagation was enabled through the standard first-order
non-linear least-square. The standard deviations for all interior orientation
parameters indicated that they were meaningful. This conclusion was made
by comparing the optimized values with the standard deviation values. The
importance of an individual interior orientation parameter was assessed by
blocking the effect of an individual or a group of correlated parameters from
the overall correction that was made by the interior orientation parameters.
Some parameters (such as radial distortion parameters) were assessed in
groups since their high correlation caused false significance numbers. Based
on this former assessment, scale and shear factors were not significant on
the calibration process of SCs (Samsung NX300 and Canon EOS 6D). The
standard deviations of those parameters confirmed this conclusion, since the
optimized values were relatively close to standard deviations. Therefore,
the SCs were not significantly affected by these parameters.

Image residuals were considered as an important indicator for assessing
model fitness. In most calibration datasets average image residuals for SCs
were 0.10-0.15 pixel which confirmed the suitability and accuracy of the
designed coded-target and the calibration method.

The concept of a camera calibration room was implemented in similar
works e.g. [11, 41, 61], however the proposed coded-target reach was simpler
in structure, equal or better in accuracy, while it contained an embedded
scale.

The calibration room could be improved by employing coded targets
with different scales. In this proposed model, a scale number is embedded
in the structure of the coded target that will be automatically recognized by
the algorithm in a similar way to the coded-target identifier. Each corner
of the calibration room will be filled with different scales which improves
the usability of the room in calibrating different cameras.

• RQ3: How to calibrate a multi-projective camera in an effi-
cient and easy way? What are the challenges in this regard?

Calibrating a multi-projective camera was enabled in this thesis through
employing the proposed calibration room, calibration target, and sensorial
model. The general overall of the proposed calibration scheme consists of
estimating the calibration room’s structure, creating separate projects for
individual cameras of the underlying multi-projective camera by resecting
its images to the point cloud, combining the individual projects and es-
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timating the initial multi sensor, and final adjustment by considering the
calibration room fixed.

The first challenge was related to the suitability of coded target for
individual cameras of an underlying multi-projective camera. The design
phase ensured that the targets were suitable for underlying cameras. The
second challenge was related to automatic reading of the targets which was
addressed in the coded-target implementation. The third challenge was re-
lated to the suitability of the calibration room for the calibration process.
The calibration room should contain targets on parallel walls. This config-
uration ensures that side-looking cameras will have enough correlation in
the optimization process. The fourth challenge was related to the singular-
ity of the sparse BBA for multi-projective cameras, when structure of the
sensor was enforced in the model. This challenge was addressed by setting
the calibration room as a fixed structure. An efficient and easy calibration
scheme for a general multi-projective camera was presented in Article I.
Our proposed calibration method could be employed to calibrate simple
or complex MPCs even with small or no overlaps that other calibration
methods such as [59] and [61] are limited to address. A weakness in BBA
is pointed out in Article I that is missing in simulated works such as [124].

• RQ4: How to integrate a calibrated multi-projective cam-
era in a mobile mapping system? What are the challenges and
opportunities?

A calibrated multi-projective camera could be integrated into a mobile
mapping system for precise surveying and visualization purposes if 1) the
MMS’s sensors are synchronized through a central mechanism, 2) scale of
the calibrated multi-camera will be the same as the other sensors, or a
calibrated scale will be provided through a separate calibration process, 3)
precise relative orientation and position of sensors with respect to a local
coordinate system of the MMS will be known, and 4) GNSS and IMU
observation will be accurate enough for precise surveying.

The first challenge that we focused in this regard was relates to the MMS
calibration. An updated over-constrained sparse BBA was introduced that
involved relative orientation and position of a multi-camera with respect to
the GNSS and IMU. This model was employed to calibrate two MMSs (Ar-
ticle II and III). The results indicated that the calibrated system was able
to localize 3D object points with high accuracy. high surveying accuracy.

The second challenge was related to the effect of weak intersection ge-
ometry on the accuracy of 3D object point localization. This challenge was
studied by analyzing properties of intersections such as number of inter-
secting rays or incident angles on the quality of retrieved 3D point.
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A calibrated MMS provides several opportunities related to precise sur-
veying, geometrically accurate panoramic generation for application e.g.
point-cloud painting or street-view. We demonstrated in Article II that
Precise surveying is feasible to cm level accuracy, if a system is calibrated,
and intersection geometry is strong. Our achieved accuracies are few times
better than those reported by works such as [83] and [84].

• RQ5: How to compile metric panoramas from multi-projective
images?

The proposed calibration sensor model for multi-projective cameras lays
the foundation to compile non-stitching panoramas from multi-projective
images. A non-stitching panorama is in contrast to the panoramas that
are compiled through an image stitching mechanism. Stitched panoramas
have visualization and artistic values, but metric information is lost due to
the stitching mechanism. Non-stitching panoramas have steps on the edges
where images meet, however, generating a precise map that corresponds
each pixel of the compiled panorama to the parent image is feasible. This
map was called the correspondence map. The correspondence map was em-
ployed in the panorama compilation process to generate a metric panorama.
The correspondence map was assumed as the required metadata file for
metric applications. The proposed scheme take the systematic error de-
scribed by [119] into equations. Therefore, the calibration scheme could be
employed to compile metric panoramas.

• RQ6: How to address the gimbal-lock singularity in Jacobian
matrix of a BBA?

If the BBA is performed with Euler angles, then the gimbal-lock sin-
gularity could occur in the Jacobian matrix under the condition that ro-
tations planes become approximately coplanar. To solve this singularity, a
suitable rotational frame-works that is not susceptible to gimbal-lock singu-
larity should be employed. Two well-known examples of such a system are
quaternion and axis-angle rotational framework. Both of these systems are
based on four parameters with 3 degrees of freedom. Therefore, a constraint
should be applied on both systems to decrease the number of free param-
eters to three. In this thesis, we proposed a new angular parametrization
of BBA based on spherical rotation coordinate system that has only three
independent parameters, therefore, the constraint equation is no longer a
requirement. The angular system was called spherical angles since spheri-
cal coordinates with two rotation parameters are employed to specify the
rotation vector, and a momentum is considered as the rotation scalar value
around the axis. The proposed sparse BBA was modified to work under this
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rotational framework by employing analytical gradients that were manually
calculated.

• RQ7: What are the software challenges to build a real-time
photogrammetry system? How to address real-time trajectory
estimation challenge efficiently?

Several important software challenges arise dealing with a real-time
photogrammetric solution. These challenges are mainly related to sensor
calibration, mobile mapping system calibration, real-time “trajectory and
orientation” estimation, and technical difficulties that arises in real-time
processing steps such as classification or object detection.

Geometric calibration of sensors is helpful and important prior to a
real-time mission since self-calibration of a mapping system is not always
feasible during a mission. Factors such as geometric weakness of a real-time
situation, or computational limitations to address a self-calibration process
are two key factors to consider with this regard.

Geometric calibration of single and multi-projective cameras was ad-
dress in Article I. The mobile-mapping system calibration was addressed
and discussed in Article II and III. Real-time trajectory and orientation
estimation algorithm was proposed and discussed in Article III. A multi-
level image matching scheme was proposed that significantly reduced the
image matching time while preserved the quality of the network. A pho-
togrammetric loop detection algorithm was proposed to further strengthen
the network structure. A modified connect-to-next approach for network
initialization was proposed that significantly decreased the execution of a
connect-to-all approach. The proposed approach addressed the weaknesses
of a sequential network creation approach. A monocular SLAM solution
was therefore proposed by combining all small solutions. The proposed
SLAM solution was updated to employ GNSS and IMU observations when-
ever possible. Calibrated MMS parameters were employed for high-quality
direct georeferencing. The proposed multi-level matching approach was
considerably faster than other approaches such as [72, 74, 77]. The pro-
posed monocular-SLAM approach addressed the cases that other methods
such as [30] were unable to address.

• RQ8: How to integrate deep learning to a UAV-based multi-
sensorial photogrammetric mapping system? What are the chal-
lenges and opportunities?

The first step to employ a deep-learning method to classify UAV-based
data is data preparation. Geometric and radiometric processing of RGB
and hyperspectral images are essential preprocessing steps to produce suit-
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able inputs for the classification phase. A supervised classification approach
is achievable by labeling individual classes in data layers. The trained clas-
sifier could be then employed in a smart photogrammetric solution. To
address this question a tree-species classification problem by employing
RGB and hyperspectral images and deep-learning methods was investi-
gated. Normalized hyper-spectral images, RGB images, and canopy height
models were investigated as data layers to automatically recognize tree-
species (Article IV). Two deep-learning methods were employed as a 3D-
CNN and an MLP that were efficient in terms of archived accuracy and
simplicity. The benefits of employing the proposed 3D-CNN over the con-
ventional MLP were twofold. Firstly, it provided better accuracies than the
conventional MLP. Secondly, it was more efficient in terms of the number
of parameters, which implied as a simpler model. Different combination of
features were studies to show the challenges and opportunities of employing
each measurement technique. The best classification result achieved when
all data layers were combined, which was expected. RGB images were suc-
cessfully demonstrated as a powerful source of data where hyper-spectral
images are not available. CHM data had the least discrimination power
among all data layers in recognizing tree types.

The presented model based on all layers demonstrated higher classifi-
cation accuracy than [125]. According to our knowledge, the classification
accuracies on tree-level were the best published results in comparison to
other works such as [22, 104–107, 109–111] up to the publication date of
Article IV. The presented results are dependent to parameters such as char-
acteristics of a forest, data normalization, and effect of noises and blunders,
therefore, more research should be organized with higher amounts of data
under varying conditions.
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Chapter 6

Conclusions

Multi-projective cameras turned into important blocks of many smart so-
lutions such as mobile mapping systems. Embedding multi-projective cam-
eras in systems equipped with GNSS and IMU sensors provides great op-
portunities for direct georeferencing of multi images, and image-based map-
ping.

Coded targets and camera calibrations rooms are efficient tools to ad-
dress challenges regarding geometric accuracy of cameras employed in a
smart solution. When a camera model is under investigation, coded tar-
gets remove the extra and unnecessary burden of finding image tie-point.
Employing coded targets to build a camera calibration room is an easy and
efficient way to investigate geometric aspects of an optical system. Design
phase is essential to build a camera calibration room since several param-
eters are involved to make the room efficient and applicable for a range of
cameras.

The first hypothesis of this thesis was that a camera test field is re-
quired to geometrically calibrate a multi-projective camera. FGI’s calibra-
tion room is a suitable space for camera calibration that is covered with
coded targets. This room was designed during this study. The calibration
room was constructed by proposing an easy-to-read and accurate coded-
target. The proposed coded-target was based on an asymmetrical pattern
of filled circles with embedded identifier and scale. A precise algorithm was
presented to automatically recognize the coded target with high sub-pixel
accuracy. A network creation method was proposed to initiate the struc-
ture of the room. Careful geometric assessments were performed based on
image residuals and analysis of uncertainties. Covariance sub-matrices were
analysed to present positional uncertainties as rotated 3D error ellipsoids.
This presentation of positional uncertainty was the main tool to assess ge-
ometric strength of spatial intersections, as well as a test to assess model
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goodness of fitness. Confidence intervals were analysed to ensure a robust
estimation. The empirical study showed that the proposed test field was
accurately estimated by the single projective cameras.

The first hypothesis was proven by employing the calibration field to
calibrate two complex multi-projective cameras. A sensor model for multi-
projective cameras was proposed based on physical constraints of the cam-
era class. Two multi-projective cameras (Panono and Ladybug) with 36
and 6 projective cameras went under investigation. A weakness in internal
structure of complex multi-projective cameras was observed as the main
barrier in proposing an independent calibration scheme. This problem was
efficiently addressed by estimating the structure of the calibration room by
two SCs (Canon EOS 6D and Samsung NX300) prior to the multi-camera
calibration and then treating the calibration room as a rigid object with
known geometry. A calibration scheme was proposed to estimate initial
structure of a multi-projective camera. A customized bundle adjustment
was proposed by enforcing relative orientation constraints into the model
that successful resulted in revealing the internal structure of the cameras
under investigation. Embedded scale bars in coded targets were finally em-
ployed to address the scale uncertainty. The second hypothesis was that a
system calibration is essential to acquire high geometric accuracies from a
mobile mapping system equipped with a multi-projective camera, a GNSS
and an IMU. The potentials of the proposed calibration model and scheme
went under investigation in a high-accuracy mapping application. The pro-
posed multi-projective camera calibration scheme was employed to calibrate
a LadyBug camera prior to its usage in the mobile mapping system. The
camera calibration phase was performed in FGI’s camera calibration room.
The sparse BBA model was updated to accept mounting parameters of
the multi-projective camera with respect to GNSS and IMU. The mobile-
mapping system mounting parameters were accurately estimated by the
algorithm. The calibrated mounting parameters were employed for direct
georeferencing which resulted to accurate image-based positioning. The
geometric assessment was performed by employing check sites. The second
hypothesis was proven by a demonstration of centimetre-level accuracy by
employing the proposed MMS calibration scheme.

The problem of real-time trajectory estimation of a SC is an impor-
tant part of this thesis that was addressed in the third article. Different
challenges were considered in this part regarding camera calibration by em-
ploying an aerial calibration field. A new angular parameterization based
on spherical rotation coordinate system was presented to address the gim-
bal lock singularity. The angular parametrization is named spherical angles
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since it is based on spherical coordinates that locate a rotation vector, and
an angular momentum around it. The sparse BBA was successfully mod-
ified to accept the spherical angles. A multi-level matching scheme was
presented to address the performance issues in the image tie-point extrac-
tion phase. A window propagation scheme was presented to reduce the
key-point localization and descriptor extraction domains on the first image
scale. A loop detection algorithm was presented based on photogrammet-
ric overlap analysis for a near-planar object. An image-based SLAM algo-
rithm was presented by employing the proposed multi-level matching and
the sparse BBA. The algorithm was successfully assessed by performance
measures such as execution time. Geometric aspects were assessed by em-
ploying 3D error ellipsoids and 3D check points that were considered for
each project.

To study different aspects of integrating classifiers into a futuristic
vision-based photogrammetric system, a tree-species classification problem
by employing a UAV is investigated in this thesis. The UAV was equipped
with an RGB and a Hyper spectral camera. Different aspects of the problem
such as the suitability of data layers in a classification task was under spe-
cial attention. In total, 37 data layers were investigated in this problem; a
number of 33 Hyper spectral layers, 3 colour RGB layers, and a canopy high
model layer were the main data layers in the classification phase. Different
combinations of the data layers were combined in separate classifications to
investigate the most efficient set of features. It was demonstrated that a 3D
convolutional neural network achieves better classification accuracies than
the classic approach of multi-layered perceptron. The proposed structure
for the 3D CNN was simple, while yielding high classification accuracies.
Classification metrics as well as AUC of ROC curves were employed to
assess the classification ability of the proposed method in comparison on
an MLP. The results suggested that a combination of hyper spectral lay-
ers and RGB layers led to the best classification output. The classification
with only RGB layers also resulted into high-accuracy outcomes which high-
lighted the significance of employing a regular camera for this problem. The
hyperspectral layers were successful in detecting spruce and birch; however,
pine was less visible than the state where RGB layers were also employed.
Pine was almost detected equally well by all models. Spruce was detected
well in hyper-spectral layer with 91% detection rate. Pine detection was
also slightly improved to 94% by including RGB data. Birch was accu-
rately classified by employing hyperspectral data with 96% detection rate.
Birch accuracy was slightly dropped to 92% by employing only RGB layers.
The overall accuracy of the proposed model was 98.3% which outperformed
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previous studies. Different aspects of a futuristic photogrammetric solution
are individually studied and presented in this thesis; however, a uniform
solution is achievable in future by integrating the presented solutions into
a real-time smart photogrammetric system.
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Appendix A

Acronyms and abbreviations used in this thesis are the following:

SC Single camera
MCS Multi-camera system
UAV Unmanned aerial vehicle
SLAM Simultaneous localization and mapping
3D-CNN 3D convolutional neural network
FGI Finnish Geospatial Research Institute
NLS National Land Survey of Finland
MLP Multi-layered perceptron
GCP Ground control point
SVM Support vector machine
FOV Field of view
BBA Bundle block adjustment
RANSAC Random sample consensus
GNSS Global navigation satellite system
IMU inertial measurement unit
MMS Mobile mapping system
DoG Difference of gaussian
PCA Principle component analysis
RAM Random-access memory
SIFT Scale-invariant feature transform
SURF Speed-up robust feature
FAST Feature from accelerated test
BRIEF Binary robust independent elementary feature
GSD Ground sampling distance
ORB Oriented FAST and rotated BRIEF
GPU Graphical processing unit
CPU Central processing unit
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