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DYNAMICS AND CONTROL CHALLENGES FOR 
IMAGING SATELLITES 

Brij N. Agrawal* and Jae Jun Kimt 

Imaging satellites have several challenges in dynamics and control to meet high 
perfomrnnce requirements. As an example, Hubble Space Telescope pointing 
requirements are of 0.012 arc-sec and jitter requirements not to exceed 0.007 
arc-sec. These satellites require fast slew maneuver with minimum slew time. 
Flexibility/control interaction becomes critical for these satellites. These satel­
lites require fine mirror surfaces for diffraction limited performance. For visible 
images, the surface mirror accuracy requirements are a minimum of 30 nm. In 
order to meet these performance requirements, advance dynamics and control 
techniques and actuators and sensors are required. Meeting these requirements 
becomes even more challenging for future imaging satellites as the diameter of 
primary mirrors increases, resulting in deployable mirrors. This paper provides 
an overview of advanced dynamics and control techniques for jitter control, 
flexibility/control interactions, slew maneuvers, and reflector active surface con­
trol. 

INTRODUCTION 

Imaging satellites have very high performance requirements for pointing, jitter, slew maneu­
vers, and primary mirror surface accuracy for diffraction limited image quality. These high per­
formance requirements pose many challenges in dynamics and control design resulting in the use 
of advance dynamics and control techniques and high performance actuators and sensors. As an 
example, Figure 1 shows Hubble Space Telescope. Hubble Space Telescope (HST) was launched 
in April 1990 by Space Shuttle Discovery. Its orbit altitude is 600 km, with 28.5 degree inclina­
tion. Wavelength coverage is 110-1100 nm. The diameter of the primary mirror is 2.4 meters. 
Optical resolution is 0.043 arc-sec (0.00001 Deg.). It has 3-axis stabilized zero momentum con­
trol system using reaction wheels with pointing accuracy of 0.012 arc-sec (0.000003 degree). It 
has jitter and pointing stability requirements of 0.007 arc-sec. The HST had several problems 
with the performance. Shortly after the HST was deployed in 1990, the telescope's primary mir­
ror was discovered to have a flaw called spherical aberration. The outer edge of the mirror was 
ground too flat by a depth of 2.2 micron. This aberration resulted in images that were fuzzy be­
cause some of the light from the objects being studied scattered. Fortunately, HST orbiting at 600 
km was the first telescope designed to be visited in space by astronauts to perform repairs, replace 
parts, and update its technology with new instruments. On Servicing Mission 1, December 2-13, 
1993, astronauts installed COST AR, consisting of five pairs of corrective mirrors in front of the 
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camera to counteract the flawed shape of the mirror. There was a problem with achieving poi t­
ing accuracy due to solar array flexibility and control interactions. New solar array and seve:~l 
other sensors were also installed by the astronauts. The 11ST shows the challenges in meeting pe ._ 
formance requirements of imaging satellites even with a $1.5 billion program. 

1 

Figure 1. Hubble Space Telescope [1] 

James Webb Space Telescope (JWST), the most challenging imaging satellite, is a 6.5 meter 
aperture observatory optimized for infrared astronomy (0.6-28 micron). JWST is shown in Fig­
ure 2. JWST is to be launched in orbit at L2 point at distance 1.5 million kilometers from Earth. 
Launch vehicle is Ariane 5. Optical resolution is 3 milliarcseconds (0.0000008 degree). The pri­
mary mirror consists of 18 hexagonal shaped mitTor segments, each 1.32 meters in diameter. 
Each segment weighs approximately 20 Kg and is made out of beryllium, which is both strong 
and light. Compare to HST primary mirror whose mass density is 183 kg/m2

, it is 14.6 kg/m 2 for 
JWST. Each primary mirror segment is mounted on an actuator an-ay that provides six degrees of 
freedom motion for phasing the segments and an additional radius of curvature adjustment actua­
tor. Three segments on each side fold up during launch so that it can fit into the rocket. JWST has 
been a very challenging program for NASA. It was originally planned to be launched in 2011 
with a budget of $1.6 billion and at this time; JWST is now planned to be launched in October 
2018 with a budget of$8.8 billion. 

The experiences on HST and JWST clearly show that imaging satellites with large aperture 
have very high challenging performance requirements and it is very challenging to meet these 
requirements. In the future, it is desired for imaging satellites to have deployable aperture in the 
range of 10-15 meters diameter. For these satellites, meeting performance requirements will be 
even more challenging requiring developments of advanced techniques and sensors and actuators 
in several areas of dynamics and control. This paper in the following sections provides an over­
view of advanced dynamics and control techniques for jitter control, flexibility/control interac­
tions, slew maneuvers, and reflector active surface control. 
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Figure 2. James Webb Space Telescope [2] 

JITTER CONTROL 

As we discussed earlier, imaging satellites require very tight jitter control. As an example, the 
requirement for HST is 0.007 arc-sec. ln order to achieve these requirements, passive jitter con­
trol techniques are first considered. However, if the passive methods cannot achieve the desired 
jitter performance, the active jitter control of the optical beam will need to be implemented by 
using a fast steering mirror. 
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Figure 3. Vibration Control Techniques [3] 
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Figure 3 shows different techniques for reducing jitter for optical payloads. Several techniques 
have been developed to reduce jitter. One technique is to increase damping of the spacecraft sup­
port structure to reduce vibration response by adding passive and/or active damping. The second 
technique is to introduce isolation between vibration source and the spacecraft. The third teclmique 
is to isolate the optical payloads from the spacecraft. The fourth technique is to reduce jitter in the 
optical beam by using a fast steering mirror. Specific problem requires specific, custom solutions. 
There is no one vibration suppression method that can usually meet all requirements for a ce1iain 
problem. In general, passive systems perform best for higher frequencies, typically greater than 5 
Hz, while active systems perfonn best for lower frequencies, typically lower than 5 Hz. Most 
spacecraft jitter control solutions require a hybrid system (passive and active) to suppress the entire 
range of disturbance frequencies. This paper discusses all these jitter control techniques in the fol­
lowing sections. 

Passive Jitter Control 

All passive damping treatments share a common goal: absorb significant amounts of strain en­
ergy in the modes of interest and dissipate this energy through some energy-dissipation mecha­
nism. The effectiveness of all passive damping methods varies with frequency and temperature, 
though some more than others. For each of the basic passive damping mechanisms, there are sev­
eral choices for implementation, which can be divided into two major categories: discrete and dis­
tributed. 
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(b) Constrained-Layer Treatment 
Figure 4. Typical Viscoelastic Material Configuration 

For distributed implementation, viscoelastic materials are widely used for damping in both 
commercial and aerospace applications. Viscoelastic materials are elastomeric materials whose 
long-chain molecules cause them to convert mechanical energy into heat when they deformed. 
Figure 4 shows two techniques, free layer treatment and constrained layer treatment. Constraint 
layer treatment is more effective. 

Figure 5. Basic Viscous Fluid Damper 
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For discrete implementation, a viscously damped isolator depicted in Figure 5 is commonly 
used. Fluid of a specified viscosity is hermetically sealed within two sets of bellows and con­
strained to flow between them through an orifice when motion occurs. The fluid flow through the 
orifice provides the damping. A third set of bellows is included to acconunodate thermal expan­
sion and contraction of the fluid. Springs are included to provide the desired isolator stiffness. For 
safoty, the device is encased in an outer skirt to protect against contamination from a ruptured bel­
lows. This unit isolator can be simply modeled as a spring in parallel with a spring-damper. By 
changing the damping (fluid viscosity) of the isolator, the in-band peaking of the isolation charac­
teristic can be changed, but at the cost of isolation bandwidth. Variations in temperature have a 
similar effect because of its effect on fluid viscosity. 

The HST has used passive jitter control methods extensively to meet its telescope-pointing ac­
curacy of 0.007 arc-sec, while suppressing launch vibration for sensitive optical payload. The 
HST's attitude control system reaction wheels generate low level, high frequency vibration dis­
turbances from imperfections in the electromagnetics and drive electronics, unbalance of the rotor, 
and imperfections in the spin bearings. The viscous fluid damped isolator for the reaction wheels 
developed by Honeywell, Inc. is a passive system employing metal springs in parallel with viscous 
fluid dampers (D-Strut) providing independent, deterministic control of the stiffness and damping 
characteristics. CSA Engineering developed two methods for launch vibration load suppression: an 
open/closed cell foam design that provides the required damping and comer frequency attenuation, 
and a Viscoelastic Material (VEM) design. The flexible solar array panels HST (SA-2) was re­
placed with greater power generating rigid panels (SA-3) as part of STS Servicing Mission. Analy­
sis of the rigid solar array design shows the HST's pointing control system stability margin will be 
violated by the new array's fundamental bending modes. CSA Engineering designed and built a 
damper, integrated into the SA-3 mast, constructed of a titanium flexure and viscoelastic damping 
material to increase damping of the solar array. 

Active Optics Beam Jitter Control 

Figure 6. Laser Jitter Control Testbed 

To develop improved techniques for optical beam jitter control, a Laser Jitter Control (LJC) 
testbed was developed at the Naval Postgraduate School (NPS) as shown in Figures 6 and 7. The 
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components are mounted on a Newport optical bench, which can be floated to isolate the compo­
nents from external vibrations. The laser beam originates from a source and passes through a 
Disturbance Injection Fast Steering Mirror (DFSM). The DFSM corrupts the beam using random 
or periodic disturbances, simulating disturbances that might originate with the transmitting station 
or tip and tilt errors which the beam may suffer as it passes through the atmosphere. A vibration 
isolation platform is used to mount the relay system and to isolate the relay system from the opti­
cal bench. A control Fast Steering Mirror (FSM), designated the CFSM, is used to correct the 
disturbed beam. The corrected beam is then reflected off the platform to the target Position Sens­
ing Detector (PSD). 

Errnr Signal 

xPC Target Box 

Target PSD 

Cimtrnl Signal 

{Beam Control 

Shaker 
(Disturbanc ) 

Figure 7. Schematic of the laser jitter control testbed 

Laser Jitter Control Using Adaptive Filter 

Adaptive filters have been used extensively over the past several decades in the field of active 
noise and vibration control [ 4],[5]. The basic principle of an adaptive filter is that controller gains 
can be varied throughout the control process to adapt to changing parameters and can, therefore, 
cancel disturbances more effectively than passive methods. Transverse FIR filter structure used 
for the adaptive filter control method is first described, followed by the weight update algorithms 
and experimental results 

Transverse Filter 

An r" order transverse FIR filter has the structure shown in Figure 8. Each of the L 
stages, or taps, delays the input signal by one sample, and this filter is sometimes called a tapped­
delay line. The filter output is expressed as follows, 

L 

y(n) == ~ w;(n)x(n -i) = w1 (n)x(n) (1) 
i=O 
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where w(n) is the filter weight vector of length L whose i1
1, component is w1(n), x(n) 1s 

the vector of delayed inputs x(n - i), and y(n) is the filter output. 

Figure 8. Transverse FIR filter structure 

Weight Update Algorithms 

Lease Mean Square (LMS) and Recursive Least Square (RLS) are two common algo­
rithms widely used to update the weights. In the LMS algorithm, the cost function c,;(11) is the 

expectation of e(n)2 called Mean Square Error (MSE) denoted by E{e(11)2}. When the statistics 

of the disturbance and the reference signal are available, the weights that minimize E { e(n)2} can 
be computed. In practice, however, such a priori information is often unavailable. In LMS algo­
rithm, the MSE is approximated by the instantaneous squared error and iterative steepest-gradient 
descent method is used to update the weights in the direction toward lowest error. The difference 
equation for updating weights can be expressed as 

JI 8J[n] 
w(n + 1) = w(11)---- = w(n) + pe(n)x(n) 

2 8'w(11) 
(2) 

where µ is the convergence coefficient that controls the speed of the convergence to steady­

state weight values. 

The Recursive Least Squares (RLS) algorithm follows much of the development shown 
for LMS, with the important exception that it includes past data in its cost function. Instead of 
expressing the MSE as the instantaneous squared error signal only, the cost function becomes: 

II 

~(n) = L,1,"-ie 2 (i) (3) 
;~1 

where the forgetting factor, 0 < ,1, s 1, allows more recent data to be weighted more heavily 
and data long past to be forgotten. A value of ,1, = 1 implies all previous error history is included 
in the cost function, while smaller values excludes more past errors. Typical value for ;J, is [6] 

1 
l---<,1,<l 

2L 
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While the error and control signal expressions in RLS are identical to those of LMS, the 
weight update process is different. Optimal weights could be calculated from the history of all 
signals in the system if they are available, but keeping all previous history in the digital memory 
is practically not possible for a long operation of the controller. Instead of calculating and invert­
ing the correlation matrix of the reference input, R(n), the inverse correlation matrix , 

Q(n) = R-1 (n) is calculated recursively. This eliminates the need to the inverse of R(n), great­

ly reducing the complexity of the RLS algorithm. The recursive equations for weight updates are: 

z(n) = X 1Q(11 - I)x(n) (5) 

k(n) = z(n) 
zT (n)z(n) + 1 (6) 

w(n +I)= w(n) + k(n)e(n) (7) 

where z(n) is an intermediate calculation and k(n) is the current gain vector. Finally, the in­

verse sample correlation matrix is updated as 

Q(n) = A-1Q(n -1)- k(n )zT (n) (8) 

Initial condition of Q is a diagonal matrix whose component is determined by the ex­

pected variance of the measurement noise. 

Q(O) = -;-1 
er 

/II 

(9) 

Filtered-x is a technique to include the effect of the secondary path to avoid potential in­
stability. As shown in Figure 9, the reference signal is passed through a model of the secondary 

plant, S(z) before it is fed to the adaptive algorithm. It can be applied to any weight update al­

gorithms and Filtered-X LMS and RLS adaptive filters are often referred as FXLMS and FXRLS, 
respectively. In a Filtered-X adaptive filter, the reference signal x(n) in the equations (2) and 

(5), are replaced by r(z) = S(z)x(z), whereas the input of the FIR filter is still x(n) as the out­

put of the filter goes through the actual secondary path. 

x(n) r-~~7 d(n) 
@ t _ _i='(z)_J w+ 

(~) e(n) 
® p 

y(n) -1 y'(n) 
@ W(z) ~, S(z) I 

~ 
! 

~--: wi .. LMS} 
x'(n) 

Figure 9. Block Diagram of FXLMS Method 
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:Experimental Results on Active Jitter Control 

The experimental mean squared error plot shown in Fig. 10 shows that the FXRLS method 
manages to further reduce the mean square error of the signal, compared to the FXLMS and LQG 
designs. 
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Figure 10. Mean Squared Error for Jitter Control Methods 

1D 

FLEXIBILITY /CONTROL INTERACTIONS 

Imaging spacecraft have several flexible elements such as deployable solar arrays and anten­
nas. Flexibility/control interaction degrades pointing performance and can create instability. For 
imaging satellites, it is important to minimize this interaction, and increase damping of flexible 
elements. This area has been studied for many decades. It is common practice to add band-pass 
and/or notch filters in the control law to provide stability margins. This section gives simple ex­
amples on using these filters. Let us consider a rigid body system with the following parameters: 

Spacecraft Inertia: J= 65 kg-m2 

PIO control with K,, = 17.119, K, = 0.42, K,, = 35.285 (10) 

. 1 
Open loop transfer function: uPw ( s)G(s) = ( K, + K1 Is+ Kus)~ 

1 ls 

With the given control system in Equation 10, the open loop frequency response, Bode dia­
gram, is shown in Figure 11. 
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Figure 11. Bode Diagram of Rigid Body 

This shows that the system has adequate gain and phase margins. Ifwe add flexible appendag­
es, then we will see that there is significant modification to gain and phase diagrams. The gain 
diagram will have notch at flexible appendage cantilever frequency and peak at spacecraft free­
free frequency. Similarly phase diagram goes through 180 degree phase cycle. This can make the 
system unstable. To make the system stable with adequate margin, band pass and notch filter are 
commonly used. The transfer functions for these filters are given as follows: 

s2 I cu: + 2(s I w0 + I 

s2 I cu! + 2(Ps I cup + 1 
with 

Kmax = 20 log10 ( (/Sp) 

The Bode diagram of the filters in Equation 11 is shown in Figure 12. 
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Figure 12. Bode Diagram of Filters 
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It should be noted that for band-pass filter, ( > c:;,, , and for notch filter, c:;, < c:;" . Band­

pass filters arc generally used for flexible cantilever frequencies below cross over frequency and 
notch filters for free- free frequencies above cross over frequencies. 

Figure 13 shows an example open loop Bode diagram where natural frequency is below cross 
over frequency. In this case band pass filter is used with the following parameters. 

OJC = 0.05, 0J0 = 0,05, OJ/J = OJ. 

c:;,, = 0.001, ( = 0.1 
(12) 

This band-pass filter design avoids the gain crossing zero dB line due to cantilever frequency. 
The step response plots shown in Figure 14 shows greatly improved flexible control results with 
the addition of a band pass filter. 
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In the next example we add another flexible mode with frequency above the cross over fre­
quency. ln this case gain for free-free mode crosses zero dB line. We add notch filter with the 
following parameters: 

t;" = 0.1, ( = 0.0001, 
F (13) 

Bode diagram and step response with and without notch filter is shown in Figure 16 and Fig­
ure 17 with and without a notch filter. 
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These examples show how to mitigate flexibility/control interaction problem by using band­
pass and or '.1otch_ filters. It should be noted that in order for these fil~ers to be e~fective, the natu­
ral frequencies of the spacecraft: should be known very accurately. Higher dampmg helps to make 
the system more stable by reducing peaks or notch due to flexible modes. 

SLEW MANEUVERS 

Imaging satellites slew from taking pictures from one target to another. At the end of slew due 
to motion of flexible appendages, it takes some time, called the settling time, before the satellites 
reach desired pointing. The objective of the research is to evaluate different torque profiles and 
control techniques for fast slew to minimize settling time. Initially, single axis flexible simulator, 
as shown in the following figure, was developed at NPS [7] to implement research in this area. 
Later a three-axis flexible simulator was developed with Control Moment Gyros. 

Figure 17. Single Axis Flexible Spacecraft Simulator 

The simulator shown in Figure 17 consists of a rigid central body floated on a granite table by 
air pads. It has an air bearing so that it can rotate in one axis without friction. The central body 
has a reaction wheel as actuator and an angular sensor and a rate gyro. The center body is con­
nected to 1-shaped flexible structure supported on air pads. The torque profile considered in the 
study are bang-bang, Versine, and input shaping. 
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Bang-Bang Profile 
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(14) 

In bang-bang torque profile, positive maximum torque is applied for half of the period and 
negative maximum torque is applied for the remaining half of the period. This torque profile pro­
vides minimum slew time, however, results in large settling time for flexible spacecraft. 

Versine Profile 
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Figure. 18 Bang-Bang Torque Profile 
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In the Versine torque profile, sudden change in torque is smoothed using cosine function. This 
significantly decreases the settling time for flexible spacecraft, but it does, increase the slew time. 
However, overall slew time is decreased due to lower settling time. This torque profile is com­
monly used for flexible imaging spacecraft. 
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Figure 19. Versine Torque Profile 

Input Shaping 

The goal of input shaping is to provide a command which results in zero residual vibration. As 
shown in Figure 20, a vibration can be eliminated by applying impulses of appropriate amplitude 
and phase such that they exactly cancel the vibration mode. For example, the command issued at 
time t1, in this case, an impulse, starts a vibration which decays as a function of the modal damp­
ing. The second impulse is phased such that it is applied at the vibrating mode's half-period point. 
The net vibration following the second impulse is zero. 

Figure 20. Input Shaping 

Torque command is created by convolving a sequence of impulses, an input shaper, with any 
desired command. The amplitudes and time locations of the impulses are determined by the sys­
tem natural frequencies and damping ratios. 

There are three types of zero vibration (ZV) sequences for the impulses. The shortest impulse 
train is two impulse ZV sequence. It is robust, however, only small variations (5%) in modal fre­
quency. In order to increase shaper's robustness, we differentiate the vibration equation with re-
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spect to natural frequency and it is called Zero Vibration Derivative Shaper (ZVD). It consists of 
three impulses. It has robustness up to 20% in natural frequency. If the vibration equations are 
differentiated again, we get Zero Vibration Derivative Derivative Shaper (ZVDD). In this case 
we need four impulses. It allows uncertainty up to 40%. Analytical experiments were performed 
using Versine torque profile and input shaping for one mode and two modes using ZVD. 

Input Shaping Simulation 
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Figure 21. Input Shaping Simulation Results for One and Two Modes 

Figure 21 shows analytical simulations for input shaping ZVD, maximum vibrations after 15 
seconds settling time. Maximum vibrations are reduced by 95.1 % for single mode input shaping 
and 96.1 % for two modes input shaping. 
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Input Shaping Experiments 
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Figure 22. Input Shaping Experimental Results for One and Two Modes 

Figure 22 shows experimental results for input shaping ZVD, maximum vibrations after 20 
seconds. Maximum vibrations are reduced by 82.1 % for one mode input shaping and 81.9% for 
two modes input shaping. 

REFLECTOR ACTIVE SURFACE CONTROL 

As we have discussed earlier, imaging satellites require surface accuracy, Root-Mean-Square 
(RMS) surface error, in the range of 0.05 wave in order to get diffraction limited image quality. 
For visible imaging, it results in 30 nm surface accuracy. It is quite challenging for current imaging 
satellites as we discussed with HST. In the future, several space imaging missions will need larger 
space mirrors, 10-20 meters in diameter for improving image resolution or to be used in higher 
orbit. Due to mass and volume constraints of launch vehicles, these mirrors need to be segmented, 
light weight, and will be more flexible. Meeting requirements for surface accuracy and alignment 
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for these mirrnr segments is very challenging. Application of active surface control of reflectors 011 
future ~pace_craft has the potential to reduce cost a1'.d schedu'.e, and highe~ confiden_ce in meeting 
on-orbit optical performance. NPS has a 3-meter diameter, six segments mcorporatmg active op­
tics research testbed known as Segmented Mirror Telescope (SMT). The goal of the SMT is to 
research and develop techniques for actively controlling segment surfaces and their alignments [8], 
[9]. 

SMT as shown in Figure 23 consists of six segments. Each segment has 156 face sheet actua­
tors (FSA) for surface control and 3 fine and six coarse actuators for segment alignment. A Shack­
Hartman wave front sensor is used for surface control and a phase diversity sensor is used as sen­
sor for segment alignment. A Fast Steering Mirror (FSM) is used for jitter control and field steer­
ing. 

Figure 23. Segmented Mirror Telescope 

For optical testing of the SMT, a center of curvature testbed is developed as shown in Figure 
24. 4D laser interferometer and the null corrector are mounted on a hexapod for fine alignment of 
the laser beam. The Null corrector is mounted at center of curvature of the primary mirror which 
makes the primary mirror function as a spherical mirror. Laser beam from the interferometer 
passes through the null corrector to the primary mirror. The reflected beam passes back through 
the null corrector and then into the interferometer. The interferometer measures the wavefront 
error of the segment surface which is then used to calculate influence coefficient matrix. The in­
fluence coefficient matrix is used to develop control laws to drive the face sheet actuators to min­
imize the surface error present in the segments. 

Figure 24. Center of Curvature testbed 
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1nf1ue11ce Coefficient Matrix 

The influence coefficient matrix provides a relationship between the actuator input and sensor 
such as interferometer output and in a linear equation of the form, 

{y} == [¢]{u} (16) 

in which the actuator input is { u}, the influence matrix is [ ¢] , and the sensor output is { y} . The 
sensor output, { y}, provided by the 4D Interferometer is in the form of wavefront phase error at 
the pixel level. To experimentally determine the influence matrix, a single actuator is commanded 
at a time. It provides column of the influence matrix. The influence coefficient matrix is given 
by the following equation. 

¢1,1 <Pi,2 ¢u ¢1.4 ¢1.11 

¢2,1 ¢2.2 ¢2,3 ¢2.4 ¢2.11 

[¢] = 
</J3,1 ¢2,2 <PJ.3 ¢3,4 ¢3,n 
¢4,1 ¢3.2 ¢4.3 ¢4.4 </J4.n 

(17) 

</Jm.1 ¢111,2 </Jm,3 r/Jm,4 ¢111,11 

Figure 25 shows influence coefficient matrix with a dimension of 156 x 156. Different colors 
represent different values of the phase. 

Figure 25. SMT Influence Functions Determined from Experiments 
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Surface Control Using Unconstrained Least-Squares Solution 

After the influence coefficient matrix is determined, the required control is found by solving 
an unconstrained least square problem utilizing the pseudo-inverse of the influence coefficient 

matrix, [¢Ji" 

(12) 

The unconstrained least square solution is solved in MATLAB with a Moore-Penrose pseu­
do-inverse that seeks to minimize 

m_in ½ll[¢]{u }-{Y}II: (13) 

subject to no upper or lower bounds. In order to optimize the solution while remaining within the 
limits of the available control actuator displacement authority, a solution utilizing constrained 
least squares curve-fitting optimization is solved of the form; 

m_in ½ll[¢]{u }-{Y}II: subject to {lb} :S: {u}:,; { ub} (14) 

where {lb} and {ub} denotes the lower and upper bound of control respectively. 

Constrained optimization was implemented using the lsqlin function in MATLAB. For the 
present actuators the lower bound is 25V and the upper bound is 75V. 

SMT AMS WFE, {wavos): 0.5645 

HYJ 

Figure 26. SMT Wavefront Error without Active Surface Control (357 nm RMS) 

Figure 26 and Figure 27 show the wavefront errors without actuator control and one with ac­
tuator surface control, respectively. Without active surface control, the RMS error of the primary 
mirror segment is 357 nm or 0.565 waves for a 632.8 nm wavelength beam. After the active sur­
face control is applied, the RMS error reduces to 192 nm or 0.303 waves. It should be noted that 
wavefront error for SMT surface can be further reduced by increasing the number of actuators. 
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Figure 27. SMT Wavefront Error with Active Surface Control (192 nm RMS) 

CONCLUSION 

Imaging satellites have very challenging pointing, jitter control, slewing, flexibility control in­
teraction, and reflector surface accuracy requirements. These requirements provide many chal­
lenges in dynamics and control. This paper provides an overview of researches in these areas. In 
order to meet these requirements, multidisciplinary research efforts are required in advance struc­
tural dynamics, control, and optics. These efforts have to be both analytical and experimental 
demonstration to provide confidence in orbit performance. 

Future trends in imaging satellites for large aperture will result in light and deployable reflec­
tors, like James Web Telescope. For these space systems, structural dynamics, control, and active 
optics become very challenging, requiring development of new techniques to meet pointing, jitter, 
and reflector surface accuracy requirements. 
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