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ABSTRACT 

An Analysis of Selected Quantitative Techniques 

for Application to Process Cost Accounting Systems 

for Planning and Control Purposes 

Wayne E. Leininger, Jr., B.S., Bob Jones University 
M.S., University of Massachusetts 
Ph.D., University of Massachusetts 
Directed by: Dr. A. Wayne Corcoran 

*\ „ 
Process cost accounting systems where historic costs 

are employed are designed for the expressed purpose of 

allocating costs among the outputs and inventories of a 

mass production system on an ex-post basis. The output of 

this type of system consists of a series of production re¬ 

ports where the physical unit transfers are used as a 

basis for determining average unit costs. When predeter¬ 

mined or standard costs are employed, a set of price, quan¬ 

tity and overhead differences or variances can also be de¬ 

termined. 

The purpose of this study was to identify and evalu¬ 

ate analytical models using standard costs that could serve 

ex-ante pLanning models while also meeting the requirements 

of the traditional process cost accounting models. Models 

based on Input-Output Analysis and a stochastic transfer 

matrix were considered in the study. Linear programming 
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as it related to the input-output model was also con¬ 

sidered. 

The major conclusions are as follows: 

(1) A Process costing system designed as an open 

static input-output model with modifications to accommo¬ 

date in-process inventory considerations can be employed 

as a planning model. 

(2) A process costing based on the open static in¬ 

put-output model can be employed for costing output and 

inventories when standard costs are employed. 

(3) The cost differences or variances obtained from 

an input-output process costing system would better serve 

the needs of management in the areas of managerial and 

operational control. 

(4) For multiple-product systems, an input-output 

process costing could be formulated as a linear program¬ 

ming problem. 

(5) A cost control system based on the opportunity 

costs of the linear programming problem would result in 

a significant data reduction and would provide relevant 

cost control information to management. 

(6) A process costing .system can be based upon a 

stochastic transfer matrix in systems where the process 

production times are uniform or ncn-uniform. 

(7) Process costing systems based on a stochastic 
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transfer matrix can be used as an ex-ante planning model 

or for costing inventories and outputs when standard costs 

are employed. 

(8) The means and variances of the expected outputs 

can be determined from a stochastic process costing sys¬ 

tem. Other information of this type can be determined 

depending on the relationship of the production times of 

the processes. 

(9) Process costing systems based on structured 

models produce information that would meet more of the 

needs of management than the information that can be ob¬ 

tained from traditional process costing procedures. 



CHAPTER I 

INTRODUCTION 

Background 

Accounting has developed over a period of 1,000 

years of trial and error experimentation into a vast 

complex of procedural knowledge. Cost and financial 

accounting, the two principal subdivisions of the disci¬ 

pline, developed rather independently of each other and 

were not merged until about 1920.^ 

Cost accounting is a product of the late eighteen 

and early nineteen hundreds but its beginning can be 

traced from the sixteen hundreds when capitalistic forms 

2 
of production organizations developed. In the past, 

cost accounting has been concerned with accounting for 

raw material, direct labor, factory overhead, interde¬ 

partment transfers, and the costing of by-products. Tra¬ 

ditional cost accounting systems have been oriented to¬ 

ward determining product costs and inventory valuation. 

Financial accounting can be tiaced back to the ap¬ 

pearance of trading and merchandising concerns. This 

branch of accounting is principally concerned with re¬ 

porting the status of the capital invested and the re¬ 

sults of the operations of the enterprise. In spite of 

the almost random nature of their development, there has 

always existed a thread of systematization and common- 

« 
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ality in both of these subdivisions of accounting. 

The Current Status of Accounting 

With the economic emphasis in our society, the gen¬ 

eral function of accounting has been to provide useful 

information to those individuals charged with making ec¬ 

onomic decisions. The substantial economic development 

that the country has experienced has resulted in a sig¬ 

nificant increase in the complexity of commercial organ¬ 

izations. The accounting systems of these organizations 

have evolved to become the primary source of quantitative 

information. This information is employed in the plan¬ 

ning and controlling of routine operations, in making 

nonroutine decisions, and in reporting results to govern- 

3 
ment agencies and other interested parties. 

However, the position of accounting as the foremost 

source of information for economic decision making is 

being challenged as a result of developments that have 

taken place in the last twenty-five years in the areas 

of operations research, industrial engineering and econ¬ 

omics. By employing various modeling- and measuring tech¬ 

niques, researchers in these disciplines have been working 
» 

in the areas of budgeting, inventory control, and process 

cost control. Previously these areas had been the sole 

domain of the accountant. The challenge to accounting by 

these disciplines has even extended to questioning the 
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validity of employing accounting information in making 

economic decisions. 

So far accounting has survived the challenge of the 

other disciplines because in most organizations the ac¬ 

counting system is the only system that provides economic 

information. Government agencies require accounting in¬ 

formation for tax and other regulatory purposes and as 

long as this situation exists the survival of the disci¬ 

pline seems assured. 

The Current Status of Cost or Managerial Accounting 

The cost accounting system is the principal source 

of internal economic information. Traditional cost sys¬ 

tems have been oriented toward product costing on an ex¬ 

post basis with an aim towards allocating costs between 

outputs and inventories. The distinguishing features be¬ 

tween product costing systems is to a large degree a 

function of an organization's manufacturing technology. 

The job-order cost system was the first developed 

because in the early stages of the Industrial Revolution, 

production was principally to customer specifications. 

Today, job order systems are common to firms whose pro¬ 

ducts consist of specialized units ar projects. Costs 

that can be objectively traced to a particular job are 

assigned to that job and other costs which cannot be re¬ 

lated to a particular job are allocated among the jobs on 
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some predetermined basis. 

As. the technology of mass production developed, 

accounting needs were met by the evolution of process 

cost accounting systems. This system is applicable to 

any operation where standardized items in large quan¬ 

tities are produced. The essential difference between 

the two systems is that a process system accumulates 

costs by department or cost center for a period of time 

and averages the costs among the units processed in that 

period of time while job-order systems accumulate costs 

by specific jobs. 

Because of the need for cost information for plan¬ 

ning and control purposes, standard cost accounting pro¬ 

cedures were developed to augment both job order and pro¬ 

cess cost systems. Standard costs are established in ad¬ 

vance of production and are based on engineering specifi¬ 

cations and general economic conditions. These costs 

often serve as the basis for budgets and other decision 

models of an organization. 

Research and development in tha area of cost account¬ 

ing has more or less paralleled industrialization. In 

The Evaluation of Cost Accounting to 1925, S. Paul Garner 

made several observations. He wrote: 

By 1900 both the job order and the process 
cost method had been pretty well described by 

4 
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several authorities on both sides of the Atlantic.^ 

Later developments (from 1911) centered 
around the sharpening of unit cost calculations 
under the process method, and the adoption of 
normal burden rates under the job order proce¬ 
dure . 

... so far as. this writer can ascertain very 
few contributions (to cost accounting)^of an or¬ 
iginal nature were made after 1925 ... 

In 1965 L. J. Benninger wrote concerning accounting theory 

that 

Little of the voluminous writings on account¬ 
ing theory in recent decades has held specific 
applicability to the transforming action of cost ^ 
accounting and its impact upon financial reports. 

One possible reason for the practical non-existence of re¬ 

search in the area is that for some period of time product 

cost accounting has been viewed as a methodology for deal¬ 

ing with accounting data on the level of procedure and 

g 
therefore has little or no theoretical basis. This 

point of view relegates cost accounting to a procedural 

methodology that is only involved with the maintenance of 

records. 

However, in the last ten years there has been a 

shift in emphasis that has significantly influenced re¬ 

search. In 1970, John T. Wheeler observed 

.'In the past decade there has been a signifi¬ 
cant shift from viewing accounting as "what ac¬ 
countants do" to trying to study it analytically 
and to build theoretical models. There has been 
more development of accounting ^heory in the'60s 
than in the previous 500 years. 
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This shift in emphasis has influenced cost accounting to 

such a degree that the title managerial accounting has re¬ 

placed cost accounting. The scope of managerial account¬ 

ing has broadened from the emphasis on product costing 

to include 

. the application of appropriate techniques 

and concepts in processing the historical and 

projected economic data of an entity to assist 

management in establishing plans for reasonable 

economic objectives and in the making of ration¬ 

al decisions with a view toward achieving these 

.. .. 10 
objectives. 

The use of analytical models has been suggested for 

the determination of product costs. Chiu and DeCoster 

(1966) employ correlation analysis in determining the 

costs of multiple products. Benston (1966) and Jensen 

(1967) suggest the use of regression analysis for measur¬ 

ing costs. In the area of cost variance analysis, Lev 

(1969) suggested the use of information theory. Koehler 

(1968, 1969), Jensen and Thomsen (1 9 6 8) , and Juers (1967) 

have recommended several methods of utilizing statistical 

sampling for the purpose of determining the significance 

of cost variances. Churchill (1964), Corcoran (1966), and 

Frank and Manes (1967) have represented process cost sys¬ 

tems by employing matrix algebra. 

4 
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Others have suggested analytic techniques for the 

purpose of constructing planning models of multiple pro¬ 

duct production systems. Linear programming has been 

advocated by Onsi (1966), Demski (1967), and Charnes and 

Cooper (1967). Input-output analysis has been, dealt with 

by Gambling (1968), Ijiri (1968), and Livingstone (1969). 

Distinguishing these analytic techniques from the more 

traditional accounting methods is the fact that the em¬ 

phasis is on the ex ante resource allocation decisions 

rather than ex-post analysis of traditional accounting. 

Research Problem 

Most of the research in the past has been concerned 

with correcting apparent deficiencies in existing man¬ 

agement accounting models in an Mad hoc" manner. In 

this research study several new process cost accounting 

systems will be designed based on existing analytic 

models. These new systems will then be evaluated based 

on any deficiencies of the traditional method that are 

overcome. More specifically the new models will be eval¬ 

uated on their capacity to provide information that would 

aid management in decision making in the areas of plan¬ 

ning and control. 

General Hypothesis 

Analytic process cost accounting models will yield 
more refined predictive information than the ex¬ 
isting process costing methodology. 



Research Methodology 

The common structural and flow characteristics of 

systems to which process costing methods are applicable 

make possible the design and evaluation of a general 

process cost accounting system without relating to a 

specific application. The advantage of this approach is 

that the results of research can be evaluated on the 

merits of general criteria rather than "ad hoc" appli¬ 

cation to a single system. The methodology that will be 

employed to test the hypothesis will first involve the 

establishment of a general framework of managerial plan¬ 

ning and control functions. From this framework, cri¬ 

teria will be identified concerning the information re¬ 

quired by management from a process cost accounting sys¬ 

tem. 

Then a descriptive model of the current process 

costing technology will be developed. Emphasis will be 

placed on the assumptions and outputs of process costing 

Both historical and standard cost systems will be enter- 

tained. Then process costing models based on input-out- 

put analysis, linear programming, and a stochastic trans 

fer matrix will be developed. Emphasis will be placed 

upon identifying information, that could be obtained for 

planning and cost control. 
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The concluding chapter will contain an evaluation 

of all of the process costing models considered in the 

study. This evaluation will be based upon the criteria 

from the opening section plus any limitation upon pos¬ 

sible application of the models resulting from the capa¬ 

bility of the models to handle certain technical prob¬ 

lems often encountered. 

Comments on Procedure 

No attempt will be made at describing the procedures 

of the existing process costing methodology. Emphasis 

will be placed upon the assumptions o-f process costing 

and the information output. Production reports and the 

algebraic representation of cost variances based on 

standard costs will be presented. In the other models, 

an attempt has been made to employ matrix algebra where- 

ever feasible to minimize descriptive explanation. How¬ 

ever, some situations were encountered where detailed 

information could more directly be obtained by using 

algebraic expressions rather than engaging in elaborate 

partitioning and other matrix manipulations. The glossary 

at the conclusion of the study summarizes the basic nota¬ 

tion employed. Examples relating to the models are de¬ 

veloped in each of the chapters. 
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Charles T. Horngren, Cost Accounting (Englewood 
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Garner, op. cit. , P- 333. 
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^Garner, op . cit. , P- X introduction. 
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Benninger, op. cit., p. 548. 
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Benninger, op. cit., p. 548. 
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John T. Wheeler, "Accounting Theory and Research 

in Perspective," The Accounting Review, XLV (January, 

1970), p. 3. 

“^Committee to Prepare a Statement of Basic Account¬ 

ing Theory, Charles T. Zlatkovich, Chairman. (Evanston, 

Illinois: American Accounting Association, 1968), p. 39- 

40. 



•CHAPTER II 

PLANNING AND CONTROL 

Introduction 

In the most general sense control "is the process 

of ensuring that what ought to be done is done and of 

detecting what is not done."'*' Control requires plan¬ 

ning to formulate objectives and it also requires meth¬ 

ods for evaluating the operation and execution of plans. 

"a , 

The group of individuals responsible for procuring and 

organizing production facilities to accomplish certain 

objectives is commonly referred to as "management." 

The function of management does not end with the pro¬ 

curement and organization. The activation of a produc¬ 

tion system does not guarantee goal achievement. Man¬ 

agement is also responsible for controlling the produc¬ 

tion process to assure the desired results. 

Threa general types of control systems will be in¬ 

troduced in this chapter. Then planning and control 

activities will be placed into an organizational frame¬ 

work. An open loop cost control model will then be pre- 

sented for the purpose of integrating process costing 

into the planning and control activities of management. 

The.last section of this chapter vill involve the identi 

fication of criteria for evaluatirg cost control systems 
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These criteria will be used in the conclusion of this 

study to evaluate the process costing models. 

Control Systems 

Control systems are customarily described as con- 

2 
taining four elements that occur in the same sequence. 

The first element is the characteristic or condition of 

the operating system that is measured. This element may 

be the input or output of any stage of the production cy¬ 

cle. The second element of a control system involves the 

measurement of performance. Control systems contain some 

device or procedure for measuring the controlled item. 

The control unit of a system encompasses any activi¬ 

ty necessary in determining whether there exists a need 

for correction in the operating system. Deviations would 

normally be expected and the problem is to assess their 

significance. The last element of a control system is 

the implementation of action to correct the operating sys¬ 

tem. The elements of a control system are linked to¬ 

gether by a communication network. 

Three types of control systems are possible. In the 

first, no external control would be exercised. The cost 

of any control activities would not be justified by the 

resulting savings. An operating system of this class 

could be in an undesirable state. 

Closed loop control systems are the second type to 

« 
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be considered. * The control systems are distinguished by 

the fact that they are an integral part of the operating 

system. The measurement of performance is continuous and 

decisions are altered in light of new information con¬ 

tained in the current state variables. 

In contrast, open loop control systems are not an in¬ 

tegral part and require energy from a source external to 

the operating system. In open loop control systems, con¬ 

trol action is taken at fixed time intervals. Decisions 

are made in advance and revisions can only be made after 

the elapse of a time period. 

The mathematical theory of optimal control has reached 

a sophisticated level of maturity. However, a major short¬ 

coming of theories in mathematical control '’is that they 

assume 'perfect' information for the problem to be solved." 

This perfect information would include the equation for 

the operating system, and the statistical properties of 

any exteinally or internally generated noise that would 

affect s\ stem performance. 

A ncn-biological production system is a man-machine 

4 
system. The components of th$se systems are men and ma¬ 

chines working together to achieve a common goal. The 

creation of man-machine systems results from the interac¬ 

tions of three interrelated subsystems. The first sub¬ 

system involves the design and procurement of the required 
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machines and raw materials. The selection and procurement 

of the human component is the function of the second sub 

system. The third subsystem involves the operational man¬ 

agement of the man-machine system. 

Since men and machines are required for the operation 

of all mass production systems, no completely automatic 

production system exists. Men are always required to per¬ 

form tasks concerning the direction and maintenance of the 

system. In the chemical and utility industries there ex¬ 

ist man-machine production systems that are almost com¬ 

pletely automatic. Such "machine-intensive" production 

system would have closed loop control systems incorporated 

into their design and the mathematical theory of optimal 

control would be applicable. Much of the required infor¬ 

mation would be available from the design of the system. 

Another set of mass production systems could be des¬ 

cribed as "man-intensive". Currently these systems would 

not lend themselves to mathematical control theory because 

of a lack of information concernir.g the variability intro¬ 

duced by the human components. These "man-intensive" pro¬ 

duction systems are not often amerable to the incorpora 

tion of closed loop control systeirs. 

The organization of a -man-machine system implies some 

type of goal or purpose. To achieve a goal or purpose a 

system must meet certain standards that would be expressed 

4 
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in terms of operational effectiveness. In a "man-inten¬ 

sive" production system, control would be directed towards 

guiding the operating system so that the goals of the sys¬ 

tem might be realized. Open loop control systems are the 

type most often employed in this type of system. The most 

appropriate standards for evaluating the operation of a 

production system are profit maximization or cost minimi¬ 

zation. Since profits can be greatly influenced by non- 

controlable factors from the external environment, the con¬ 

trol systems in this study will usually be directed towards 

cost minimization. This study is concerned with the design 

of open loop cost control systems for "man-intensive mass 

production systems. 

The Organizational Setting 

Control requires planning to formulate objectives and 

it also requires methods for evaluating the execution of 

plans. Classical management literature abounds with con¬ 

ceptual frameworks where planning and control are viewed 

as separate functions. Such a classification is intellec¬ 

tually appealing because it facilitates explanation and 

model building. However, in an organizational context, 

the dist:.notion between planning and control becomes arti- 
» 

ficial because the functions overlap. Anthony, in arguing 

against such* classifications has stated 

.... although planning and control are definable 
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abstractions and are easily understood as calling 

for different types of "mental" activity, they do 

not relate to separate major categories of activi¬ 

ties actually carried on in an organization, 

either at different times or by different people, 

5 
or for different situations. 

He developed a planning and control framework to 

overcome this deficiency. This framework will also add 

structure to the analysis of planning and control cost 

systems. Anthony's framework, with several modifications 

will be adopted in this study. This framework will be 

described in the next three sub-sections. 

1. Strategic Planning 

Within this framework, two types of planning activi¬ 

ties are considered. The more abstract planning is con¬ 

cerned with the establishment of the overall organization¬ 

al goals and policies. The time horizon for this class 

of planning activity tends to be relatively long and the 

problems are of an unstructured nature. Most of the in¬ 

formation required for this type of- planning comes from 

sources external to the organization and is obtained spe- 
# 

cifically for the purpose of dealing with the problem area 

under consideration. Anthony refers to activity as this 

type of strategic planning and has defined it as: 

• • • • the process of deciding on objectives of the 
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organization, on changes in these objectives, on 

the resources used to attain these objectives, 

and on the policies that are to govern the acqui¬ 

sition, use, and disposition of these resources.^ 

In general, the use of product cost information for stra¬ 

tegic planning purposes would be limited. 

2. Management Control 

The other class of planning activity within the frame¬ 

work includes those activities that are concerned with the 

acquisition and utilization of resources within the limits 

of the organizational goals and policies established as a 

result of strategic planning. More specifically, activi¬ 

ties included in this class would be the formulation of 

budgets, determination of decision rules for process con¬ 

trol, and the evaluation of managerial performance. The 

time horizon of these activities would be relatively short 

when compared to strategic planning. The information em¬ 

ployed in these activities would generally come from in¬ 

ternal sources and much of it would be historical in na¬ 

ture. There are elements of both planning and control in 

these activities and management cantrol has been defined as 

.... the process by which managers assure that re¬ 

sources are obtained .and used effectively and 

efficiently in the accomplishment of the organ- 

7 
ization's objectives. 

4 
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Product cost information would be required in the man¬ 

agement control activities of budget preparation, product 

pricing, determining decision rules concerning cost and 

inventory control, production scheduling, and the evalua¬ 

tion of management performance. Therefore, when evaluat¬ 

ing a process cost system, the relevance of the informa¬ 

tion generated by the system will be evaluated in light 

of the needs of various management control activities. 

3. Programmed and Non-programmed Operational Control 

Tasks, or more generally resource inputs, as they re¬ 

late to management accounting, fall into two general group¬ 

ings. The first group includes those inputs that lend 

themselves to programming where work standards can be de¬ 

veloped. The programming of an input involves the creation 

of work standards that specify procedures to be followed 

or standard resource inputs necessary under specified con¬ 

ditions. The work standard serves as the basis for stan¬ 

dard costs. 

However, many resource inputs do not lend themselves 

to programming but they are controlled by activities sim¬ 

ilar to operational control. Non--programmed resource in¬ 

puts are indirectly related to the production process but 

the costs make up a significant part of the total costs. 

The focus of operational control is on specific resources 

and the information is often non-::inancial. The time 

« 
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horizon for operational control decisions is relatively 

short and the decisions can often be based on objective 

information. Product cost information in the context of 

operational control , is generally used in evaluating the 

cost of resource inputs versus the outputs of the system 

and cost control by means of follow-up response to feed¬ 

back. 

4. Summary 

The demand for product cost information by management 

would be in the areas of management and operational con¬ 

trol. The process costing models developed in this study 

will be evaluated on their capability for providing man¬ 

agement with needed information in these areas. 

A Cost Control Model 

The domain of this cost control model is the produc¬ 

tion sector of an organization. A schematic diagram of 

the model is depicted in Figure 2-1. The area of-strate¬ 

gic planning would include setting the overall objectives 

of the organization. The design of the production and 

control systems would also be activities under the gener¬ 

al classification of strategic planning. Almost all of 

the activity classified as strategic planning would take 

place pr:.or to the creation of the production system. 

Once the production system was operational, the 

planning activity would involve selecting the production 
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alternative for the period that was consistent with the 

goals established in the strategic planning phase. The 

set of production alternatives would be limited by the 

capacity of the production system, the availability of 

resources, and market conditions. The process costing 

model could be employed in estimating costs and resource 

requirements of the alternatives. If the costing model 

were to be employed in this respect, predetermined re¬ 

source and cost data would be required. Upon the selec¬ 

tion of a plan, the management control activities on the 

whole would cease in relation to the operating system. 

While the production plan was being executed, the 

accounting system would track the resources employed and 

their accompanying costs, the transfers between the pro¬ 

cesses, and the outputs from the system. At the conclu¬ 

sion of the production period, comparisons would be made 

between the actual and anticipate! or predicted results. 

The analysis of this information would have a two-fold 

purpose. Decisions would be made determining whether 

action should be taken with the aaticipated result of im¬ 

proving the performance of the operating system. Another 

area of decision making would involve the determination 

as to whether the data base or the relationships in the 

planning model should be altered cased on the operating 

results. Corrective action might also be indicated in 
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the area of resource procurement. 

Operational control activities would be concerned 

with the analysis of the utilization rates of specific 

resources and the operation of specific processes within 

the system. The evaluation of the overall performance of 

the system would be a management control activity. Con¬ 

trol in this type of system is primarily achieved through 

follow-up response to feedback comparisons. Planning 

serves to control in that the selection of a pattern of 

resource use influences the operation of the system. _ 

The time span between the initiation of the plan and 

the analysis of the results is crucialto this type of con¬ 

trol system. A lengthy time span could be costly in that 

the system could be operating out of control for the en¬ 

tire period of time. On the other hand, if the time period 

was too short, the costs incurred in the planning and an¬ 

alysis activities would be excessive in comparison with 

possible savings resulting from corrective action. This 

condition would require sufficient analysis in the design 

stage of this type of cost control model. In the next 

section, criteria will be established for the purpose of 

evaluating open loop cost control systems. 
# 

Evaluation Criteria 

In this section, the criteria that will serve as the 

basis for evaluating the process costs models will be pre¬ 

sented. They are located at this point in the study so 

that a reader might better understand the expectations of 
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a process costing model. 

As a result of management control activities, budgets 

• are formulated for future production periods. These bud¬ 

gets, or financial plans are statements of the anticipated 

costs that will be incurred in producing the' planned out¬ 

put. Such budgets would serve as the basis for planning 

the procurement of resources during the production period. 

However, before selecting a plan for a particular period, 

management would take under consideration alternative plans. 

The first criterion that will be employed will concern the 

predictive ability of the process costing model. Stated in 

perhaps more operational terms, does the model possess the 

capability of estimating the expected costs, resource re¬ 

quirements, and process outputs for alternative production 

plans. 

The second criterion will also relate to the manage¬ 

ment control activity of budgeting. In selecting the pro¬ 

duction plan for a period, manage].lent will evaluate various 

possibilities in the light of certain goals or objectives. 

The second criterion will concern the ability of the pro¬ 

cess costing model to aid management in selecting a produc¬ 

tion plan. Operationally stated, can management incorpor¬ 

ate goals into the process cost planning model? The re¬ 

maining criteria will relate to operational control. 

While discussing cost control, models in his book. 

Decision and Control, Stafford Beer made an observation 

« 
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8 
that will be employed as the third criterion. In sum¬ 

mary, Beer states that the control of costs has been con¬ 

sidered a function of cost accountants and as a result 

these people have been considered specialists within the 

organization. As a result of the specialist .designation, 

cost accountants have generally been regarded as separate 

from those other people who are concerned with the pro¬ 

duction system. As a result of the dichotomy, he observes 

that the model that is employed for cost control is often 

significantly different from the models used to control 

production processes. 

Beer then argues that production control and cost con¬ 

trol are isomorphic systems and should possess a great deal 

of similarity. In production systems with integrated 

closed loop control systems, indeed perhaps the only func¬ 

tion of a process costing system would be the costing of 

outputs and inventories. However, in production systems 

employing open loop control systems, the costing system 

should serve much broader purposes and similarities should 

be found between production control systems. The third 

criterion to be employed will be to evaluate the process 

cost model on its ability to aid In the control of produc¬ 

tion. 

Most, mass production systems are complex and there 

would be many resource inputs. Ii many systems, if the 
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inputs were fixed, the output would vary because of ran¬ 

dom fluctuations within the production processes and 

quality variations within the input.. Conversely, if it 

were possible to hold the output constant, the input 

would vary. Therefore, when the costs incurred in the 

operation of the system are compared with the budgeted 

costs, deviations are to be expected due to the random 

characteristics of the inputs, processes, and outputs. 

If cost deviations between budgeted and incurred 

costs are to serve as a basis for identifying conditions 

to which management should respond to maintain control 

over the system, then the control model should indicate 

the source of any deviation. In addition to the source, 

an ideal control model would also indicate the signifi¬ 

cance of any deviation. In most open loop control models, 

it may not be possible to obtain the statistical signifi¬ 

cance of a cost deviation. However, the significance of 

the deviation in relation of some optimal plan may be 

possible to determine. 

Once a deviation is made evident, decisions concern¬ 

ing possible investigation and corrective action haVe to 

be made. The incorporation of decision rules concerning 

investigation could also be incorporated into a cost con¬ 

trol model. The fourth criterion that will be employed 

in evaluating the models will encompass the identification 
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of cost deviations, indication of source, indication of 

significance, and the possibility of incorporating deci¬ 

sion rules. The criteria developed in this section will 

be employed in the evaluation at the conclusion of this 

study. 

Summary 

This chapter has served to introduce an open loop 

cost control model. The next five chapters of this study 

will present process costing models. The emphasis will 

be placed upon the outputs of the models as it would re¬ 

late to the management and operational control activities 

of management. 
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CHAPTER III 

THE TRADITIONAL 

PROCESS COSTING MODEL 

The first section of this chapter will concern the 

cost terminology and classifications employed in process 

costing. In the next section detailed consideration will 

be given to the assumptions which underlie process cost¬ 

ing. The detailed presentation is necessitated by the 

fact that such information is fragmented throughout the 

accounting literature in varying degrees of completeness. 

The concluding sections will consider the current 

accounting technology as applied to the process costing 

problem. The objectives of this study do not require a 

detailed narrative of the sometimes complicated proce¬ 

dures which embrace process cost accounting since such 

documentation is available elsewhere.^ Rather the out¬ 

puts of the traditional model that would have implica¬ 

tions for planning and control activities will be des¬ 

cribed. This information will be tsed in the conclusion 

of the study when the models under consideration are eval 

uated. 

Cast Terminology and Classification 

In general cost implies a sacrifice or foregoing but 

there is na unique definition that will satisfy all situ- 
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ations. In this study, a cost will be viewed as the re¬ 

sult of an expenditure of resources, measured in financial 

terms, transferred in consideration for goods or services 

3 
received. In accounting, expenditures are generally 

classified as either capital or operating charges. The 

benefits from the assets received as a result of a capital 

charge are recognized in more than one accounting period 

whereas the benefits from an operating charge apply to a 

particular accounting period. Capital charges are recog¬ 

nized as plant usage costs through depreciation and amor¬ 

tization procedures. 

The sum of the operating charges and plant usage 

costs of an organization are then classified as either 

production or period costs. Production costs are those 

costs that can be associated with the production activi¬ 

ties of the organization. The production costs are allo¬ 

cated between those applicable to inventories within and 

products exiting the system. Period costs are applicable 

to the time span of the accounting cycle and are usually 

related tc the marketing, distribution, and administrative 

functions within the organization. Figure 3-1 depicts 

the relationships between expenditures and costs. Costing 

is the process of determining the cost of a product and 

this study is concerned with process cost models that em¬ 

ploy prodiction costs in costing tie products of a system. 
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Expenditures 

The Classification of Expenditures 

Figure 3-1 
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A technical jargon has evolved about production cost 

terminology and some definitions will be established for 

terms that will be employed in the study. As a point of 

departure, the economist's and accountant's view of cost 

patterns will be considered. Although both of' these con¬ 

ceptions of cost patterns were originally developed with 

reference to manufacturing firms, the same patterns are 

appropriate for any system where a process cost system 

would be applicable. 

1. The Economist's Description Of Cost Patterns 

The economist's theoretical description of the cost 

patterns of a firm assumes a period of time sufficient 

enough to permit a change in the quantity of products pro¬ 

duced but insufficient to permit a change in the capacity 

of the firm. A fixed input is assumed to be necessary 

for production and its costs are assumed to be incurred 

regardless of volume. The required quantity of the vari¬ 

able input and therefore the variable cost is dependent 

upon the quantity of output produced. The economist's 

distinction between fixed and variable costs is assumed 

to be temporal as all costs are considered variable given 

a sufficient length of time. 

The short run total cost function of the economist 

is generally stated as a function of the volume of output 

plus the cost of the fixed input. 

« 
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Total Cost = f(x) + b (3-1) 

A set of cost definitions that are functions of the vol¬ 

ume of output can be derived from relationship (3-1). 

Average Total Unit Cost = (3-2) 
X 

Average Variable Unit Cost = —^ (3-3) 
X 

Average Fixed Unit Cost = — (3-4) 
X 

Cost functions assume various shapes but the gener¬ 

ally accepted description is depicted in Figure 3-2. 

Fixed costs are represented as a horizontal line that is 

not influenced by changes in volume. The shape of the 

total cost curve is explained in terms of economies and 

diseconomies of the volume of operations. Initially the 

diseconomies of production dominate, then the economies 

of mass production are achieved, and finally the disecon¬ 

omies of production become prevalent and the total cost 

curve begins to rise at an increasing rate. 

Marginal cost is a function of the rate of increased 

cost relative to an increase in volume. Marginal cost 

is defined as the first derivative of the total cost func- 
» 

tion with respect to volume: 

Marginal Cost = f'(x) (3-5) 

Marginal cost is interpreted as the added cost incurred 
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Cost 

Figure 3-2 

Economist's Average and Marginal 

Cost Curves 

Figure 3-3 
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resulting from the production of one additional unit. 

Figure (3-3) illustrates the relationship among the 

marginal cost, average fixed cost, average variable cost, 

and average total cost curves. The marginal cost curve 

is more sensitive to change in volume than the other 

curves because an average reflects a change more slowly 

than an individual observation. The marginal cost curve 

crosses the average variable and the average total cost 

curves at their minimum points. This.can be demonstrated 

by taking the first derivative of the average variable or 

the average total cost curve and setting them equal to 

zero. The equality then can be shown between the volume 

when the derivative is set equal to zero and the marginal 

cost at the same volume. 

The economist is concerned with developing aggre¬ 

gate relationships in support of economic models and to 

do so economists make certain simplifying assumptions to 

reduce the number of variables and facilitate mathemati¬ 

cal analysis. For example, economists assume continuous 

relationships, smooth curves, and that the firm produces 

a single product and faces a homogenous cost structure. 

2. The Accountant's Description Of Cost Patterns 

The accountant is faced with the problem of describ¬ 

ing the cost patterns of the firm ar.d basing his descrip¬ 

tion on empirical observations. Accountants recognize 
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the complexity of the cost structure of the firm but 

must make simplifying assumptions to make aggregation 

and analysis possible. In accounting, a fixed cost is 

assumed to be fixed in relation to a given period of time 

and over a given range of activity.^ Figure (304) repre¬ 

sents how fixed costs are viewed over an entire range of 

activity that is assumed pertinent for the present analy¬ 

sis. Variable costs vary directly with volume and the 

accounting view of cost-volume relationships is presented 

in Figure (3-5). 

The short run total cost function as assumed by 

accountants will be employed in this study. The general 

form of the function is expressed as a function of the 

volume of output plus the cost of the fixed input that is 

assumed for some relevant range. 

Total Cost = f(x) + b (3-6) 

where f(x) is a linear function. A set of cost defini¬ 

tions can be derived from the accountant's total cost func¬ 

tion that are very similar to those: derived from the econ¬ 

omist's total cost curve. 

However, as a result of assuming a linear total cost 

function, the average variable unit cost is constant for 

all levels of activity within the relevant range. This 

results in the marginal cost equalling the average vari¬ 

able cost. Although the terms are often used interchange- 

4 
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ably by accountants, the practice will be avoided in this 

study. The average total cost is assumed to decline con¬ 

tinuously over the relevant range. The average total cost 

will always exceed marginal cost under these circumstances 

because of the equality between average variable cost and 

marginal cost. 

A prime cost is a variable production cost that is 

associated with a significant resource input into the sys¬ 

tem. Prime costs are "traceable" directly to the end pro¬ 

duct and vary proportionately with changes in volume. 

Overhead costs are not directly "traceable" to the product 

and are often referred to in the literature as indirect 

costs. It is generally the case that overhead costs can 

be segregated into fixed and variable components over a 

relevant range. The fixed overhead cost component varies 

in magnitude as a function of the capacity of the system. 

Fixed costs are not fixed in the sense that they do not 

fluctuate, but they vary from causes independent of volume. 

The independence of the level of fixed costs from volume 

leads to the periodicity assumption in accounting. Simply 

stated, the periodicity assumption is the basis upon which 

economic activities (fixed costs) are associated with re¬ 

porting periods in the determination of product cost. 

The variable component of the overhead cost, although 

not "traceable" to the end product, varies with the volume 

4 
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in the system. The sum of the prime costs and variable 

overhead costs is referred to as the direct cost. In some 

applications only the direct costs are employed in the 

valuation of inventories hence the term "direct costing." 

Direct costing is not a complete costing system but rather 

a feature that may be introduced in either process or job- 

order systems. Full absorption costing, in contrast with 

direct costing, employs both the fixed and direct costs 

in determining inventory valuations. 

This study will be based on the assumption that a 

distinction can be made between fixed and variable cpsts. 

In applications, this distinction would require arbitrary 

classifications in certain cases and the output of any 

system would have to be employed with the realization of 

these limitations. In this study, the term "direct cost" 

will be employed in context to identify total per unit 

variable cost. The term "variable cost" will be used 

when referring to the unit cost of a particular cost 

classification. "Fixed cost" will refer to a cost that 

is assumed to be fixed for an assumed period of time 

within the limits of a certain range of activity. 

"Incremental cost" is generally defined in account¬ 

ing as the difference between the total costs of two al¬ 

ternatives. "Opportunity cost" is another concept that 

is prevalent in both accounting ard economic literature. 
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A generally accepted definition of an opportunity cost is 

5 
that it. represents the cost of an opportunity foregone. 

In this study, the term "incremental cost" will be used 

when referring to comparisons between alternative in 

planning. "Opportunity cost" will be employed'when com¬ 

parisons are made between alternatives in the evaluation 

of performance on an ex-post basis. 

The terms "historic" and "standard" cost will be used 

throughout the study. Historic costs result from expen¬ 

ditures and would be determined in the ex-post cost anal¬ 

ysis of -a production system. Historic costs are average 

costs and result from the allocation and transformation 

procedures of cost accounting. Standard costs are prede¬ 

termined costs that would be employed in planning and the 

ex-post analysis of a system. The derivation of standard 

costs will be described more thoroughly in the develop¬ 

ment of the descriptive model. The next section will be 

concerned with the underlying assumptions of the process 

costing model. 

Assumptions of Process Costing 

When a process costing system .is employed in any or¬ 

ganizational context, there exist certain explicit and 

implicit assumptions concerning costs and the behavior of 

individuals. The assumptions concerning cost patterns 

were presented in the first section of this chapter. In 
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this section, assumptions concerning costs-attaching, re¬ 

porting periods and entities, inventory, and overhead 

allocation will be discussed. Since all mass production 

operations are man-machine systems, certain behavioral 

assumptions would also be required 

g 
1. The Costs-Attach Assumption 

Resources are possessions that represent service po¬ 

tentials which are acquired through transactions. The 

’%,v 

cost of a resource is synonymous with the "acquisition- 

price." In accounting, when a service potential is ex¬ 

pired, the cost of the resource is treated as an expense 

in the reporting period in which the expiration takes 

place. In general, the service potential has expired as 

a result of a revenue-generating activity when accounting 

for a merchandising firm. The distinction between assets 

and expenses is therefore based on the criterion of the 

time at which service potentials expire. 

This criterion is not satisfactory in the context 

of process costing because the expiration of service po¬ 

tentials is not related to revenue-generating activities 

but to the transformation of resources into the finished 

products o:: the system. The •"costs -attach" assumption 

serves as uhe justification for the cost transformations 

undertaken in process costing. Altering a definition 

posed by David Li to fit the contex: of this study, costs 
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will be considered to have the "power of cohesion" when 

figuratively they are brought into contact in mass pro¬ 

duction systems. The service potentials employed in the 

processes are not "consumed" but "transformed" and value 

is added to the product as a result of the transforma¬ 

tion. The expired service potentials are recognized as 

assets in the form of inventories within the system. This 

emphasis on service-potential transformations is what con¬ 

ceptually distinguishes cost from financial accounting and 

the "costs-attach" assumption is the theoretical basis 

for product costing. 

2. Reporting Periods and Entities 

For all of the costing models constructed in this 

study it is assumed that an accounting cycle is the span 

of time over which the predetermined overhead rates or 

standard costs are relevant. The accounting cycle is 

often equal to the budget period fcr an entity. It is 

assumed that within each accounting cycle there are from 

one to reporting periods. The length of the reporting 

periods is contingent upon the neecs of management for in¬ 

formation for control purposes and the flexibility inher¬ 

ent in the structure of the accounting system. The qual¬ 

ity of the information provided by a process cost system 

for control purposes would be of primary consideration 

in determining the length of a reporting period. The 
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number of reports per accounting cycle would be a major 

contributing factor in determining the cost of operating 

any process cost system. 

It is also assumed that processes or cost centers 

can be identified for purposes of cost allocation, aggre¬ 

gation, and analysis. Each process is considered a re¬ 

porting entity in that the results of the activity in the 

process are reported at the conclusion of each period. 

The processes are also considered responsibility centers 

in that the management of a process would be responsible 

for the operating performance. 

3. Inventories 

When in-process inventories are considered, it is nec¬ 

essary to determine a measure of the productive activity 

that took place during the reporting period to determine 

unit costs. This is most generally accomplished by deter¬ 

mining the equivalent number of completed units for each 

prime cost input and an estimate is made for the overhead 

costs. This procedure takes into consideration the activi¬ 

ty necessary to complete the begir.ning in-process inventory, 

the units started and completed di.ring the period, and the 

activity necessary to bring the ending in-process inven¬ 

tory to its current status.. The end result of this pro¬ 

cess is referred to as the equivalent production for the 

reporting period and is employed :.n determining the unit 

4 
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costs. 

FIFO and moving average are the two most common 

methods utilized in the literature in determining equiv¬ 

alent production and unit costs. When the FIFO method is 

employed, beginning of the period in-process 'cost balances 

are transferred to the next process as part of the cost 

of the first units completed during the period. The por¬ 

tion of the unit cost of the current period necessary to 

complete the in-process inventory and the costs attached 

to the inventory at the beginning of the period are first 

transferred to the succeeding process. Units that are 

started and completed during the period are transferred 

at the unit cost determined for the reporting period. When 

the moving average method is employed, all of the costs 

are averaged together and a single rate is employed for 

transferring costs. 

If the FIFO system is employed, it is always neces¬ 

sary to distinguish between the in-process inventories 

and any units that are started and completed during a 

period. If the system were cleared of all in-process in¬ 

ventories during a reporting period, in an n process sys¬ 

tem, n different transfer costs would have to be deter¬ 

mined for the inventories before the rates for the period 

could be employed. The reason for this complication is 

that the inventories must partially be costed at the rate 

4 
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for the previous'period and partially at the rate appli¬ 

cable to the current period. The more processes in the 

system, the more burdensome this procedure becomes. 

Unless there are significant deviations in the unit 

costs and a relatively few units involved, this procedure 

is generally not employed because of the complications 

that result. The moving average costing method simpli¬ 

fies the computations by employing average unit costs 

"■v 

that are "attached" to all units in process during a par¬ 

ticular reporting period. The unit costs are determined 

by averaging the "costs-attached" to the beginning inven¬ 

tory plus the costs incurred during the reporting period. 

The differences between the FIFO and moving average 

methods of costing can be overstressed. The resultant 

unit costs do not depart significantly unless the length 

of the reporting period is relatively short and the unit 

production costs vary significantly between periods. 

Therefore, the choice between the two methods is general¬ 

ly made or. the basis of convenience; unless system charac¬ 

teristics dictate the employment of the FIFO method. 

Theoretically, however, the FIFQ me;thod of determining 

equivalent production results is the most legitimate di¬ 

visor to employ in calculating unit costs because it more 

closely approximates the level of activity during the 

period. 
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When standard costs are employed, no computations 

are necessary in determining unit costs for purposes of 

costing inventories and transferred units. Also the FIFO 

method of determining the equivalent production can be 

employed since there will be no variations in the unit 

costs. Since the main thrust of this study is to evalu¬ 

ate process costing models for planning and cost control 

purposes, the use of standard costs will be assumed through¬ 

out. Therefore, the inventory valuations determined by., 

the models developed in this study would be based on stan¬ 

dard costs employing FIFO equivalent production computa¬ 

tions. These inventory valuations would be required by 

7 
the financial accounting system of the organization. 

4. Overhead Rates 

Perhaps the most perplexing problem encountered when 

dealing with cost control system is the matter of over¬ 

head. There would seem to be advantages and disadvantages 

to almost all overhead allocation schemes. If historic 

costs are employed, it is necessary to determine overhead 

rates for each production period. The utility of such a 

procedure is questionable for seyeial reasons. 

If the production of the system follows seasonal 

patterns, then the overhead rates v’ill vary depending up¬ 

on the volume for a particular production period. The 

situation is further complicated if there are seasonal 
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fluctuations in the overhead costs incurred. Other pos¬ 

sible causes of variations in the overhead rates include 

the incurring of abnormal costs in a particular period, 

variation in production efficiency between periods, and 

price changes. Another limitation that results from em¬ 

ploying actual costs is that in many cases management de¬ 

cisions cannot be avoided until the actual overhead costs 

incurred can be determined for a particular production 

period. 

The method employed in most cost systems to overcome 

the disadvantages of a system based on actual costs is to 

utilize predetermined overhead rates. In making a case 

for predetermined overhead rates, several authors have 

gone so far as to state that: 

A predetermined overhead rate provides the 

only feasible method of computing product overhead 

costs promptly enough to serve management's needs 

and smooth out uncontrollable and somewhat illogi- 

g 
cal month-to-month fluctuations in unit costs. 

Predetermined overhead rates normalize the factory over¬ 

head over the reporting periods and tend to eliminate the 

seasonal fluctuations of costs and the effects of varia¬ 

tions in the levels of production. 

However the introduction of predetermined overhead 

rates is not a panacea because many problems arise in de- 

« 
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termining the rate to be employed. These problems gener¬ 

ally fall into one of three classifications. The first 

problem area is that of determining the measure of volume 

to be employed in arriving at the overhead rate. The 

volume may be determined based on the physical capacity 

of the system or in operational terms based on some mea¬ 

sure of anticipated production. 

Theoretical capacity is a measure of the volume that 

is based on the assumption that the system will operate., 

at peak efficiency. Allowances are not made for delays 

and stoppage for repairs. Another measure of volume 

based on the physical capacity that is often mentioned in 

the literature is practical capacity. This measure of 

volume differs from theoretical capacity in that allow¬ 

ances are made for predictable unproductive time due to 

operating interruptions. It is based on the engineering 

capacity o: the system with allowances made for normal 

downtime. 

The two common activity measures based on the antici¬ 

pated prod iction are scheduled production and normal pro¬ 

duction. tfhen scheduled production is employed as a mea- 
9 

sure of anticipated activity, the fixed overhead rates 

vary with :hanges in the scheduled production. Normal 

production is the activity measure eased on anticipated 

production. Normal production differs from scheduled pro¬ 

duction in that the anticipated activity is determined by 

averaging the scheduled production over the past several 
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accounting cycles. This procedure minimizes the changes 

in the fixed overhead rates due to changes in scheduled 

production. 

The determination of an appropriate level of activi¬ 

ty for predetermining fixed overhead rates is a matter of 

judgment. One of the purposes of determining a fixed 

overhead rate is to obtain an estimate of the utilization 

of capacity. This point will be clarified in forthcoming 

discussion of cost variance analysis. Fixed overhead 

rates are of primary importance for product costing in the 

long run. However, fixed overhead rates have limited 

significance in the short-run for control purposes and 

9 
will be given limited consideration in this study. 

The second classification of problems concerning the 

specification of predetermined overhead rates concerns 

the question as to whether fixed overhead items should be 

included when determining product cost. When all system 

production costs are treated as product costs, the cost 

system is a full absorption costing system. However, in 

the past dacade direct costing or variable costing systems 

have been developed. Under direct costing, fixed costs 

are treated as period costs rather than product costs. 

Only variaole costs are treated as product costs and this 

results in more stable unit costs over a relevant range 

irrespecti/e of the volume of produation.^ 
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Direct costing focuses attention on the contribu¬ 

tion margin and facilitates marginal analysis. It offers 

certain advantages in performance evaluation and in mak¬ 

ing short-run decisions in the areas of capital budgeting, 

make-or-buy, pricing, and the selection among' alternative 

uses of production facilities.^ The appropriateness of 

the application of direct or absorption costing depends on 

the type of decisions that are to be made based on the in¬ 

formation provided by the cost system. It is not a func¬ 

tion of the cost system to specify the decision framework 

in which particular information should be employed.. How¬ 

ever, since the relevance of employing either direct costs 

or full absorption costs has been demonstrated in many 

problem situations, a process cost accounting system should 

discriminate between variable and fixed costs. Therefore, 

the output of a full absorption system could be modified 

without mach effort to provide information in a direct 

costing format. All of the process costing models developed 

in this study could be loaded to provide either direct or 

full absorption costs. The objective function of linear 

programming is based on variable costing but admustments can 

be made for fixed costs. (Refer to Chapter V) 

The last problem to be considered concerning the em¬ 

ployment df predetermined overhead rates is the question 

of whether a universal rate for tte system or individual 

rates for the individual processes should be employed. 

4 
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The solution to the problem is contingent upon the char¬ 

acteristics of the system under consideration. If an 

index of activity is applicable for all processes in the 

system and rational overhead allocation among the processes 

is not feasible, then a universal rate is considered to 

be appropriate. However, in most systems no one index of 

activity is applicable for all processes and this necessi¬ 

tates the determination of individual rates for each pro¬ 

cess within the system. 

This procedure makes necessary the allocation of some 

overhead costs that cannot be identified directly with a 

particular process. The allocation problem exists in al¬ 

most all applications and to a degree does limit the use¬ 

fulness of the output. However, if the system discrimin¬ 

ates between direct and fixed costs, it is then possible 

to consider the impact of the allocations upon the deci¬ 

sion under consideration. All of the process costing 

models developed in this study will have the capability 

of employing either a universal or separate process over¬ 

head rates In Chapter V, a method of allocating fixed 

costs will be developed that will eliminate the distor¬ 

tion in making short-run decisions caused by arbitrary 

allocations of fixed overhead. 

When predetermined overhead rates for the various 

processes are incorporated into a process cost system, it 
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is necessary to determine the period of time that is to 

be considered when arriving at the predetermined rates. 

Generally the period of time is a calendar year and is 

referred to as the accounting cycle. Reporting periods, 

it should be recalled, are the assumed time periods be¬ 

tween cost reports of the process cost system. In most 

cases there would be more than one reporting period in an 

accounting cycle. 

After the accounting cycle has been determined, it 

is then necessary to identify a measure of activity with¬ 

in each process upon which the predetermined overhead 

rate is to be based. Generally a resource is identified 

where the input level is correlated with process output 

over a relevant range of acitvity and the overhead rate 

is expressed as a linear function of the resource input. 

Finally, it is necessary to assume an expected level of 

activity when specifying an overhead rate. The normal 

production concept of activity level is assumed for the 

models developed in this study. 

5. Behavioral Assumptions 

The behavioral assumptions will be presented in the 

context of a standard cost system. *It is the standard 

cost system with its accompanying work standards and 

budgets that would directly attempt to influence the be¬ 

havior of the individual participants in most organiza- 
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tions. 

The transition from an actual to a fully predeter¬ 

mined cost model is completed when standards are developed 

that specify a functional relationship between prime re¬ 

source inputs and process output. The relationships are 

generally linear and serve as a basis for standard cost 

systems. The concept of standard costs can be traced from 

the scientific management movement in this country start¬ 

ing in the early part of this century and fathered by 

12 
Fredrick W. Taylor. Time and motion study was used by 

Taylor and his followers to determine, the "one best way" 

of performing a particular task. This along with other 

aspects of the scientific management movement brought con¬ 

siderable precision of measurement into organizations con- 

13 
cerning production activities. This resulted in the de¬ 

velopment of work standards that specified resource in¬ 

puts. Coses are attached to the standard resource inputs 

and thus the evolution of the term "standard cost". 

Standards are generally expressed in physical terms 

and in man]' organizational settings are developed by in¬ 

dustrial engineers; hence, the term engineering standard 

is often employed. The standards are transformed to de¬ 

termine standard costs and these costs are transformed in 

order to specify a budget. In one accounting dictionary 

a standard has been defined as "a desired attainment: a 
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14 
performance goal; a model." Research has indicated 

that there are certain behavioral variables that must be 

considered when standards are incorporated into a cost 

system. 

Stedry (1960) executed a laboratory experiment where 

he used 108 students as subjects. In the experiment, the 

subjects had to solve six series of mathematical problems 

and for each series standards were set for the number of 

problems to be solved. Small financial rewards and pen¬ 

alties were made based on the performance of the subject 

as compared with the standard. In some cases the sub¬ 

jects were asked to indicate their anticipated level of 

performance (their aspiration level as defined by Stedry) 

either before or after actual performance. The timing 

of the aspiration question and level of the standards were 

varied in e. 3x4 factorial experimental design. 

The results of the experiment would indicate that 

the formulation of an aspiration level does significantly 

(1%) influence performance. He found that performance was 

highest for those subjects who formulated an aspiration 

level after being made aware of the performance standard. 

Performance was lowest for those subjects who were not re¬ 

quested to formulate an aspiration level. Stedry found 

that the influence of the level of the standards on per¬ 

formance was not significant (5%) but that the interaction 
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of the aspiration’ level and standard level was signifi¬ 

cant (1%) . 

In a field experiment, Stedry and Kay (1964) used 

17 foremen from a manufacturing plant as subjects. They 

established two levels of production standards (normal 

and difficult) and varied these standards in the areas 

of productivity and quality. The levels of goal difficul¬ 

ty were based on past performance and a normal goal was 

one that had been achieved 50 percent of the time and a- , 

difficult goal only 25 percent of the time. The design 

was a 2x2 factorial and the foremen were assigned random¬ 

ly. 

None of the hypotheses of the experiment proved to 

be statistically significant. The small sample size 

proved to be a limitation. The conclusions were based 

on tendencies and indicated that difficult goals in one 

of the areas either lead to very good or very poor per¬ 

formance in comparison with normal standards. This ten¬ 

dency appeared to be especially true if both goals were 

difficult. As a result of interviewing the subjects be¬ 

fore the experiment, it would sepm that performance was 

contingent upon whether the difficult goals were per¬ 

ceived as impossible or challenging. 

Morrow, Bowers, and Seashore (1967) have shown that 

the attitudes of management and the participation of 
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workers are major factors to be considered when work 

standards are employed. In a field study they were able 

to demonstrate that productivity could be increased 

through worker participation in the setting of standards 

and improved attitudes of management toward the human 

component of the organization. The change in the atti¬ 

tudes of management is aimed at altering the work environ¬ 

ment from exploitive-authoritative to a participative 

group (Likert 1967). However, Vroom (1959) found that 

persons with weak independence needs were apparently not 

affected when given the opportunity to participate in 

setting work standards. Coch and French (1948) found 

that group participation in decision-making has a posi¬ 

tive influence on productivity, however, in a similar 

setting in Norway there was no significant change in 

performance. The conclusion reached was that cultural 

influences have an influence on worker attitudes and per¬ 

formance . 

The research cited thus far is by no means inclusive 

of all of the evidence that exists concerning the impact 

and number of behavioral variables that should be con¬ 

sidered when work performance standards are integrated 

into a cost, system for control purposes. Enough evidence 

has been cited however to reach the conclusion that be¬ 

havioral variables must be considered when work standards 
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are established for purposes of evaluating and controlling 

performance. Therefore, the designer of any cost control 

system must either implicitly or explicitly take into con¬ 

sideration certain assumptions concerning human behavior. 

Until recently, there was little consideration given 

to the behavioral implications of accounting systems. 

However, several authors lately have undertaken to deduce 

the behavioral assumptions that are implicit in the tra¬ 

ditional management accounting models. The work of Caplan 

(1966) and Hofstede (1967) are examples of these efforts 

and they will serve as a basis for the behavioral assump¬ 

tions identified in this study for a process cost account¬ 

ing system. The assumptions identified by Caplan and 

Hofstede are general in scope and will be modified to meet 

the requirements of a standard process cost system. 

Perhaps the most general assumption with behavioral 

implications is that the purpose of a standard process 

cost system is to aid management in controlling costs. 

The introduction of performance standards, standard costs, 

and budgets is based on the assumption that these guide¬ 

lines act as incentives to motivate individuals to per¬ 

form at seme acceptable level. This assumption is based 

on a more general premise that concludes that the setting 

of goals improves the performance of individuals or groups. 

The standard process cost sys :em is assumed to be a 

« 
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"goal-allocation" mechanism that makes feasible the sub¬ 

division of management objectives among the various pro¬ 

cesses within the system. This makes possible the evalu¬ 

ation of individual and group performances based on pre¬ 

determined standards rather than an evaluation based on 

the performance of the total system. 

The organization is assumed to be structured such 

that the source of control is located at the top of a 

hierarchy and that the lines of control flow downward. 

The cost variances determined by the standard cost system 

should serve as the basis for the. con.trol actions taken 

by management. This implies the assumptions that managers 

should manage by exception, action will be taken when de¬ 

viations are reported, and the cost system is capable of 

identifying undesirable performance. It also is implied 

that cost systems are neutral in their evaluation and 

that the systems possess the capability of eliminating 

personal bias.^ 

When predetermined overhead rates were discussed, the 

problem of determining the capacity measure to be employed 

presented a problem that is solved by considering the ob¬ 

jectives of the evaluation for which, the information pro¬ 

duced by tne process cost system will serve as a basis. 

A similar problem arises when resource input standards 

are to be established. The question is whether the stan- 
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dards should be realistic or idealistic in nature. An 

idealistic standard would make no allowances for start¬ 

up contingencies, rest periods, breakdowns, inconsisten¬ 

cies of resource inputs, and other factors that contri¬ 

bute to the variations in performance. A realistic work 

standard would take into account the expected time delays 

due to the above factors. 

The concept of realistic work standards has general¬ 

ly been accepted in engineering and standard cost account¬ 

ing. Li has indicated three reasons for this acceptance. 

He wrote: 

First, standards may be used as bases for 

evaluating performances, and realistic standards 

serve as logical yardsticks. If only idealistic 

standards are provided, management must "mental¬ 

ly" supply some bases for judging acceptable 

performance.... 

Second, standards may be used as bases for 

computing incentive compensation, and realistic 

standards serve as a strong motivational force... 

Third, standards may be used as building blocks 

in making plans and co-ordinating activities. The 

_use cf realistic standards results in workable 

plans and meaningful projections; the use of ideal- 

16 
istic standards will not. 
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Once the resource input standard is determined, it 

is transformed into financial terms by employing the ex- 
/ 

pected cost. Conceptually, there is little difference 

between controlling input or output in physical units as 

opposed to financial units. However, the transformation 

from physical into financial units makes the dollar the 

common unit in the system and this makes possible the es¬ 

tablishment of priorities for management attention. 

The Traditional Process Costing Model 

In the process costing problem, units pass from one 

process to the next. The traditional process costing 

model "attaches" the cost of inputs to units as they pass 

through the production processes. Equivalent production 

is the computational basis for determining the unit costs 

that are attached to production as it flows through the 

system. The necessity for employing equivalent produc¬ 

tion is the existence of partially completed units in- 

process inventories of the system. 

Although the concept of process costing as described 

in the preceding paragraph may seem rather straight-forward, 

in actuality process costing consists of many complicated 

17 
procedures. For example, the equivalent production re¬ 

quired for costing the output of a process usually requires 

computations involving the output of the preceding plus 

several of the resource inputs of tne process under con- 



sideration. Other problems are often encountered because 

of variations in the number of units because of shrinkage, 

scrap, or the addition of materials. The existence of 

joint or by-products also create situations that will 

complicate process costing procedures. Any process cost¬ 

ing system that would simplify the computational complex¬ 

ity so often encountered would be an improvement as long 

as the cost of such a system was not excessive. 

Either historic, standard, or a combination of these 

two cost systems are employed in process costing. Con¬ 

sidering the two cost systems as a mutually exclusive will 

result sharpening the distinctions when the systems are 

evaluated. Initially the traditional model, employing 

historic costs will be considered followed by a full stan¬ 

dard cost system. 

In a process costing system employing historic costs 

and perhaps predetermined overhead rates, the output of 

the system is generally referred to as a production re- 

18 
port. Such production reports would contain the aggre¬ 

gated results of the transactions which influenced each 

process of the system. These production reports are gen¬ 

erally broken down into three sub-sections. The ordering 

of these sub-sections would appear to be a matter of 

preferenoe. 
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One of the sub-sections usually involves the flow of 

the physical units. The units in any inventory at the be¬ 

ginning of the reporting period plus the units trans¬ 

ferred into the process are reconciled with the units that 

were transferred out plus any in the ending inventory. 

For the sake of convenience, units between processes are 

often included in the inventory of the transferring pro¬ 

cess. Another of the sub-sections of a production report 

contains the computations of the equivalent productions 

and the unit costs. These unit costs serve as the basis 

for the section of the production report where the costs 

are reconciled. In this section, the costs attached to 

the beginning inventory plus the costs associated with the 

resources that were employed or transferred from the pro¬ 

cess plus the ending inventory. The total unit costs are 

often determined in this section. 

The ccsts associated with the inventories and output of 

the system would be employed in financial accounting for 

reporting purposes. The production reports could serve 

as the basis for what would appear to be a very crude ex¬ 

post analysis of the operations of the production system. 

Comparisons could be made between thq production reports 

of previous reporting periods. Because of the computa¬ 

tional complexities and other temporal factors encountered 

in determining historic costs, in most cases there would 
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exist a considerable time lag between the termination of 

a reporting period and the preparation of production re¬ 

ports. 

A representative production report employing average 

costing is contained in Exhibit 3-1. A similar produc¬ 

tion report is contained in Exhibit 3-2 except that the 

FIFO costing method was employed. These reports are repre¬ 

sentative of the information that would be obtained from 

a process costing system employing historic costs. 

Several factors limit the application of a process 

costing employing historic costs to managerial and oper¬ 

ational control activities. Since the expected relation¬ 

ships between the processes are not specified, in multi¬ 

product systems it would be difficult to estimate the 

costs of alternative outputs. The lack of normative or 

standard costs would also inhibit the preparation of bud¬ 

gets. Ir. the area of operational control, the use-of the 

cost information would be restricted because of the lim¬ 

ited predictive ability of the system. Therefore, pro¬ 

cess costing employing historic costs can be described as 

a set of generally accepted procedures of cost allocations 

and transformations. 
i 

To overcome these limitations of a system employing' 

historic costs, standard costs are often substituted. 

Standard sosts are predetermined and.are expressed in 



EXHIBIT 3-1 

Sample Production Report - Average Costing 

Cost of Production Report 
For the Month of February, 19— 

Quantity Schedule: 
Units in process at beginning. 3,000 
Units received from preceding department this period. 38,000 41,000 

Units transferred to next department.. 36,000 
Units still in process (}4 labor and overhead). 4,000 
Units lost in process. . 1,000 41,000 

Cost Charged to the Department: Total Unit 
Cost from preceding department Cost Cost 

Work in process — opening inventory ( 3,000). S 5,400 SI.80 
Transferred in during this period (38.000) 55,360 1.72 

Total (41,000). S 70,760 ~ SI.726 
Cost added by department 

Work in process — opening inventory 
Labor.. $ 910 
Factory overhead. 800 

Cost added during period 
Labor. 34,050 S .92 
Factory overhead. 30,018 .811 

Total cost added... S 65,778 S 1.731 
Adjustment for lost units. . .043 

Total cost to be accounted for. S136,538 S 3.500 

Cost Accounted for as Follows: 
Transferred to next department (36,000 X S3.500). $126,000 
Work in process — closing inventory 

Adjustedcostfromprecedincdeoarur.ent r4.000x(Sl .726 -f S.043)] S 7,076 . 
Labor * (4^000 X 1 i x‘S.92). 1,840 
Factory overhead (4,000 X X S.SI 1). 1,622 10,538 

Total cost accounted for. SI 36,538 

Additional Computations: 

Unit cost from preceding department 
S70.760 
41,000 

SI.726 

Equivalent production 

Labor and Overhead = 36,000 + = 3S,000 un ts 

Unit costs 

Labor = S910 + S34.050 = —= S.92 
38,000 

Factory overhead ~ SSC0 + S30.018 = »= S.S11 

Adjustment for tost units 

¥°.'1§9 = SI.769...$1,769 - SI.726 = S.043 
40,000 

Reproduced from Matz, Curry, and Frank (1967) 

p. 414 with permission of editor. 



EXHIBIT 3-2 . 

Sample Production Report - FIFO Costing 

Cost of Production Report 
For the Month of February, 19—• 

Quantity Schedule: 
Units in process at beginning (}£ labor and overhead).. 
Units received from preceding department. 

Units transferred to next department. 
Units still in process (J£ abor and overhead).. 
Units lost in process. ... 

Cost Charged to the Department: 

Work in process — opening inventory. 
Cost from preceding depat tment 

Transferred in during the month (3S,000) 
Cost added by department 
Labor. 
Factory overhead. 

Total cost added. 
Adjustment for lost units. 

• Total cost to be accou nted for. 

Cost Accounted for as Follows: 
Transferred to next department 
From beginning inventory 

Inventory value. $7,110 
Labor added (3,000 X X S.920). 1,840 
Factory o\erhcad added (3,000 X X S.811). 1,622 

From current production 
Units started and finished (33,000 X S3.497)*. 

Work in process — closing inventory 
Acjusted cost from preceding department (4,000 X SI .766) 
Labor (4,000 X } '2 X S.920).'.. 
Factory overhead (4,000 X • j X S.811).. 

Total cost accounted for. 

Additional Computations: 

3,000 
38,000 41,000 

36,000 
4,000 
1,000 41,000 

Total 
Cost 

Unit 
Cost 

S 7,110 

S 65,355 S 1.72 

S 34,050 
30.018 

S .920 
.811 

S 64,068 s 1.731 
.046 

S136,533 s 3.497 

S 10,572 

115,435 ' SI26,007 

S 7,064 
1,840 
1,622 10,526 

SI 36,533 

Equ 'valent production: Labor and Overhead 
30 000 - 1,000 + 2,000 = 37,000 units 

Uni'costs: Labor = 51^? = S.920 
37,000 

2,000-f 33,000 -r 2,000 = 37,000 units—or— 

Facte ry Overhead = = S.S11 
7 37,000 

Ad; t rtment for lost units 
$65,355 

38,000 - 1,000 
SI.766 SI.766 - SI.72 = S.046 

•33,0( *> units X S3.497 = S115,401. Yet, to avoiti a decimal discrepancy, the cost transferred 
from t urrent production is computed as follov.s: S136,5 >3 — (Sl0,572-r S10,526) = SI 15,435. 

Reproduced from Matz, Curry, and Frank (1967) 

p. 422 with permission of editor. 
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terms of unit inputs. When standard costs are employed 

the costs of outputs and inventories are based on the sum 

of the standard allowances for the factors of production 

20 
without reference to the actual costs incurred. 

Although the identification of standard output costs 

would require the specification of the relationships be¬ 

tween the processes, there is no mention in the literature 

of a general analytic model or set of procedures for spe- 

21 
cifying these relationships. It would appear that "ad 

hoc" methods are employed in resolving the standard unit 

transfer and output costs. Production reports similar to 

those in Exhibits 3-4 and 3-2 would result from a stan¬ 

dard costing system. The unit cost computations would 

not be included since standard costs are employed. 

In addition to the production reports, various dif¬ 

ferences between the actual and standard results can be 

22 
determined. These differences relate to either the di¬ 

rect resoarce inputs or the overhead costs and serve as 

a basis far evaluating the performance of the processes 

within the system. These differences also serve a cri¬ 

teria for determining whether the consumption of a re¬ 

source should be subject to an investigation or review. 

However, there are no decision rulas incorporated in a 

standard costing system for differentiating between sig¬ 

nificant and non-significant cost differences. 
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Two differences are determined in connection with 

direct resource inputs. At the conclusion of a produc¬ 

tion period two cost and two quantity values are avail¬ 

able with respect to each direct resource input. The 

observed and standard are the two unit costs and the ob¬ 

served and standard are the two quantity values available 

The price difference for resource j would equal 

Price Difference j = (c.-c°)£° 
D 3 3 

(3-7) 

where c^ would equal the standard cost of resource j, 

c? would equal the observed unit cost of resource j, and 

£? would equal the observed quantity of resource j con¬ 

sumed . 

A negative sign would indicate an unfavorable price 

difference. These differences are employed in evaluating 

activities concerned with the acquisition of resources. 

They would also indicate an organization's capability in 

predicting the cost of resources for a production period. 

This is important because in most cases the selection of 

a production plan is at least partially based on the an¬ 

ticipated costs. 

The quantity difference for lesource j would equal 

Quantity Difference j = (£j-£j)Cj (3-8) 

where equals the standard resource input for the out¬ 

put obtained from the system. Such differences are used 
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in evaluating the efficiency with which direct resources 

are employed. It is the standard practice to assign any 

difference caused by shifts in both the costs and quan¬ 

tities to the price difference. This procedure will be 

followed throughout this study. 

In a standard cost system oberhead absorption is 

based upon the standard input quantity specified for the 

realized output. There are several procedures for anal¬ 

yzing the total overhead cost difference between the ac¬ 

tual and the overhead cost attached to production. Such 

procedures are adequately described elsewhere and only 

23 
selected results will be considered here. 

In the two-difference method, any overhead cost dif¬ 

ference is segregated into a controllable and a volume 

difference. The controllable difference indicates any 

deviation between the actual overhead cost and the bud¬ 

geted overhead cost based on the standard resource input. 

The volume difference indicates any deviation between the 

capacity estimate employed in determining the fixed over¬ 

head rate and the standard capacity employed during the 

production period. The simplicity of the two-difference 

24 
methods is generally regarded as its^ main advantage. 

Three and four-difference methods are also used for 

the purpose of identifying the causal reasons for an 

overhead cost deviation. In the three and four-difference 
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methods, the spending difference equals any deviation be¬ 

tween the actual overhead costs and the standard over¬ 

head costs based on the actual resource inputs. In the 

three-difference method, the efficiency difference indi¬ 

cates any deviation caused by differences between the ac¬ 

tual and the standard resource utilization rate. This 

difference only takes into account fixed overhead costs. 

In the four-difference method, a variable overhead cost 

efficiency difference is determined. In both methods, 

the idle capacity difference includes both variable and 

fixed overhead costs and is caused by differences between 

the actual resource input and the estimated resource in¬ 

put level used to predetermine the fixed overhead rate. 

The case most generally made for the three and four-dif¬ 

ference methods is that they are more sophisticated and 

emphasize the causal reasons behind any difference. 

The direct resource and overhead differences in addi¬ 

tion to the production report represent the output that 

can be realized from a process costing system employing 

standard costs. The standard costs, production reports, 

and cost differences would serve as the basis for the 

managerial and operational control activities of the man¬ 

agement of a production system where this type of mana¬ 

gerial accounting system was employed. The objective of 

the following chapters in this study is to identify pro- 
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cedures that could increase the capability of process 

costing systems to produce information that will better 

serve the needs of management. 

Summary 

In this chapter, the cost terminology employed in 

process costing was introduced. Then the assumptions of 

process costing were detailed. The final section in¬ 

cluded a description of the output of process costing 

systems when either historic or standard costs are em¬ 

ployed. This descriptive model will make possible a com¬ 

parison and evaluation of the process costing models to 

be developed in this study and the existing technology. 

The remaining chapters in this study will concern the 

development and evaluation of alternative process cost¬ 

ing models. 
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Footnotes 

^Process costing is detailed in all of the following 
texts. 

Adolph Matz, Othel J. Curry and George W. Frank, 
Cost Accounting (Cincinnati: Smith Western Publishing 
Co., 1967) 

Gordon Shillinglaw, Cost Accounting Analysis and 
Control (Homewood, Illinois: Richard D. Irwin, Inc., 
Revised Edition, 1967) 

David H. Li, Cost Accounting For Management Applica- 
tions (Columbus, Ohio: Charles E. Merrill Books, Inc., 
1966) 

Charles T. Horngren, Cost Accounting (Englewood 
Cliffs, N.J.: Prentice-Hall, Inc., 1967) 

Morton Backer and Lyle E. Jacobsen, Cost Accounting: 
A Managerial Approach (New York: McGraw Hill Book Co., 
1964). 

2 
Charles T. Horngren, Cost Accounting (Englewood 

Cliffs, N.J.: Prentice-Hall, Inc., 1967), p. 17. 

3 
Paul Grady, Inventory of Generally Accepted Ac¬ 

counting Principles for Business Enterprises (New York: 
American Institute of Certified Public Accountants, Inc., 
1965) , p. 433. 

4 
Charles T. Horngren, Cost Accounting, (Englewood 

Cliffs, N.J.: Prentice-Hall, Inc., 1967), p. 20. 

5 
Gordon Shillinglaw, Cost Accounting Analysis and 

Control (Revised Edition; Homewood, Illinois: Richard 
D. Irwir, Inc., 1967), p. 58. 

6 
Dcvid H. Li, Cost Accounting For Management Appli¬ 

cations , p. 9,10. 

# 

7 
Standard costs are accepted for inventory valuation 

in finarcial accounting. Refer to: Accounting Research 
-and Terminology Bulletin (New York: American Institute 
of Certified Public Accountants, 1961), p. 30 and accom¬ 
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CHAPTER IV 

AN INPUT-OUTPUT PROCESS 

COSTING MODEL 

Indtoruction 

The input-output model, which was developed by 

Wasily W. Leontief,^ is employed in economics to anal¬ 

yze the interrelationships among industries for purposes 

of identifying the conditions that equilibrate the sup- 

2 
ply side with the demand side of an economy. This mo¬ 

del has been suggested by several authors in accounting 

as a possible means for describing the interrelation- 

3 
ships among the processes of a mass production system. 

To this point, no one has elaborated upon the model such 

that the costing and control of in-process inventories 

could be accomplished. There has been little consider¬ 

ation gi\en to the control implications of an input-out¬ 

put process costing model. 

Before delving into any further elaboration of an in 

put-outpit process costing model, the general characteris 

tics and assumptions of the Leontief input-output model 

will be considered. Then aspects of the input-output mo- 
' i 

del will be applied to the process costing problem. Stan 

dard costs will be assumed and a nethod for costing in- 

process inventories from an input-output process costing 
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model will be presented. A means will be developed for 

estimating the expected activity levels and resource in¬ 

puts when in-process inventories are considered. 

In the final sections of the chapter, the control 

implications of an input-output process costing model 

will be considered. It will be shown how the traditional 

cost differences could be obtained from an input-output 

model. Additional differences caused by shifts in the 

inter-process transfers and resource inputs will be de-‘ 

veloped. The process costing system based on the input- 

output model will then be analyzed and contrasted with 

the other systems discussed in this study in the conclud¬ 

ing chapter. 

The Input-Output Model 

An input-output model may be.classified as either 

static or dynamic. The relationships specified in a sta¬ 

tic model connect variables that are identified with the 

same time period. In a dynamic model, the relationships 

are specified between variables identified with different 

time periods. At this writing, all of the known applica¬ 

tions of Input-output analysis to process costing have 

employed static models. A static or dynamic model can 

either be open or closed. In an open input-output model, 

the final demand is determined exogenously while a closed 

model is self-contained and no variables are determined 
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outside of the system. 

Leontief, in his economic analysis, usually employed 

a static closed model that could be expressed as: 

x = Bx (4-1) 

where x is a vector of total output and B is ‘a matrix of 

technical coefficients. To solve such a system of linear 

equations when the B matrix is irreducible, the matrix B 

and one element of x must be known. The solution would 

be obtained as follows: 

x — Bx 

x-Bx - 0 

(I-B)x = 0 . 

It is necessary that the determinant of the (I-B) matrix 

equal zero in order that solutions other than a trivial 

one exist. Most of the economic applications of input- 

output analysis employ input coefficients that are based 

on dollar flows. It is then necessary to express all of 

the input-output data of the system in terms of dollars. 

Accounting applications of input-output analysis have 

extensively employed open static nodels of the form: 

x = Bx + y (4-2) 

where x is a vector of total outputs, B is a matrix of 

technical coefficients and ,y is a vector of final demands. 

In a process costing application, the y vector would con¬ 

tain the expected output from the production system for 

external consumption. The x vector would contain the 
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gross output necessary to satisfy the internal consump¬ 

tion in the processes necessary to produce the output spe¬ 

cified in the y vector. 

The final demand vector y is predetermined exogenous¬ 

ly. The necessary gross output levels x required to meet 

the demand can be determined algebraically as follows: 

x = Bx + y 

x-Bx = y 

(I-B)x = y 

(I-B)"1 (I-B)x = (I-B)_1y 

x = (I-B)'1y . 

Most of the suggested accounting applications of in- 

put-output models have employed physical output coeffi¬ 

cients. ^ The advantage of physical output coefficients 

is that unit homegeniety is not necessary within the mod¬ 

el and outputs can be expressed in different units. This 

situation is common to many multi-product systems and 

should prove to be a major advantage of the input-output 

model whei. attempting to model a mass production system 

for costing purposes. 

Farac (1968) assumed perfect competition so that any 

consideration of profits resulting from the transfers be¬ 

tween processes could be eliminated. He further assumed 

that the prices of the inputs and outputs were known. 

These assumptions were necessary so that he could employ 
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dollar units when determining the technical coefficients. 

Farag also assumed that the output of each process must 

be employed in either satisfying the input demands of 

other processes or in meeting finished goods inventory 

and sales requirements. Feltham (1970) employing physi¬ 

cal output coefficients has relaxed this assumption and 

has demonstrated how by-products could be handled. 

Ijiri (1968), Gambling (1968), Livingstone (1969), 

and Feltham (1970) employed physical terms in determin¬ 

ing the technical coefficients. This eliminates the nec¬ 

essity of making assumptions concerning the market condi¬ 

tions among the processes. The model developed in this 

chapter will employ physical output coefficients and will 

be to some degree, based on the work of Ijiri (1968), 

Gambling (1968), and Feltham (1970). 

Model Assumptions 

The assumptions underlying the input-output model 

when applied to process costing will be presented in a 

summary form similar to that employed when the process 

cost models were developed in Chapter III. No mention 

will be made of the behavioral assumptions since they ap¬ 

ply for all of the models developed in the study. 

1. Linear Cost Functions: Ihe cost of the ex¬ 

ternal inputs can be represented as a linear 

function of the quantities employed. Prime 
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costs would take the general form y=a(x) and 

overhead costs would take the general form 

y=a(x)+b. The overhead costs are divisible 

into a fixed component that does not vary with 

volume and a variable component that varies 

with volume. 

2. System Technology: The production system con¬ 

sists of n processes and each process has a 

production function that is deterministic, 

linear, and proportional. Production in one 

process is assumed to be independent of the 

activity in the other processes. This assump¬ 

tion eliminates the consideration in the model 

of the scheduling of the flows of outputs be¬ 

tween the processes. The capacities of the 

processes are assumed to be balanced and it 

is assumed that management would not schedule 

production that would excsed the capacity of 

;he system. 

3. System Inputs and Outputs: " The inputs and out¬ 

puts of the production,system are not re¬ 

stricted to integer, amounts. Each process pro¬ 

duces at least one measurable product for 

either internal or external consumption. 

Endogenous and Exogenous Sectors: The pro- 4. 
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cesses in the production system are treated as 

endogenous sectors in the analysis and all re¬ 

lationships among these sectors are assumed to 

be fixed during the analysis. Net production 

(the y vector) is treated as an exogenous sec¬ 

tor and can be manipulated during the analysis. 

5. Matrix of Technical Coefficients: The techni¬ 

cal coefficients of the main diagonal of the A 

matrix must be less than one. If this were not 

the case, it would be necessary to input one or 

more units of the same product to get a similar 

5 
unit of output. All of the principle minors 

of the (I-A) matrix must be positive if the 

model is to be employed.^ 

The Input-Output Process Costing Model 

A generalized input-output process costing model for 

an n process mass production system will be developed in 

this section. The model will be static, open, and physi¬ 

cal output coefficients will be assumed. Initially in- 

process inventories will not be considered. Later sec¬ 

tions will, consider the costing and control of in-process 

inventories. A separate section will detail how by-pro¬ 

ducts could be handled with the input-output model. In 

each section, the initial presentation will be concerned 

with the modeling of the physical flow of the units among 
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the production processes. Then the discussion will be con 

cerned with the introduction of product cost data for pur¬ 

poses of determining unit costs and the costing of inven¬ 

tories. 

7 
1. No In-Process Inventories 

Let represent the estimate of the number of units 

of product i produced by one unit of activity in process j 

A unit of activity in process j is defined as that activi¬ 

ty that is necessary to produce one unit of output of pro¬ 

cess j. Initially each process will be limited to one 

product; therefore, the number of processes n would also 

equal the number of products. By-products will be con¬ 

sidered in a separate section. The output coefficients 

could be expressed as the matrix: 

*11 •" qln 

1
-

 
U3
 

• 
3

 
H*

 ... q 
^nn 

with dimensions n x n and where all Assuming pro¬ 

cess i produces product i, the Q matrix would be an iden¬ 

tity matrix I. 

Let represent the e.stimate^ of the number of units 

of produce i consumed in each unit of activity in process 

j. These input coefficients could be expressed as the ma¬ 

trix : 
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. r 
In 

r , . . r 
nl nn 

with dimensions n x n and where all r..>0. All of the ele- 
ij- 

ments on the main diagonal of the R matrix must be less 

than one because of the assumed self consumption limita- 

4.- 8 tions. 

The input and output coefficients would then be‘com¬ 

bined into a net input-output or physical technical coeffi¬ 

cient matrix A by subtracting the output coefficients (the 

Q matrix) from the input coefficients (the R matrix). In 

matrix form the relationship would equal: 

A = Q - R. (4-3) 

The elements on the main diagonal of the A matrix would be 

less than or equal to one. These positive elements in the 

A matrix represent the net number of units of product i pro 

duced by one unit of activity in process i. The off diagor. 

al elements in the A matrix would be less than or equal 

zero and would represent the number of unit of product i es 

timated to be consumed in the production of one unit of 

product j. 

The input matrix R could be substituted for the tech¬ 

nical coefficient matrix B in the general open static input 

output model.^ After substituting, the model would equal: 

x = Rx + y. (4-4) 

When solving for the gross activity levels x, the expres- 

(I-R) could also be expressed, as (Q-R) since Q = I. sion 
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When this substitution is made, the model would take the 

form: 

x = (Q-R)-y (4-5) 

which could be expressed as: 

x = A_1y . (4-6) 

The elements of the matrix A ^ can be interpreted in 

terms of the gross activity or production in the system. 

Each element represents the gross production necessary in 

process i for the system to output one unit of product j. 

Therefore, when a vector of final or exogenous demand, 

y, is specified, it is possible to determine the estimated 

vector of gross outputs, x, using .formula (4-6). 

When all of the flows in the production system are 

in one direction, the analysis may not be very complex and 

it may not prove necessary to determine the inverse of the 

A matrix. This would be the case if all entries in the 

R matrix were on or to the right of the main diagonal. 

However, In most complex mass production systems the "feed¬ 

back" of the output of a process into proceeding processes 

would oftan be found and the size of the system would dic¬ 

tate that the inverse matrix be'fcund so a solution can 

be determined. When the feedback condition exists, the 

application of input-output analysis should prove to be 

especially helpful. 

The processes in most production systems would require 

external inputs besides the inputs received internally 
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from other processes within the system. Let e^ repre¬ 

sent the estimated number of units of external input i 

required by one unit of activity in process j. These 

input coefficients could be expressed as the matrix: 

E = 

c -i -| • . c -t 
11 In 

zl 
zn 

where the E matrix would assume dimensions z by n and 

e^j>^0. The first (z-1) elements of each column of the 

matrix would contain the estimates of the expected re¬ 

source requirements for a unit of activity in the respec¬ 

tive process. 

The last (or zth) element of each column of the E 

matrix would be employed for the purpose of allocating 

overhead costs to production. Various configurations of 

the E matrix and the cost vector c would allow for vari¬ 

ations in the overhead rates employed in each process.^ 

Direct or full-absorption systems could be accommodated. 

Let h^j equal the gross amount of external input i 

required to produce one unit of the output of process j. 

Then h.. tfould equal: 
ID ^ 

11 

n 

h. . = Z 
ID k=l 

-1 
e., a, *. . 
lk kj* 

(4-7) 

The general matrix representation of this relationship 

H = E A 
-1 

would be: 

(4-8) 
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If £^ equals the' total external units of input required 

by the system where i=l to z, then: 

n 
£ . = E e . . x . . 

1 j=i ^ ^ 

This relationship in matrix form would be: 

£ = Ex . 

(4-9) 

12 

£ = Hy . 

(4-10) 

(4-11) 

The manipulation of data would also be facilitated 

employing various aspects of the input-output model are 
4 

employed. Let c represent a row vector with z elements. 

The first (z-1) elements would contain the standard re¬ 

source unit costs. The last (or zth) element would con¬ 

tain the overhead rate being employed. The total costs 

that would be incurred or allocated to a process j during 

the production period would equal: 

n 
t. = I c.e..x. for j=l to n (4-12) 

D w i i] ] 

where would be an n element row vector. The unit out¬ 

put cost of product j would equal the unit output cost of 

process i where j=i. The unit output cost of product j 

would equal: 

u . = E c. h 
i=l 

l 13 
(4-13) 

The generalized expression of the relationship would be: 

u = c H (4-14) c H 
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where u is an n-element row vector. 

The cost of a unit of activity in process j would be 

determined by the formula 

z 
I 

k=l 
c, e, . 

k kj 
(4-15) 

The matrix expression of this relationship is 

s = c E . (4-16) 

where the row vector s would contain n elements. The re¬ 

lationship between the direct unit output cost and the 

direct unit activity cost can be expressed as 

u = s A ^ . (4-17) 

The standard cost of the output y would equal 

Standard Cost of Output = u y . (4-18) 

The standard cost of production would equal 

Standard Cost of Production = c £. (4-19) 

The expected number of transfers between the processes 

and the output states could be determined from the input- 

output model. Let 0 be a partitioned matrix with dimen¬ 

sions (nty n+1). The Q matrix would assume the general 

form: 

w 
In 

w 
nl 

w 
nn n 
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The elements in the W sub-matrix would be determined by 

the following formula: 

w. . = r. .x. for n (4-20) 
ID ID i D=1 to n v ' 

An element 0^ would equal the expected number of units 

that would be transferred from process i to process j. 

If j was equal to n+1, then the 0^ element would equal 

13 
the net output from process i or y^. 

The following relationship would hold for each row 

of the 0 matrix where: 

n+1 n 
x. = Z 0 . . = y. + £ w. . 

3 i=l 31 *3 i=1 31 
(4-21) 

The interpretation of this relationship would be that the 

total inter-process transfers plus the net output from pro¬ 

cess j would equal the gross expected activity level in 

the process. The 0 matrix can also be interpreted as a 

mapping of the locations of the consumption during the 

production period. 

The cost of the inter-process transfers during the 

production can be determined from -he W matrix. The cost 

of the transfers from process i to process j would equal: 

6. . = w. .u. for I } (4-22) 
ID ' id ] D=1 to n 

where 6 is an (n by x) matrix. An element 6^. can be inter- 

preted as the cost of the output of process i transferred 

into process j. The elements of the transpose of the 6 

matrix would give output of process j transferred into 
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process i. 

By employing the information thus described, the 

costs of the inputs and outputs of the n processes and 

the total production could be reconciled as shown in 

Figure 4-1. The information contained in the reconcili¬ 

ation would be the input required by the financial ac¬ 

counting system of a commercial organization. 

This concludes the presentation of an input-output 

process costing model for a system with no in-process in¬ 

ventories. The next section will elaborate upon the model 

developed to this point in that in-process inventories 

will be considered. In addition to determining expected 

costs, activity levels, and resource requirements, the 

next section will consider the costing of in-process in¬ 

ventories. 

2. Example of a System Without Inventories 

The assumptions which serve as a basis for this ex¬ 

ample are contained in Exhibit 4-1. From formulas 4-3 

and 4-6, the inverse of the exchange matrix and the gross 

output v2ctor are 

'1.6 1.1" " 6 * 

II ^
 « X
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• 0
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By formuLa 4-8, the gross externaL input matrix would be 
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Figure 4-1 

Input-Output Cost Recohcjliation 

In a syrtem with in-process inventories, the exogenous 

output wculd equal uv. 
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EXHIBIT 4-1 

Assumptions For Input-Output Costing Example 

number of processes n 

number of direct resource inputs z 

output coefficient matrix Q 

2 

4 

' 1 0" 

_0 1. 

input coefficient matrix 

.55 " 

.2 

exogenous input matrix 

resource unit cost vector 

net output vector 

c = [$1.00,$2.00,$3.00,$1.50] 

4 
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3.2 2.2 

I 7.2 8.7 

3.2 4.7 

2.4 2.9 

:v the ic- = l inputs ere 

12 

I = 

42 

22 

L 14 

.re rcral ccsrs that would he incnrrec cr allccarer 

re each cf the rrecesses oali ecrel bv 4-12 

rT = $75.00 t_ = $108.00 

sr by 4-14 would errs 

u = [$30.80, S3E.05: 

4-lf .- 
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by 4-20. And in conclusion the cost of the interprocess 

transfers by formula 4-22 would equal 

6 
$18.48 $135.52 " 

$91.32 $ 60.88 

In Exhibit 4-2 the cost reconciliation of this example 

is presented. 

3. In-Process Inventories 

The allocation of costs among finished goods and the 

in-process inventories is one of the primary reasons for 

14 
employing the traditional standard process costing model. 

Therefore, the costing of inventories will be dealt with 

initially. Then attention will be directed towards de¬ 

termining the expected resource requirements, costs, and 

unit transfers. 

Let 7f be a diagonalized matrix of dimension n where 

each element tt . . contains the number of units in the in- 
li 

process inventory of process i. Let a be a z by n matrix 

where each element would contain a completion esti¬ 

mate with respect to resource i of the in-process of pro¬ 

cess j. Assume the n element column vector v contains the 

number of units to be produced fo;: outside consumption as 

determined by management. Finally, assume the management 

specified that the in-process inventories at time t+1 

should equal with a related percentage of completion 
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EXHIBIT 4-2 

Input-Output Cost Reconciliation 

Inputs Process 1 Process 2 Total 

Beginning Inventory $ 0.00 $ 0.00 $ 0.00 

Cost of Production 75.00 108.00 183.00 

Inter-Process Transfer 18.48 135.52 154.00 

Inter-Process Transfer 91.32 60.88 152.20 

Total Inputs $184.80 $304.40 $489.20 

Outputs 

Inter-Process Transfer $ 18.48 $ 91.32 $109.80 

Inter-Process Transfer 135.52 60.88 196.40 

Output 30.80 152.20 183.00 

Ending Inventory 0.00 0.00 0.00 

Total Outputs $184.80 $304.40 $489.20 
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. t+l 16 
of matrix a 

The costing of any in-process inventory will be more 

straight-forward if standard transfer costs are determined 

initially. The standard transfer cost i would equal the 

standard cost of all of the resources required preceeding 

a unit of activity in process i. The standard transfer 

costs would equal 

d = s(A_1 - I) (4-23) 

where the transfer cost row vector d would contain n ele¬ 

ments . 

Then, employing standard costs, the in-process.in¬ 

ventory of process j would equal : 

z 
g. = tt . . ( ( I a..c.e..) + d.) for j=l to n (4-24) 

-3 33 i=1 13 i 13 3 

The in-process inventories of the n processes of the sys- 

18 
tern would be costed at: 

Total Cost of Inventory = dTra+(c (aTrEtr) ^^b) (4-25) 

where a and b are column sum vectors. The expected gross 

19 
activity levels x for a productior. period would equal: 

x = A"1 +(Av1 (7rt+1-7rt)-7Tt+1)a . (4-26) 

The expected external resource input vector Z would 

, 20 
equal: 

Z = Ex + ( (at+1TTt+1+(N-at)TTt)Etr)dga (4-27) 

where the N matrix contains all ones. The total cost that 
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would be incurred or allocated to a process j would equal 

t. = £ c . e . . (x .+tt^ . (1-ou . + 
j i=1 1 ID D D D ±3 DD ij 

for j=l to n (4-28) 

The standard cost of the output would equal 

Standard Cost of Output = uv. (4-29) 

The determination of the expected unit transfers 

between the processes and the output states can also be 

determined when in-process inventories exist. However, 

the equality represented in formula (4-21) will ordin- 

t ttl 
arily not hold because of changes between tt , ir and 

at and The last column of the partitioned 0 matrix 

would contain the output vector v. The elements of the 

21 
submatrix W would be determined by the formula: 

, v "1/ * t+1 t . . - i=l to n 
Wij - rij (kfjk (vk+^kk ^kk’5 for j=l to n (4'30) 

4. Example of a System With Inventories 

In this section, examples will be developed with 

planned increases and decreases in the levels of the in- 

process inventories. The assumptions, in addition to 

those in Exhibit 4-1 are summarized in Exhibit 4-3. In 

1 
both examples, the output vector v equals [^] and the 

standard transfer costs by formulc. 4-23 are 

d = [$18.30, $24.55]. . 
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When the levels of the in-process inventories are 

increased, the inventories in each process would be 

costed by formula 4-24 at 

g* = $21.55 g£ = $ 0.00 

g?+1 = $43.10 g^1 = $102.90 . 

Employing formula 4-25, the total inventory at time t 

would be costed at $21.55 and at t+1 the inventory would 

be costed at $146.00. The gross activity levels by 4-26 

and the expected resource requirements by 4-27 are 

1 

00
 

. V£
> 

_
1

 

" 20.8" 
X = 

11.2 _ 
£ = 

67.8 
38.8 

- 23.1 _ 

The standard cost that would be incurred or allo¬ 

cated to each process by 4-28 would equal 

x1 = $127.00, T 2 = $180.45. 

The standard cost of the output would equal $183.00 by 

4-29 and the standard cost of production would equal 

$307.45 by formula 4-19. The expected unit transfer 

matrix 0 equals 

' 1.09 7.81 1 1 " 

© = ! 
. 4.36 2.84 ; 4 _ 

by 4-30. The cost of the inter-frocess transfers by 

4-22 are 



EXHIBIT 4-3 

Inventory Assumptions For Input-Output 

Costing Example 

“1 0 “ 
*t+1 = 

'2 0 ’ 

. 0 0 _ _0 3 _ 

- - 

.5 0 .5 0 

0 0 
at+1 = 

0 .5 

.5 0 .5 1 

.5 0 .5 .5 

Increase In Inventories 

t 
"2 O' 

t+1 
r i o ■ 

7T = 7T = 

. 0 3 . . 0 0 . 

o
 

in • 
i
_

 

.5 0 

t 
0 .5 

t+1 
0 0 

a = a = 

.5 1 .5 0 

.5 .5 .5 0 
__ _ 

Decrease In Inventories 
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6 
$ 33.572, $240,548 " 

$165,898, $108,062 

Exhibit 4-4 contains the cost reconciliation of this ex¬ 

ample . 

If the levels of the in-process inventories were de¬ 

creased , the inventories in each process would be costed 

by formula 4-24 at 

g^ = $43.10 qZ = $102.90 

g^+1 = $21.55 g^1 = $0.00 

Using formula 4-25, the total inventory at time t would 

be costed at $146.00 and at t+1 the inventory would be 

costed at $21.55. The gross activity levels by 4-26 and 

the expected resource requirements by 4-27 are 

r .i i ' 3.2 ‘ 
x = 

i 
00 * 
r—1 

_
1

 

^
 • II 16.2 
5.2 

. 4.9 _ 

The standard cost that would be incurred or allo¬ 

cated to each process by 4-28 would equal 

T = $23.00 , t2 = $35.55. 

The standard cost of the output would equal $183.00 by 

4-29 and the standard cost of production by 4-19 would 

equal $58.55. The expected unit transfer matrix 0 equals 
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EXHIBIT 4-4 

Input-Output Cost Reconciliation 

Increase in Inventory Levels 

Inputs Process 1 Process 

Beginning Inventory $ 21.55 $ 0.00 

Cost of Production 127.00 180.45 

Inter-Process Transfer 33.572 240.548 

Inter-Process Transfer 165.898 108.062 

Total Inputs $348,020 $529,060 

Outputs 

Inter-Process Transfer $ 33.572 $165,898 

Inter-Process Transfer 240.548 108.062 

Exogenous Output 30.80 152.20 

Ending Inventory 43.10 102.90 

Total Outputs $348,020 $529,060 

Total 

$ 21.55 

307.45 

274.12 

273.96 

$87-7.0 8 

$199.47 

348.61 

183.00 

146.00 

$877.08 
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“.11. .99 1 

1-
 

. .36 : 4 

by 4-30. The cost of the inter-process transfers by 

4-22 are 

6 
' $ 33.572, $240,548 “ 

_ $165,89 8, $108.062 _ 

Exhibit 4-5 contains the cost reconciliation of this 

example. 

5. By-Products 

• The assumption that limits each process to a single 

output could greatly limit the applications of the input- 

output process costing model since many mass production 

systems output by-products. Feltham (1970) has identi¬ 

fied a means by which by-products could be taken into 

account in the input-output process costing model. 

Feltham';> method involves some special considerations of 

the resource input coefficient matrix E. 

The E matrix would assume dimensions z by n and each 

element «2^j>0. The production system would therefore re¬ 

quire z-l direct resource inputs. The zth row of the ma¬ 

trix was reserved for overhead purposes. Assuming the 

production system produces k by-p.roducts, Feltham would 

add k rows to the E matrix. Then, for every process that 

produced by-products, the corresponding element in the E 
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EXHIBIT 4-5 

Input-Output Cost Reconciliation 

Decrease in Inventory Levels 

Inputs Process 1 Process 2 Total 

Beginning Inventory $ 43.10 $102.90 $146.00 

Cost of Production 23.00 35.55 58.55 

Inter-Process Transfer 3.888 30.492 34.38 

Inter-Process Transfer 16.742 13.698 30.44 

Total Inputs $ 86.730 $186,640 $269.37 

Outputs 

Inter-Process Transfer $ 3.888 $ 16.742 $ 20.63 

Inter-Process Transfer 30.492 13.698 44.19 

Exogenous Output 30.80 152.20 183.00 

Ending Inventory 21.55 0.00 21.55 

Total Outputs $ 86.730 $182,640 $269.37 

0 
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matrix would be assigned a negative number. The negative 

number would indicate the expected output of the by-pro¬ 

duct in units for a unit of activity in the respective 

process. 

The gross external input matrix H could'be determined 

by employing formula (4-8). The negative elements in the 

H matrix would indicate the by-product resulting from pro¬ 

ducing one unit of the output in the corresponding pro¬ 

cess. For example, if h^ were negative, this would indi¬ 

cate that h^j units of by-product i result from producing 

one unit of net output from process j. The negative ele¬ 

ments in the l vector resulting from using formula (4-11) 

would indicate the expected outputs of the respective by¬ 

products. In a system with in-process inventories, the 

equivalent output vector as determined in formula (4-6) 

could be used in formula (4-11) to determine the expected 

by-product outputs. 

6. Example Incorporating By-Products 

This example is based on the same assumptions as the 

first example except that the activity in each process re¬ 

sults in a by-product. Assuming a resource input matrix cf 

2 • 0 

3 3 

1 2 

1 1 

-.5 0 

0 -2 

E 
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then by formula 4-8 the gross input matrix would equal 

H = 

3.2 

7.2 

3.2 

2.4 

-.8 

■1.6 

2.2 

8.7 

4.7 

2.9 

-.55 

-3.6 

If the net output vector was [^] then the required re¬ 

source vector by 4-11 would be 

Z = 

12 

42 

22 

14 

-3 

-16 

Therefore, the production of the planned output will re¬ 

sult in the expected output of 3 units of by-product one 

and 16 units of by-product two. 

Input-Output Cost Analysis Information 

The computational procedures for analyzing the cost 

information from an input-output process costing model 

will be described in this section. ' Initially the impact 

of changes in resource input costs upon unit output costs 
# 

will be considered. Then it will be shown how the cost 

differences obtained from the traditional standard process 

costing model could also be obtained from an input-output 

model. The material at the conclusion of this section 
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will show how additional information might be obtained 

from an input-output process costing model. 

Standard direct costing will be assumed throughout 

this section. The modifications necessary to obtain full 

absorption overhead cost differences will be.presented. 

This would make possible the determination of overhead 

capacity differences. These differences could not be de¬ 

termined from a direct costing system because fixed costs 

are treated as period costs. 

1. Impact of Changes in Resource Input Costs 

The analysis of the impact of changes in the resource 

input costs upon unit output costs would be relatively 

straight-forward when an input-output costing model is 

employed. For example, if the cost of resource j in¬ 

creased by £Cj, then the direct unit activity and output 

costs would also change. The increase in the direct unit 

activity cost in process i would be: 

(4-31) As. 
l 

Any change in the direct unit output cost of process k 

would equal: 

(4-32) 

If management should wish tc determine the maximum 

direct unit activity costs that vould result in specified 

direct unit output costs, the input-output model would 
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make the computation rather straight-forward. Using for¬ 

mula (4-16) and solving for the direct unit activity 

cost, the resulting expression would be: 

s = u A (4-33) 

where A is the original technical coefficient matrix. 

This information should prove especially helpful when 

management is concerned with a make-or-buy type of de¬ 

cision. 

The above will now be demonstrated by assuming that 

the cost of the first resource increases by $1.00. By 

formula 4-31 the standard unit activity costs of the two 

processes would increase by $2.00 and zero respectively. 

The unit outputs costs from the two processes would in¬ 

crease by $3.20 and $2.20 respectively as determined by 

formula 4-32. If the direct unit output costs were 

$50.00 and $40.00 then by 4-33, the unit activity costs 

would have to equal $29.00 and $4.50 for the system to 

be balarced. 

22 
2. Price and Quantity Differences 

The computation procedures for obtaining informa- 

# 

tion for cost control purposes from an input-output pro¬ 

cess costing model would involve making comparisons be¬ 

tween tie predicted output of the; cost model and the ob¬ 

served output of the production system. The price and 
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quantity differences as determined in the traditional 

model could also be obtained from an input-output process 

costing model. 

The total price difference for the system during a 

2 3 
production period would equal: 

Total Price Difference = (c-c°)£^ . (4-34) 

Each term (c,-c?)£? would equal the total price differ¬ 

ence of resource input k. 
24 

Positive numbers would be 

considered favorable and negative numbers would be con¬ 

sidered unfavorable. The price difference for resource 

input i in process j could also be determined. Let y° 

be a z by n matrix where each element contains the ob¬ 

served resource input into the particular process. The 

process price difference of resource i in process j 

would equal: 

Process Price Difference^ = (c^-c?j)Y^j • (4-35) 

Resource quantity differences could also be obtained 

from an .input-output model. The total quantity differ¬ 

ence for the system during a production period would 

i 25 equal: 

Total Quantity Difference = c(£-£°). (4-3.6) 

Each operation c^(£^~£^) would equal the total quantity 

difference of resource input i. The process quantity 

difference of resource input i in process j would be 

Process Quantity Difference.. = c.(Y^~e..X.). (4-37) 
i) i 3• 13 3 
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Examples of the differences developed in this and the 

following sections will be shown at the conclusion of 

the chapter. 

3. Full Absorption Overhead Differences 

The total spending, efficiency, and capacity differ¬ 

ence for a full absorption system using a uniform over- 

2 6 
head rate cz are given below: 

Full Absorption Total Spending Difference 
•**X 

= (C2_CZ)^2 + P° - p (4-38) 

Full Absorption Total Efficiency Difference 

= (c (*°-A )] (4-39) 
z z z 

Full Absorption Total Capacity Difference 

= (czlz + p) - A°(c2+(p/Jl3)) (4-40) 

4. Transfer Differences 

The cost differences obtained in the two previous 

sections could also have been obtained from a traditional 

standard process costing system. There exists another 

set of differences that could be obtained from an input- 

output piocess costing system. These differences could 

27 
not be obtained directly from the traditional model. 

They are based on the R matrix which specified the ex¬ 

pected consumption during production of the various pro¬ 

cesses. This matrix is the basis upon which the expected 

unit transfers are determined. (refer to formula 4-20) 

The information contained in the R matrix is generally 
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not obtainable from a traditional standard process cost¬ 

ing system. 

At the conclusion of a production period, two R ma¬ 

trices would be available. The first R matrix would con¬ 

tain the standard values used to predict the activity 

levels and resource requirements for the period. The 

second, or the R° matrix, would contain the average ob¬ 

served values during the production period. 
'“■V, 

In determining this set of differences, management 

might also want to take into account any changes in the 

external resource input matrix E. If explained differ¬ 

ences are observed, then the E° matrix would then be 

used in determining the differences. 

Using the R° matrix, it would be possible to de¬ 

termine the A° matrix.The inverse of the A° matrix 

would then be determined. Formula (4-6) could then be 

employed to determine the gross output vector x. Formu¬ 

las (4-8) and (4-11) could be employed to determine a new 

H matrix, and SL1 vector. Total Unexplained and Explained 

quantity resource input differences could then be de- 

29 
termined as follows: 

Total Unexplained Input Quartity Difference 

= (cZ'-l°) (4-41) 

Total Explained Input Quantity Difference 

= cU-l') (4-42) 

Each term or c^k~^k^ vould ec2ual the unex- 
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plained or explained quantity difference for resource k. 

The differences would be explained in the sense that 

the increased or decreased consumption was caused by ob¬ 

served shifts in the transfer requirements and the re¬ 

source input standards. If there were simultaneous 

shifts in both the transfer requirements and the resource 

input standards, it would be possible to segregate the 

explained differences. One of the explained differences 

could be attributed to the shift in the transfer require¬ 

ments and the other to changes in the resource input stan¬ 

dards . . 

Once segregated the two differences for resource k 

would equal:^ 

Explained Quantity Difference (Shift In Inputs)^ 

(4-43) (£*-*.) c 
k k k 

Explained Quantity Difference (Shift In Transfers) 
'k 

(4-44) u^)ck . 

The £* vector would contain the estimated resource in¬ 

puts if only the shift in the E matrix were considered. 

The Unexplained and Explained quantity differences 

of resource input k in process j would equal: 

Process Unexplained Quantity Difference, . 

(4-45) 

Process Explained Quantity Difference^ 

(4-46) 
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The explained difference could further be segregated into 

Process Explained Quantity Difference (Shift In 

Inputs). . = c. (e?.x.-e. . x. ) 
^ kj k kj 3 k] k 

Process Explained Quantity Difference (Shift In 

(4-47) 

Transfers) 
kj 

= c, (e. .x 
o . o 

x, ) . 
kvckj j ckfk 

(4-48) 

This concludes the presentation of cost analysis 

based on the input-output standard process costing model. 

This information and the input-output model will be eval- 

uated in the concluding chapter of this study. 

5. Cost Difference Examples 

The assumptions for the cost difference examples are 

summarized in Exhibit 4-6. So that the meaning of the 

cost differences can be better understood, the computa¬ 

tions wiLl be dhown where practical. Note will be made 

throughout of any relationships that exist between the 

differences. 
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EXHIBIT 4-6 

Cost Difference Assumptions 

observed net output y 
o 

1 

4 

observed unit cost vector [$1.10,$2.00,$2.90,$1.55] 

r 15 1 

observed input vector 
56 

33 

15 

observed process input matrix y = 

15 0 

22 34 

14 19 

20/3 25/3 

standard fixed cost p = $20.00 

observed fixed cost p° = $20.50 

observed input coefficient matrix R° 

.6 

.2 

observed input matrix E 
o 

2 0 

3 4 

2 2 

1 1 
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Formula (4-34) Total Price Difference = (c-c°)£° 

$1.0 5=[[$1,0 0,$2,00,$3.0 0,$1.50]- [$1.10,$2.0 0,$2.9 0 ,$1.55]] 

Process Price Difference = 

Formula (4-35) Process Price Difference., =(c.-c.) 
Jk j y 3k 

$-1.50 0 

0 0 

$ 1.40 $1.90 

$- .33 -.42 

Formula (4-36) Total Quantity Difference - c(£-£°) 

$-65.50=[$1.00,$2.00$3.00,$1.50 12 ~ 

r in 
i—i 
i
_

 

42 56 

22 33 

14 
- - 

15 

15 

56 

33 

15 

Formula (4-37) Process Quantity- Dif ference j^=Cj (Y^-e^X^ ) 

Process Quantity Difference = 

$3. Q0 

$8.00 

$24.00 
$1.00 

-$20.00 

-$ 9.00 
-$ .50 

Formula (4-38) Full Absorption Spending Difference 

, o x „c , o 
= (cz_czUz+p ~p 

Full Absorption Spending Difference = -$1.00 

Formula (4-39) Full Absorption Efficiency Difference 

= c U -£ ) 
z z z 

Full Absorption Efficiency Difference=-$l.50 
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Formula 

Formula 

Formula 

Formula 

Formula 

-$16 

(4-40) Full Absorption Capacity Difference 

= (c * +p)-£ (c +p/t ) 

Full Absorption Capacity Difference»$2.88 

(4-6) i _ = A 
o-l o 

(4-8) 

(4-11) 

"20/3 "5/3 5/4 " “ 1 " 

25/3 _ 5/6 15/8 _ 4 _ 

o „o- -1 
G' = E A 

— - - 

10/3 5/2 2 0 

25/3 45/4 3 4 L 

5 2 5/4 2 2 

5/2 25/8 1 1 

V = G 
. o 
y 

5/3 5/4 

5/6 15/8 

13il 
A 3 

10/3 5/2 

S3— 25/3 45/4 

30 5 25/4 

15 5/2 25/8 
— — 

1 

4 

(4-41) Total Unexplained Input Quantity Differ¬ 

ence = c(V-SL°) 

00= [$1.00,$2.00,$3.00,$1.50] 13— 
•lj3 

15 

53—’ 56 

30 33 

15 15 
mm. — — - —* 
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Formula (4-42) Total Explained Input Quantity Differ¬ 

ence = c ( £- Z* ) 

$49.50= [$1.00,$2.00,$3.00, $1.50] 13 " 13— 
3 

42 53— 
3 

22 30 

14 15 

Note: The unexplained plus the explained differ¬ 

ences total to the quantity difference as determined in 

the traditional model. 

-$16.00 

Formula (4-10) 

+ (-$49.50) = -$65.50 

Z* = E°x 

- 
12 2 0 

50 3 4 

28 2 2 

14 1 1 
_ — — 

Formula (4-43) Explained Quantity Difference (Shift 

In Inputs) = c(Zi-Z) 

-$34.00= [$1.00,$2.00,$3.00,$1.50] 
— — 

12 ” 12 

50 42 

28 22 

14 14 
— !■» — — - 

Formula (4-44) Explained Quantity Difference (Shift In 

Transfers ) = c(£*-£') 



115 

$15.50= [$1.00,$2.0 0,$3.0 0,$1.50 12 " i3i 1 
3 

/ 
50 53I 

28 30 

14 
15 

Note: The sum of the two explained differences 

equals the total explained difference as determined using 

formula (4-42) 

-$34.00 + 

Formula (4-45) 

(-$15.50) =-$49.50 

Process Unexplained Quantity Differ- 

encekj = ck(Ykj_ekj’Xj) 

Process Unexplained Quantity Difference 

-$1.67 $ 0 

-$4.00 -$1.33 

-$2.00 -$7.00 

$ 0 $ 0 

Formula (4-46) Process Explained Quantity Difference^ 

= c, (er\X'.-e, .X.) 
k kj 3 k] ] 

Process Explained Quantity Difference 

-$1.33 $ 0 

-$4.00 -$]8.67 

-$22.00 -$;.oo 

-$1.00 -$ .50 

Not2: The unexplained plus the explained process 

quantity differences equal the process quantity differ¬ 

ences as determined with the traditional model. 
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— — 

-$3.00 $ 0 $1.67 $ o -$1.33 $ o 

-$8.00 -$20.00 -$4.00 -$1.33 
+ 

-$4.00 -$18.67 

-$24.00 -$ 9.00 $2.00 -$7.00 -$22.00 -$2.00 

-$1.00 -$ 5.0 $ o $ o -$1.00 -$ .50 
_ — — — 

Formula (4-47) Explained Process Quantity Difference 

(Shift in Inputs) . =c, (e° .x.-e, .x .) . 
JK k K] ] kj 3 

Explained Process Quantity Difference 

(Shift in Inputs) = 
$ 0 

$ 0 

-$18.00 

$ 0 

$ 0 

-$16.00 

$ 0 

$ 0 

Formula (4-48) Explained Process Quantity Difference 

(Shift in Transfers) = c, (e°.x. -e?.x.). 
k kg j kj j 

Explained Process Quantity 

(Shift in Transfers) 

Diff arence 
-$1.33 $ o 

-$4.00 -$2.67 

-$4.00 -$2.00 

-$1.00 -$ .50 

Note: The sum of the -two explained differences 

equals the total explained diffeience as determined by 

using formula (4-46) 
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— - 

-$1.33 $ o 
/ 

$ o $ 0 -$1.33 $ 0 

-$4.00 -$18.67 $ 0 -$16 .00 
+ 

-$4.00 -$2.67 

-$22.00 -$2.00 $18.00 $ 0 -$4.00 -$2.00 

-$1.00 -$ .50 $ o $ 0 -$1.00 -$ .50 
___ _ _ L. 
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Summary 

This chapter has demonstrated that most of the in¬ 

formation that could be obtained from a traditional pro¬ 

cess costing model could also be obtained from an input- 

output process costing model. It has been demonstrated 

that outputs and inventories could be costed using an 

input-output model. This essentially would meet the re¬ 

quirements of a financial accounting system. 

It has been shown that the price, quantity, and 

overhead differences that could be obtained from the 

traditional model could also be obtained from an input- 

output model. A method for handling by-products with 

the input-output model was also discussed. All direct 

cost allocations in an input-output model are based on 

the estimates of the physical inputs. 

The advantage of the input-output model is in the 

area of planning. Given the desired outputs and i'nven- 
0 

tory levels, it would be possible to predict the resource 

requirements, activity levels, and average unit costs, 

fbr control purposes, it would be possible to segregate 

the quantity variances into explained and unexplained 

components. It would appear that the manipulation of 

process costing data is more straight-forward when the 

input-output model is employed. 
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Footnotes 

First introduced in "Quantitative Input-Output 
Relations in the Economic System of the United States," 
W. W. Leontiff. Review of Economic Statistics XVIII 
(August, 1936), 105-125. This study was elaborated upon 
in The Structure of American Economy 1919-1929 (Cam¬ 
bridge, Mass.: Harvard University Press, 1941). 

2 
Shawki M. Farag, Input-Output Analysis: Applica¬ 

tions to Business Accounting (Center For International 
Education and Research in Accounting, University of 
Illinois, 1967), p. 23. 

3 
Suggested applications are found in: 

Trevor E. Gambling, "A Technological Model for Use 
in Input-Output Analysis and Cost Accounting," Manage¬ 
ment Accounting (December, 1968),p. 33-38. 

Yuji Ijiri, "An Application of Input-Output Analy¬ 
sis to Some Problems in Cost Accounting," Management 
Accounting, XLIX (April, 1968), pp. 49-61 

John Leslie Livingstone, "Input-Output Analysis 
for Cost Accounting, Planning and Control," The Account¬ 
ing Review, XLIV (January, 1969) , pp. 48-64. 

Shawki M. Farag, "A Planning Model for the Division¬ 
alized Enterprise," The Accounting Review XLIII (April, 
1, 1968), p. 312-320. 

Gerald A. Feltham, "Some Quantitative Approaches to 
Planning for Multiproduct Production Systems," Accounting 
Review, XLV, No. 1 (January, 1970), 11-26. 

4 
Gambling (1968), Livingston (1969), and Feltham 

(1970) are examples of approaches employing physical out¬ 
put coefficients. Ijiri (1968) employs input, physical 
output, and dollar input coefficients. 

^Production would not be economically feasible if 
more than a unit of output had to be consumed to produce 
and identical unit that req.uired more than one unit as 

input. 

6In "Note: Some Conditions of Macroeconomic Sta¬ 
bility," David R. Hawkins and Herbert E. Simon. Econ- 
ometrica 17:245-248 July-October 1949. In interpreting 
this condition economically, Hawkins and Simon stated that: 
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th 
....if this principle minor involving the 1 and 

j commodities is negative, this means that the quan¬ 
tity of the i^h commodity required to produce one unit 
of the j*"*1 commodity is greater than the quantity of the 
i commodity that can be produced with an input of one 
unit of the j commodity. Under these conditions, the 
production of these two commodities could not be con¬ 
tinued for they would exhaust each other in joint pro¬ 
duction." (p. 298). This condition could be repre¬ 
sented in determinant form: 

1_rl,l _ ri,2 

1 > o 
~r2,1 1-r2,2 

7 
Examples are developed at the conclusion of each 

section. 

g 
Refer to assumption 5. 

The R matrix would contain the physical input co¬ 
efficients. The (Q-R)”l matrix would contain the physi¬ 
cal output coefficients. 

Different overhead rates could be employed for 
each of the processes within the system. The E matrix 
would then assume dimensions of (z-l+n)xn. The (z-l+i) 
row of the E matrix would contain a one in the it*1 column. 
The c vector (refer to formula 4-11) would then contain 
(z-l+n) elements. The last n elements would contain the 
variable overhead rates for the n processes. Another 
possibility would be to employ a uniform value cz and 
vary the coefficients in the z^ row of the E matrix. 

11, 
‘Throughout this section 

refer to particular elements 
elements will be 

it will be necessary to 

of 
designated ajj. 

case that the element is from the 

the A matrix. 
It will always 
-1 matrix and 

These 
be the 
not the 

inverse of a particular element cf the A matrix. 

12 
Ibrmula (4-10) multiplies the net resource input 

matrix E by the gross output vector x to determine the 
resource requirements. Formula (4-11) .multiplies the 
gross resource input matrix H by the net output vector 
y to determine the resource requirements. Formula (4-6) 
specifies the relationship between x and y. 
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13 
Another interpretation can be given to the 0 ma¬ 

trix. Each element 0j_j indicates the expected number of 
output units from process i consumed in process j. In 
the case of 0j_ n+-L the element indicates the expected 
units of output of process i produced for outside con¬ 
sumption . 

14 
The cost of units sold and the valuations of the 

in-process inventories is required by the financial ac- 
acounting system. This information is used in determin¬ 
ing net income and asset valuations. 

^In systems with in-process inventories, the v 
vector will represent the unit produced for outside con¬ 
sumption. The y vector will represent the equivalent 
net production resulting from x units of net activity .' ' 
Because of changes in the inventory levels, there would 
be few cases when the y vector would equal the v vector. 

^The production period is assumed to begin at time 
t and be of unit length. 

17 -1 
Each column of the A matrix contains the number 

of units in each of the processes required to produce a 
unit of output from the process represented by the column 
designation. The subtraction of the I matrix eliminates 
the unit of activity in the process to which the unit is 
being transferred. The subtraction of the Rdg matrix 
eliminates the consideration of any resources consumed 
in the process to which the unit is being transferred. 
The Rdg matrix would only contain the elements on the 
main diagonal of the R matrix. All other elements would 

equal zero. 

18 
The term d a would equal ail of the transfer costs 

to be inventoried. The term c(a7rEtr)^g b would equal 
costs attached to the units in the-, processes where they 

are partially completed. 

19 _ i 
The first term A v equals the gross activity 

levels ntcessary to produce the output v. The second 
term A~^ -tt^I equals the activity levels re¬ 
quired fcr any changes in the in-process inventories. 
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The term Ex equals the resources required for the 
gross activity in the system. (Refer to Formula 4-10) 
The term (at+^7Tt+l+ (N-a^) Trt) E^r) dg a equals the resources 
required for any adjustments in the in-process inventor¬ 
ies . 

21 -1 t+1 t 
The term ( E ajk^vk+TTkk _7Tkk^ would equal the 

gross output fromk=l process i if no consideration were 
given to partially completed in-process inventories. 

22 
The term difference has been substituted for var¬ 

iance . 

2 3 q 
In the term c the superscript is used to indicate 

the observed unit cost during the production period. The 
c vector would contain the standard costs. 

The term (cz~cz)£z would equal the price difference 
caused by expenditures for direct overhead. In the tra¬ 
ditional model the overhead differences would be deter¬ 
mined separately. Therefore, the Price Difference attri¬ 
buted to the direct overhead would not be considered and 
then the differences determined with the traditional and 
input output models would be equal. 

25 
The £ vector would contain the resource inputs 

determined by employing the observed outputs of the sys¬ 
tem and the ex-ante or standard parameters of the input- 
output model. The total quantity difference as determined 
in formula (4-36) would also include the direct overhead 
difference 

2 6 
In formula (4-10) it has been assumed that the 

fixed over:lead rate is determined b/ dividing the total 
expected fixed costs by the total expected units of 
activity. The vector p would contain the allocated 

fixed costs. 

27 
Because in a traditional standard process cost 

system does not specify unit transfer standards. 

* 2 8 
Formula (4-3) would be used to determine the . 

matrix. 
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29 
The superscript £' will be used to indicate that 

the quantity was determined ex-post from the observed 
‘R° and E° matrices. 

30 
The superscript * will be used to indicate that 

the quantity was determined ex-post from the observed 
Eu matrix. The explained variance resulting from both 
shifts in the Eu and Ru matrix combined has been assigned 
to the explained quantity variance that results from 
shifts in the transfer standards. 

p 



CHAPTER V 

LINEAR PROGRAMMING 

AND PROCESS COSTING 

Introduction 

When the process costing models that were developed 

in the previous two chapters are used for planning, the 

,%‘V 

assumption is made that the set of process outputs is-., 

given that meet the objectives of the organization. In 

most multi-product mass production systems there would 

exist many sets of possible outputs from the production 

system. A'problem faced by management would be to se¬ 

lect the "best" or "optimal" set of outputs from all of 

the feasible sets that could be identified. 

The selection of an optimal set of outputs would 

require the identification of some criterion upon which 

an evaluation could be made. Perhaps the most common 

criterion adopted in commercial organizations for plan¬ 

ning purposes would be that of profit maximization. 

However, other measures of utility or goals could be 

employed as criterion in the evaluation of possible out¬ 

puts . 

Linear programming is a set of techniques that 

could be employed for the purpose of identifying an op- 
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timal set of outputs.^- Viewed in this context, it is 

primarily a planning model that would require unit cost 

estimates from some accounting model. However, the out¬ 

put from- a linear programming model could be employed in 

making control decisions. The opportunity costs de¬ 

veloped in a linear programming model could serve as the 

inputs of a cost control model or as the basis for over¬ 

head allocation. 

The chapter is devoted to linear programming for two 

reasons The first reason pertains to the implications 

of the planning and control information that could be 

gained from a linear programming model. The second rea¬ 

son behind this effort is that most process standard 

costing systems possess characteristics that would facil¬ 

itate the formulation of linear programming problems. 

After a brief introduction of linear programming, 

a review will be presented of linear programming tech¬ 

niques that could be applied to multi-product mass pro¬ 

duction systems. Then the outputs of a linear program¬ 

ming mod€-.l for planning and control activities will be 

considered in relationship to process costing. 

Linear Programming and 'the Simplex Algorithm 

Technically speaking, the linear programming prob¬ 

lem is one of selecting non-negative values of certain 



126 

variables to maximize or minimize a linear function sub¬ 

ject to a set of linear inequality constraints. A gener¬ 

al linear programming problem would take the form 

Max Z = cx 

Subject to A x £ b 

x > 0 (5-1) 

The m constraint constants of the problem are summarized 

by the column vector b. The m by n matrix A summarizes 

the constant structural coefficients. In a typical pro¬ 

cess costing primal problem, each column of the A matrix 

would contain the units of activity and resources required 

to produce a particular unit of output. The n element row 

vector c summarizes the criterion elements. In a profit 

maximization problem, the criterion elements would usually 

be the marginal contribution of a unit of output. The non- 

negatively constraints define the Euclidean space so the 

negative values of the x variable are not considered in 

the problem. 

The dual theorem of linear programming asserts that 

for every maximization (or minimization) problem there 

exists a corresponding minimization (or maximization) prob¬ 

lem involving the same problem. In general, the dual 

program, for formula (5-1) could he expressed as: 

# 

Min G = yb 

Subject to yA £ c 

y > 0 . (5-2) 

The primal problem involves selecting n variables summar- 

4 
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ized by the vector x whereas the dual problem involves 

selecting the m variables summarized in the y vector. 

The simplex algorithm is an orderly, converging iter¬ 

ative process for determining what variables are in the 

basis. The algorithm is based on the characteristics of 

the region (generally referred to as the feasible region) 

that satisfy all of the linear constratins. The feasible 

region assumes the shape of a convex polygon. The simplex 

algorithm is a process for exchanging variables in the bas¬ 

is while continually increasing (or decreasing) the value 

objective function. The optimal solution will lie at an 

extreme point or on a face of the feasible region. 

There exist three fundamental theorems of linear pro¬ 

gramming each of which state a necessary and sufficient 

3 
condition for the existence of a feasible solution. The 

first theorem usually referred to as the existence theorem 

states that a necessary and sufficient condition for the 

existence of a feasible solution is that a feasible region 

for both the primal and dual problsm exists. The second oi 

dual theorem of linear programming states that a necessary 

and sufficient condition for the existence of a feasible 

solution is that there exists a feasible solution for the 

dual problem such that the values of the objective functior 

of both problems would be equal. 

The third fundamental theorerr of linear programming 
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is concerned with complementary slackness. This theorem 

states that a necessary and sufficient condition for the 

vectors x and y to solve the primal and dual problems is 

that the complementary slackness condition is satisfied. 

The result of this condition is that if a slack variable 

is not in the primal solution, the corresponding dual 

variable will be in solution. In addition, if a slack 

variable was in the primal solution, the corresponding dual 

variable would not be in solution. 

Process Costing Applications of Linear Programming 

The purpose of this section is to present the vari¬ 

ous classes of constraints that could be incorporated 

into a linear programming problem that would relate in 

some way to a multi-product mass production system. Con¬ 

sideration will also be given to "goal programming" which 

would make possible the incorporation of more than one 

- 4 
objective into a linear programming planning model. 

In most commercial applications of linear program¬ 

ming to process costing, the objective function would 

maximize the total expected contribution margin. The 

first set of constraints would relate to the production 

capacities of the n processes within the system. A 

feasible solution would also require that the quantity 

of the exogenous inputs was less than or equal to the 

quantities available. Therefore, a second set of con- 
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straints could relate to the availability of certain re¬ 

sources. The resource constraints could also relate to 

the availability of non-production resources within the 

organizations. Constraints limiting outputs because of 

restrictions on cash could be incorporated into this 

type of problem. Sales could also be restricted because 

of credit policies of the organization. 

A third possible set of constraints that could be 

incorporated into a linear programming problem could re¬ 

late to market conditions. Constraints could be incor¬ 

porated because of difficulties or limitations in the 

quantities of certain outputs that could be sold. Such 

constraints could also relate to a policy that restricted 

the output of certain products. A break-even constraint 

could also be incorporated into the linear programming 

problem. This constraint would require that the total 

contribution margin expected to be realized from the out¬ 

put would exceed the total fixed costs. 

Goal programming "is distinguished from other types 

of linear programming problems by virtue of the fact 

that at Least one of the constraints is incorporated in 

the objective function in such a manner that it becomes 

a part oc the objective for maximization or minimiza- 

5 
tion." Assume a single goal is specified such that the 

total coitribution margin should squal g. The total es- 
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timated contribution margin would equal hx where h is 

a vector of contribution margins and x is the solution 

to the program. 

In goal programming the objective function would 

take the form: 

Minimize z where z = y + y+. (5-3) 

The y would denote any amount the desired contribution 

g exceeded the actual contribution. The y+ would denote 

any amount by which the actual contribution margin ex¬ 

ceeded the desired contribution g. These differences 

are introduced into the constraints’ by requiring that 

the estimated contribution margin plus or minus a "dif¬ 

ference" would equal the desired contribution margin g. 

In such a case, the contribution margin constraint 

or goal would take the form: 

hx - y+ + y = g (5-4) 

A single goal problem could be expressed as: 

Minimize y+ + y 

Subject to hx - y+ + y = g 

Ax <_ b 

x,y+,y >. 0 (5-5) 

Slack variables would be introduced, and the simplex al¬ 

gorithm would be employed to determine the optimal feasi¬ 

ble solution. If either of the artificial variables 

(y and y+) corresponding to the goal were.not in the 
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) 
I 

basis at optimal solution, the solution of the program 

would result in the goal being exactly realized. 

From the single goal problem, goal programming can 

be extended to a case with multiple goals. A multiple 

c 
goal problem could be expressed as: 

.,. + — 
Minimize ey + ey 

Subject to Px - Iy+ + Iy = g 

Ax <_ b 

x,y+,y 1 0 . (5-6) 

Assuming m goals, the g column vector would have m ele¬ 

ments. The P matrix would have dimensions of m by.n and 

express the relationship between the goals and e would 

equal an m component vector whose elements all equal one. 

The multiple goal problem would enable management to in¬ 

corporate more than one goal into the problem. Such 

goals as profit level, activity levels in the processes, 

and output quantities could be considered in this type 

of linear programming planning model. 

This completes the considerstion of possible linear 

programming applications to multi-product raa3s produc¬ 

tion systems. From each of the irodels discussed the ex¬ 

pected resource requirements, activity levels, and total 

contribution margin could.be determined along with the 

optimum production mix. The next section will consider 

the information that could be obtained from the linear 
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programming that could be employed in cost analysis. 

Cost Analysis 

If linear programming was employed for planning pur¬ 

poses in a process system, it would be possible to de¬ 

velop cost differences based on opportunity costs. The 

traditional standard cost model as developed in Chapter 

III produced cost differences that were based on differ¬ 

ences between the standard and actual costs incurred. 

In the traditional model, the price and quantity differ¬ 

ences are based on the levels of the resource inputs. 

Since the production standards are 'linear, it would be 

possible to express the total price and quantity differ¬ 

ences as a function of the output. This transformation 

will be made in this section to facilitate comparisons 

between the differences of the traditional process cost 

and linear programming models. The first divisions of 

this section will compare the traditional differences 

with these that could be obtained if linear programming 

were employed. 

The remaining sections will be concerned with the 

analysis of the elements in the final simplex tableau. 

Initial]y the analysis wili be ba£ed on the sensitivity 

to chance of the various parameters of the model. The 

final sections will be concerned with the control im¬ 

plications of the shadow prices. 
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7 
1. Price and Quantity Differences 

^ ^ cl 
Assume A , b , and h represent the data inputs 

a 8 
used to determine the optimal program x . This would 

be the linear programming problem considered in the 

planning or ex-ante analysis of the system before the 

production period began. Let A°, b°, and h° represent 

the data values observed during the production period. 

Finally, let A^, b^*, and h^ represent the input values 

that would have been employed in determining the ex-post 

program. These ex-post inputs would incorporate all of 

the additional information acquired during the produc¬ 

tion period concerning the operation of the production 

system and market conditions. The ex-post inputs repre¬ 

sent what would have been observed if there had been no 

avoidable deviations in the production activity. 

Assuming that the production capacity remained con- 

stant, (i.e., those elements in the b vector relating 

to capacity equalled the corresponding elements in the 

b^ vector) then any deviations from the standard costs 

or quantities would result in change in the marginal 

contribution vector h. That is, the h vector would 

differ from the h° and h^ vectors. If the selling prices 

remained unchanged during .the period, the total price 

difference as determined by the traditional model would 

equal: 
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Total Price Differencet = (ha-h°)x°. (5-7) 

Employing a linear programming model and allowing the 

selling prices to vary, the total price difference would 

equal: 

Total Price Difference^5 = (haxa)-(h°x°). (5-8) 

By adding and subtracting the expression (hPxP), the total 

price difference could be expressed as: 

Total Price Difference^ = ( (haxa) - (h^x^) ) + ( (h^x^) - (h°x°)) 

(5-9) 

The first expression in formula (5-9) represents any 

change in the optimum marginal contribution level caused 

by deviations between the ex-ante and ex-post programs. 

The absolute value of this term could be employed in eval¬ 

uating the planning capabilities of the organization. 

The second expression indicates any difference between 

the obtainable marginal contribution and the actual mar¬ 

ginal contribution realized. The total of the second 

term would indicate the cost to be associated with avoid¬ 

able deviations incurred during the production period. 

The total of the quantity differences as determined 

g 
by the traditional cost model would equal: 

Total Quantity Difference^ = u(x°-xa) (5-10) 

When the linear programming model is employed, the total 

quantity difference would equal: 

Total Quantity Difference"^ = (hax°)- (haxa) (5-11) 
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By adding and subtracting the expression (haxP), the 

total quantity difference can be expressed as: 

Total Quantity Dif f erence^ = [ (hax°)-(haxP) ] 

+ [haxP)-(haxa)J (5-12) 

The first expression in formula (5-12) indicates 

the change in the contribution margin because of changes 

in the optimal programs. The second term indicates 

changes in the contribution margin because of deviations 

between the optimal ex-post program and the observed pro¬ 

gram. The ex-ante contribution margins are used through¬ 

out when determining quantity differences. This is in 

keeping with the accounting practice of assigning all 

differences due to price changes to the price variance. 

2. Overhead Differences 

The allocation of fixed overhead costs among the 

products of a system is generally based upon some ac¬ 

tivity level that has been found ro be correlated 'with 

system output. An overhead budget is then prepared and 

an overhead rate is determined by dividing the budget 

total by an estimate of the correlated activity level, 

the two and three variance methods developed in the tra¬ 

ditional model are based on identifying differences 
» 

caused by variations in the activity levels on the over¬ 

head costs. 

Whei either the ex-ante or ex-post programs are 
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solved, b-Ax units of capacity are idle. The dual eval¬ 

uators or the opportunity costs (z^-c^) of the idle ca¬ 

pacity will equal zero at an optimal solution. A capa¬ 

city difference expressed as an opportunity cost would 

be the difference between the contribution margin ob¬ 

tained employing the ex-ante program and the actual con¬ 

tribution margin realized. This capacity difference would 

equal: 

Total Capacity Difference^ = (h^x°) - (h^x^) (5-13) 

This capacity difference represents the marginal 

contribution foregone by producing x° rather than x^ 

units. This is the opportunity cost resulting from not 

employing the available capacity optimally. The linear 

programming model does not lend itself to determining 

versions of the spending and efficiency overhead vari¬ 

ances that can be obtained from the traditional model. 

3. Post Optimality Analysis 

In the final simplex tableau, the opportunity costs 

(z.-c.) with zero values will correspond with the slack 
3 3 

variables in the basis. The slack variables in the 

basis indicate the unused capacity in the system. The 

zero valued opportunity costs indicate that the total 

contribution margin would not be altered with either a 

slight increase or decrease in the availability of the . 

corresponding resource. The opportunity costs will 
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assume positive'values for the slack variables that 

assume zero values at solution. These opportunity costs 

represent the increase or decrease in the contribution 

margin that would be realized if one additional unit of 

the corresponding resource were either added to or sub¬ 

tracted from the available capacity. 

If a slack variable is not in the basis, the avail¬ 

ability of the corresponding resource may be altered 

over a specified range before it would become necessary 

to substitute a vector in the basis to assure a feasible 

t h 
solution. Let at represent the 1 element in the 

final simplex tableau corresponding to the slack variable 

r that has a zero value. The upper limit for adding ad¬ 

ditional units of resource r before a change would take 

place in the basis would equal the minimum positive value 

of the ratio bt/(-l)at for i=l to m. Assuming the min- 

imum positive value of ratio occurs at i=j, this then 

indicates that all of the remaining slack of resource j 

has now been utilized. Any additional units of resource 

r added beyond this limit would result in slack variable 

j exiting from the basis because it would now assume a 

zero value. 

If n units of resource r were removed from the 

available capacity, the contribution margin would be re¬ 

duced by n(z -c ). The limit of the number of units of 
j r r 



138 

resource r that'could be removed before the basis would 

change could also be determined. The limit would be de¬ 

termined by the minimum positive value of the ratio 

b*/a* for i=l to m. If the minimum value occured at 
1 1, r 

i=j, then this would indicate the limit of the reduction 

before variable j would go out of solution. 

4. A Cost Control System 

Most mass production systems would require a signif- 

icant number of resource inputs. It would be expected, 

that the employment of some of the resources would be 

more critical in evaluating the performance of the sys¬ 

tem. The cost control models discussed to this point have 

not possessed the capability of discriminating between 

the relative importance of the resource inputs. For ex¬ 

ample, quantity differences are determined for each re¬ 

source input in the traditional process standard costing 

model. However, the output from the model would give no 

indication as to the implication of any difference upon 

the output of the system. 

A cost control system based on the opportunity costs 

as determined in linear programming would overcome this 

deficiency. It should be recalled that the opportunity 

costs are determined for those re sources that constrain 

the output of the system. In this control system, the 

only costs that would be attached to the outputs would 
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be the opportunity costs of those factors Of production 

which constrain the output of the system. The total op¬ 

portunity costs that would be attached to a unit of out¬ 

put specified in the ex-ante program would equal the ex¬ 

pected marginal contribution of a unit of output from 

that process. 

If a particular class of output was not included 

in the ex-ante solution, the opportunity cost which would 

be attached to the output would exceed the expected mar¬ 

ginal contribution. The difference between the attached 

opportunity cost and the marginal contribution would be 

the profit foregone if a unit of this class of output 

was produced for outside consumption. The goal of man¬ 

agement employing this type of control system would be 

to break-even with the ex-ante plan. 

Operationally, this control system would be des¬ 

cribed as follows. Employing the primal solution of the 

ex-ante program, let p equal an n element row vector de- 

9 
termined by 

p = qA. * (5-14) 

The q vector is an m element row vector that contains 
# 

the (z.-c.) elements associated v>ith the slack variables 
3 3 

in the final simplex tableau. This vector would contain 

the elements in the (z.-c.) row from (z .,-c ,,) to 
j j n+1 n+1 

+-Vi 

(z , -c , ) . The l element of the p vector would 
n+m n fm 
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contain the opportunity cost that would be charged to a 

unit of output from process i. 

During the production period, every unit of output 

would be charged with the appropriate cost from the p 

vector. The ex-post analysis could either cpncern the 

entire system or the individual processes. When con¬ 

sidering the entire system, if haxa equalled px°, the de¬ 

termination would be made that all resources that con- 

cl 3 
strain the output of the system were employed. If h x 

o ' 

was less than px , this would indicate that more capa¬ 

city was available than was indicated in the constraints 

of the ex-ante program. In a case where haxa was greater 

than px°, the constraining resources would not have been 

fully employed during the period. The difference would 

also indicate the profit foregone by the underutilization 

of capacity. 

3 3 CO 
When h x equalled h x , the conclusion drawn would 

be that the output of the system tfas in accordance with 

the ex-ante plan. Furthermore, it could be concluded 

that the optimal planned output would not have been al¬ 

tered by either market or production conditions en¬ 

countered during the period. Shifts in either of these 

conditions normally would influence the observed contri¬ 

bution margin. 
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If haxa did not equal h°x° then the system would 

not have operated according to the optimal ex-ante 

plan. Further analysis could lead to several conclu¬ 

sions. A solution to an ex-post program would be re¬ 

quired. If the solution of the ex-post program equalled 

the solution to the ex-ante program, this would indicate 

that the foregone profit resulted from controllable con¬ 

ditions within the system. The difference between 

(p-h°)x° would indicate the amount of the foregone pro¬ 

fit. The analysis of the individual processes would 

locate the source of the deviation. 

If the solutions of the ex-post and ex-ante pro¬ 

grams were not equal the shift would have most likely 

been caused by factors external to the organization. 

The solution of the ex-post program would permit the 

determiration of any profit foregone because of the 

inability of the system to adapt to the conditions en¬ 

countered during the period. 

The analysis of a system employing this type of 

control system is therefore two-fold. Initial compari¬ 

sons are made between the results and the ex-ante pro¬ 

gram. The objective of management at the beginning of 

any period would be to break-even with the ex-ante pro¬ 

gram. If is were determined tha : an ex-post program 

should be solved, then the adaptive capability of the 

system would also be evaluated. Under such conditions, 

management would seek to break-even with the ex-post 
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program. 

/ 

There are several advantages to the control system 

previously described. Only the critical resources are 

considered and this could result in a significant data 

reduction in the requirements for the system. Rather 

than considering all resource inputs, only those that 

constrain the system would be necessary. This should 

result in the control activities of management being 

focused on areas where immediate and perhaps more profit¬ 

able results would be realized. And perhaps a less ob¬ 

vious advantage is that the analysi-s would be shifted 

from what could have been based on an ex-ante program to 

what could have been based on an ex-post program. 

5. Allocation of Fixed Overhead"^ 

The allocation of fixed overhead to products has 

been a perplexing problem to accountants since the de¬ 

velopment of cost accounting. Generally fixed overhead 

is allocated on the basis of some activity levels that 

varies with the output of the system. The full absorp¬ 

tion costs resulting from such allocations have proved 

to be of dubious value in the context of many decisions. 

The shortcomings of such allocations are quite apparent 

in making decisions concerning temporary shut-downs or 

the acceptance of special orders. 
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If the allocation of fixed overhead were based on 

the opportunity costs attached to the outputs would not 

be distorted. Assume total fixed costs of w and that 

the total marginal contribution exceeds the total fixed 

costs. Let the constant k be defined by 

k = w/hx. (5-15) 

The constant k would be less than one because of the 

assumption that hx>w. The fixed overhead allocated to 

product j would equal kp^. If the full absorption costs 

were incorporated into the linear programming problem, 

it would take the form: 

Max (h-kp)x 

Subject to Ax < b 

x > 0. (5-16) 

This method of allocating fixed overhead would not dis¬ 

tort the optimal program. 

In some cases there may be a negative entry in the 

t 

A matrix. Such a situation might exist if one of the 

constraints in the program requiied a minimum output of 

a certain output. It would be possible under such a 

condition to incur a negative overhead allocation which 

could be interpreted as a subsidy. An example of fixed 

overhead allocation based-on the opportunity cost is 

shown in the following examples. 

This concludes the discussion of cost analysis 

4 
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based on the linear programming model. This material 

will be considered again in the analysis chapter where 

the models will be evaluated. 

Linear Programming Examples 

In this section a comprehensive example will be pre¬ 

sented to demonstrate the uses of linear programming in 

process costing. The problem is an extension of the 

sample problem developed in the previous chapter where 

the input-output model was presented. 

The initial simplex tableau is shown in Exhibit 5-1. 

The elements relating to the capacity and resource input 

constraints are taken directly from the input-output ex¬ 

ample. The elements relating to the capacity constraints 

are taken from the inverse of the technological coeffi¬ 

cient matrix as determined by formula 4-5. The element 

relating to the resource input constraints are taken from 

the gross input matrix as determined by formula 4-8. 

The final simplex tableau is obtained after two iter¬ 

ations and is shown in Exhibit 5-2. The optimal solution 

indicates that 5.5 units of product x^ should be produced. 

The expected contribution margin is $22.00 and the ex¬ 

pected profit equals $2.00. . The sclution also indicates 

that the capacity of the first process is constraining 

the output of the system. Based cn this problem, the re¬ 

maining s€‘ctions will demonstrate cost analysis procedures 
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EXHIBIT 5-1 

Initial Simplex Tableau 
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based on the linear programming model. 

1. Price, Quantity, and Capacity Differences 

The assumptions for this example are shown in Ex¬ 

hibit 5-3. The computations are shown to clarify the 

computations of the various sets of differences. 



EXHIBIT 5-3 

Cost Analysis Assumptions 

observed unit costs c° = [$1.00,$2.00,$1.00,$1.50] 

observed marginal contribution h = [$10.60, $11.35] 

observed resource input 

17.6 

39.6 

17.6 

39.6 

standard resource input 
(By formula 4-11) 

*std 

17.92 

40.32 

17.92 

39.84 

observed unit output cost u° 
(By formula 4-14) 

[$24.40, $28.65] 

solution to ex-post program employing and c 
o 

0 

5. 56 
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s 

Formula (5-7) Total Price Difference*" = (ha-h°) x° 

$-36.96=[[$4.00,$2.00]- [$10.60,$11.35]] 

Formula (5-9) Total Price Difference lp 

5.6 

0 

= ((haxa)-hPxP)) + ((hPxP)-(h°x°)) 

Price Difference = ’ [$4.00,$2.00] 5.5~ — [$10.60,$11.35] " 0 

0 _ 5.56_ 

- 

[$10.60,$11.35] ” 0 ' 
— 

— [$10.60,$11.35] [ 

5.5 ■» — L. 

[-$37.36] = [$41.11] + [$3.75] 

In this case, when planning under-estimated profits 

by $41.11. An additional $3.75 could have been earned 

based on the ex-post program when compared with the ob¬ 

served results. 

T o a 
Formula ^5-10) Total Quantity Difference = u(x -x ) 

$3.08 = [$30.80,$38.05] 
— 

5.5 . "5.5" 

0 0 

Formula 5-12) Total Quantity 

[ Chqx°) - (hqxp) ] - [haxp) - 

9 

Difference 

(ha:<a) ] 

lp 
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Quantity Difference 

= [$4.00,$2.00] 
r* "1 

5.6 — [$4.00,$2.00] 'O' 

0 _ 5.56_ 

+ $4.00,$2.00] 0 — [$4.00,$2.00] 5.5 

5.5 6_ 0 

$.40 = [$11.28] + [$-10.88] 

The $10.88 would be attributed to changes in the op¬ 

timal programs. The $11.28 quantity variance is attri¬ 

buted to differences betv/een the optimal ex-post and the 

observed results. 

Formula (5-13) Total Capacity Difference = (h^x°)-(h^x^) 

$3.75= [$10.60,$11.35] 
-* — 
5.6 "[$10.60,$11.35] ‘ 0 ‘ 

_ 0 5.56 
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2. Post Optimality Analysis 

The post optimality analysis in this section is based 

on the first example shown in Exhibits 5-1 and 5-2. In 

the final simplex tableau, slack variable s^ is not in the 

basis and its corresponding opportunity cost (z^-c^) equals 

$2.50. Assume an additional unit of capacity was made 

available in process 1. 

The optimum output would then equal 

b^/a^^ = 9.8/1.6 = 6.125 units of x^ 

Total Contribution Margin = 6.125 x $4.00 = $24.50 

Less original total contribution margin = 22.00 

Increase in contribution margin $ 2.50 

The increase in the contribution margin equals the oppor¬ 

tunity cost associated with the slack variable s^. 

The range over which the $2.50 opportunity cost 

would be relevant while increasing the availability of 

capacity in process 1 would equal: 

minimum positive value of the ratio of b*/(-l)y*r 

which in this case is 

= 10.4/(-1)4.5 = 2.31 . 

This means that 2.31 units of .capacity in process 1 

could be added and the contribution margin would increase 

by $2.50 for every unit added. After 2.31 units are 

added, tha resource corresponding to slack would exit 
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from the basis. 

If additional units of capacity were removed from 

process 1, the total contribution margin would decrease 

by $2.50 for each unit removed. Since there is no posi¬ 

tive value of the ratio b*/y. , then the relevant range 
l i / r 

of the opportunity cost has no lower limit. 

The opportunity cost (z^-c^) associated with the v^ 

vector equals $.75. It equals the contribution margin 

that would be foregone if a unit of v^ were produced. 

For example, if one unit of v^ is produced, then 4.8125 

units of v^ can be produced. The total contribution 

margin would equal 

4.8125 x $4 = $19.25 

1 x $2 = 2.00 

Total Contribution Margin = $21.25 

The total contribution margir has decreased by $.75 

which equals the opportunity cost associated with the 

v vector. 

3. Control System Example 

In this example, a control system employing the op¬ 

portunity costs provided by a linear programming model 

will be demonstrated. The assumptions are all taken 

from the first example in Exhibit 5-1. Three cases will 

be considered and the data is summarized in Exhibit 5-4. 
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Formula (5-14) p = qA 

p = [$4.00,$2.75] 

Case One Assume the observed output of the system 

5.5 
equalled [ ^ ] . The output from the control system is 

summarized in Exhibit 5-4. Since all of the column totals 

are equal, the conclusion would be that the system was 

operated in an optimal manner. 

Case Two Assume the observed output of the system 

equalled [4*8125]. T^e output of the control system is 

summariced in Exhibit 5-4. Since all of the column totals 

are not equal, the system was not operated according to 

the optimal plan. Since the total of column one equals 

the total of column two, all of the resources that con¬ 

strain the output of the system were used. Since the 

total of column three does not equal the total of column 

three, the output of the system was not in accordance with 

the optimal plan. The seventy-five cent reduction'was 

caused by the output from process two. 

Case Three Assume the observed output of the system 

5 5 
equalled [ q ]. Since the observed output equalled the 

expected outputs and the columns are not in balance, 

there must have been a shift in the marginal contribution. 

Therefore an ex-post program would be solved. The results 

of the ex-post program indicate the $4.70 was lost because 

of a failure of the system to adjust to the operating con- 
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EXHIBIT 5-4 

Summary of Control System Information 

Expected 
Marginal 
Contribu¬ 

tion 
u a h. x, 
l k 

(1) 

Opportunity 
Cost Charged 
to Output 

p. x. 
l 

(2) 

Marginal 

Contribu¬ 
tion 

b , o 
x. h. 
l l 

(3) 

Difference 

(pi"hi)xi 
(2)-(3) 

(4) 

Case 1 

Process 1 $22 $22 $22 $ o 

Process 2 0 0 0 0 

Total $22 $22 $22 $ o 

Cast 2 

Process 1 $22 $19.25 $19.25 $0.00 

Process 2 $ o 2.75 2.00 .75 

Total $22 $22.00 $21.75 $ .75 

Case 3 - Ex- -Ante 

Process 1 $22 $22 $58.30 '-$36.30 

Process 2 0 0 0 0 

Total $22 $22 $58.30 $36.30 

Case 3 - Ex- -Post 

Process $ o $63 $58.30 $4.70 

Process 2 63 0 0 0 

Total $63 $63 • $58.30 $4.70 
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ditions encountered during the production period. 

4. Allocation of Fixed Overhead 

In this example, fixed overhead costs will be allo¬ 

cated based on the opportunity costs generated by a lin¬ 

ear programming model. The assumptions are identical to 

those in the first example of this chapter. 

Formula (5-15) k = w/hx 

k = 10/11 

Formula (5-14) p = qA 

p = [$4.00,$2.75] 

•Allocated Overhead product one = $3.64 

product two = $2.50 

5 5 
Output of [ q ], allocated overhead would equal 

5.5 x $3.64 = $20.00 

a 5 5 
Solution of (5-16), x would equal [ q ], therefore 

allocation has not influenced ex-ante optimal solution. 

Summary 

The purpose of this chapter was to present the in¬ 

formation that could be obtained for planning and con¬ 

trol purposes from a linear programming model. As a 

planning model, linear programming determines the out¬ 

put that will maximize the contribution margin within the 

constraints of teh mass production system. The opportun¬ 

ity costs of the constraints that limit the output of 

the systen are also determined. 
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For control purposes, linear programming would make 

possible the evaluation of management planning. The op¬ 

portunity cost of what "should" have been the program as 

opposed to the actual production program for the period 

could be determined. The cost differences that could be 

obtained from a linear programming model are in some re¬ 

spects quite similar to the differences obtwined from the 

traditional costing model. However, the emphasis in the 

linear programming differences is in making comparisons 

between the ex-ante and ex-post optimal production pro¬ 

grams. 

However, linear programming is not a product costing 

model. It requires estimates of unit output costs so that 

an optimal program can be determined. The similarity of 

the information required by the input-output and linear 

programming models is quite pronounced. The two models 

could form a rather sophisticated process cost accounting 

system. Applications of linear programming would however, 

be limited to multi-product systems. Systems with only 

one output certainly would not require linear programming 

to determine the optimal output. 
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FOOTNOTES 

First described in: 

George B. Dantzig, "The Programming of Interdepen¬ 
dent Activities II Mathematical Model" Econometrica Vol. 
17, No's 3 and 4 (July, October 1949), pp. 200-211. 

2 
The y variables of the opportunity costs of employ¬ 

ing the various resources. The costs are not related to 
conventional accounting costs. 

3 
The discussion of the three fundamental theorems 

of linear programming is based on material in: 
Michael D. Intriligator, Mathematical Optimization 

and Economic Theory (Englewood Cliffs, New Jersey: 
Prentice-Hall, 1971), p. 120“135. 

^The first accounting application of goal program¬ 
ming was suggested in: A. Charnes, W.W. Cooper and Y. 
Ijiri, "Breakeven Budgeting and Programming to Goals," 
Journal of Accounting Research (Spring, 1963) pp. 16-43. 

•^Yuji Ijiri, Management Goals and Accounting for 
Control (Amsterdam: North-Holland Publishing Co., 1965) 
p. 36. 

^Ibid., pp. 44-50. 

7 
Much of the material presented in this section is 

based on: 
Joel Demski, "Variance Analysis Using A Constant L-P 

Model," in Studies In Cost Analysis, ed. by David Solomons 
(Homewood, Illinois: Richard D. Jrwin, Inc., 1968), pp. 

526-551. 

g 
The vector u equals the stardard unit output costs. 

A quantity variance as normally determined in accounting 
would equal the difference betweer the actual and stan¬ 
dard quantities of a resource input times the standard 
unit cost. (refer to formula (3-8) in Chapter III). The 
totaL quantity variance for a production period would 
equal the sum of the quantity variances for the individual 
resource inputs. The quantity variance as determined in 
formula (4-36) equals the foregone, contribution margin 
because of quantity deviations in the output. 
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The elements in the p vector would equal the ele¬ 
ments in the (zrc.) row in the final simplex tableau from 
(z,-c. ) to (z 3.C-5) . 
11/ n n 

The original concept was first described in: 
Robert S. Kaplan and Gerald L. Thompson, "Overhead 

Allocation via Mathematical Programming Models," Account¬ 
ing Review Vol. XLVI No. 2 (April 1971), pp. 352-364. 

The model developed by Kaplan and Thompson is based 
on what generally would be considered the dual solution 
of the linear programming problem. The model developed 
here is based on the primal solution. 



CHAPTER VI 

A STOCHASTIC PROCESS 

COSTING MODEL 

Introduction 

The pattern of the cost flows within a process cost¬ 

ing system is a function of the product flows within the 

corresponding production system. In a deterministic pro¬ 

duction system, all units would pass in a common sequence 

through the processes and exit from the system as final 

product. However, most mass production systems could not 

be classified as deterministic. 

Any unit entering a production system could gener¬ 

ally be expected to exit the system in one of several 

forms. Even units that exit the system in the same form 

may not have cycled through the production processes in 

identical sequences. Often additional processing or re¬ 

cycling is employed to salvage partially completed but 

defective units. The process costing model that will be 

developed In this chapter is based m the premise that 

product flows in a mass production system could be des- 
# 

cribed stochastically. 

The nodel and assumptions will be described in the 

initial sections of the chapter. Tie standard costs will 

be integrated into the model for th2 purpose of costing 

output and inventory. The final sections of the chapter 
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will treat cost analysis that would be possible based on 

the stochastic model. 

The Stochastic Model 

Assume an n process production system with m ways 

in which a unit could exit from the system. The physical 

input coefficients can only take on values of zero and 

one and the unit transfers within the production system 

are described by a stochastic matrix P.1 The matrix would 

be square with dimensions (n+m) and each element p— would 

indicate the probability of a unit transferring to state 

j given that it has completed processing m state i. 

The states include the production processes and the 

ways by which a unit could exit from the system. The 

probability of a transition of a unit from one state to 

another state is dependent only upon the completion of 

the production activity in the most recent process. The 

elements of each row in the P matrix sum to one because 

they exhaust all possibilities. If a state i repre¬ 

sented a way of exiting from the system, the element 

p would equal one. This would be an absorbing state 

and once entered, a unit could no longer cycle through 

The P matrix would take the general form. 
the system. 
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P 

pl,l Pl,2 * 
. P, 1 

1 ,n 
I 

P 
1, n+1 

p 
1 ,n+2 • i 1 ,n+m 

P2,l 
• 

P2,2 * 
• 

* Po 2, n ; 
• 

P 
; 2,n+1 

• 

p 
2 ,n+2 

• 
P 2,n+m 
• 

• 
P 

• 

P o • 

• 
. P 

• 

! P 

• 
p 

• 
. p 1 

3
 

H
 

n, 2 n, n n,n+2 n, n+2 n,n+m , 1 0 • . 0 

I 0 1 . 0 
• • • • 
• • • • 

■ 0 0 . 1 

The matrix could also be relabelled 
2 

as: 

P 

n m 
i 

Q 1 R 

0 1 I 
i 

n 

m 

The elements of the Q submatrix would indicate the 

expected transfers among the production processes. In 

most systems, a majority of the ncn-zero elements in the 

Q matrix would be located just to the right of the main 

diagonal. The basis for this observation is that the 

output of most mass production systems is sequentially 

processed. If the elements of any row in the Q matrix 

summed to one, this would indicate that the correspond¬ 

ing process i did not produce for outside consumption. 

In a case where only one row did not sum to one, it 

th 
normally would be the n row because of sequential pro¬ 

cessing. In most rows of the Q matrix the sum of the 

elements to the right of the main diagonal would be ex- 
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pected to be greater than the sum of the remaining proba¬ 

bilities. If this were not the situation, the indication 

would be that a significant amount of recycling was an¬ 

ticipated within the system. 

The elements in the R sub-matrix indicate which pro¬ 

duction processes communicate directly with the absorbing 

3 
states. Since by-products and the final product would 

be expected to exit the system from a particular process, 

most of the columns in the R matrix would have only one 

non-zero element. If separate states were established for 

defective units exiting from each process, then all.of the 

columns in the R matrix would contain only one non-zero 

element. Unless the activity in a particular process re¬ 

sulted in more than one class of exiting unit, there would 

be only one non-zero element in each row of the R matrix. 

If a process did not communicate with any of the absorb¬ 

ing states, all of the elements ir the corresponding row 

of the R matrix would equal zero. 

The I submatrix would be an :dentity matrix. Once 

a unit entered one of the absorbing states, it could not 

be transferred to any state withir. the system. All of the 

elements in the 0 submatrix would equal zero indicating 

that the absorbing states do not communicate with the pro¬ 

duction processes. 

The mean number of times a unit would pass through 

a process before exiting the system given the entering 
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process was known is given by 

F = (I-Q)-1 
(6-1) 

An element j, of the F or fundamental matrix, would 

equal the average number of times a unit would be in 

process j before exiting from the system given that the 

unit entered the system in process i. The probability 

that a unit starting in a particular process will exit 

from the system in a particular state is given by a 

5 
matrix B where 

B = FR. (6-2) 

th 
Elements of the l row of the B matrix would contain 

the probabilities that a unit would exit the production 

system as final product or some other form given that 

the unit entered the system through process i. 

The stochastic model will initially be considered 

as a planning model and time will be taken into account 

in two distinct ways. In one case, termed the produc¬ 

tion period, the time dimension will be a production 

period cf any specified length. It will be assumed that 

the beginning inventory levels are known and that the 

ending inventory levels and desired outputs are pre¬ 

scribed by management. When production is completed on 

a unit, the unit will be transfeired'and the tranfers 

will be governed by some stochastic matrix. The assump¬ 

tion implicit to this situation is that sufficient capa- 
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city is available in each process to handle the expected 

production plus any variations that might occur during 

the period. Under these conditions, it will not be 

possible to discuss any probable inventory levels during 

the production period because the state of the system is 

indeterminant. This same situation exists when the 

linear-programming and input-output models are employed. 

However, with the stochastic model, time can be 

*'V 

handled in another manner termed the transfer period.-.. 

The assumption made in this case is that all transfers 

take place at uniform time intervals during the produc¬ 

tion period. The duration of the time interval would 

depend on the characteristics of the production system. 

In a school it would be the length of a semester, in a 

hospital, it might be a day, and in production systems 

it could vary from several minutes to days, weeks, or 

even months. One primary consideration would be the ex¬ 

pected production times in each of the processes. It 

would no-; be necessary that they all be equal in that 

dummy or holding states could be Introduced to balance 

the systtmi. 

If the same number of units 2nter the production 

system at the beginning of each production period, then 

after several periods the inventories and outputs of 

the system would reach a steady state. The derivation 
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of this steady state information will be central when 

the transfer period model is developed. The transfer 

and production period models will be considered in sep¬ 

arate sections where the emphasis will be placed on 

planning information. Then the costing of inventories 

and other analysis based on the stochastic model will 

be entertained in the remaining sections. 

Assumptions of the Stochastic Model 
■'•V 

The assumptions underlying the stochastic process¬ 

costing model will be presented in summary form. No 

mention will be made of the behavioral assumptions iden¬ 

tified in Chapter III since they would universally apply 

for all of the models. 

1. Linear Cost Functions: The cost of the ex¬ 

ternal inputs can be represented as a linear 

function of the quantities employed. Prime 

costs would take the general form y=a(x) and 

overhead costs would take the general form 

y=a(x)+b. The overhead costs are divisible 

into a fixed component that does not vary with 

volume and a variable* ccmponent that varies 

with volume. 

2. System Technology: The production system con¬ 

sists of n processes anc. each process has a 

production function that, is linear and propor- 
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tional. The probability distribution that 

describes the expected outputs from a process 

is discrete and is assumed to be stationary over 

the production period. These distributions are 

assumed to be dependent only on the activity in 

the process whose output they describe. Produc¬ 

tion in one process is assumed to be independent 

of the activity in the other processes. This 

condition eliminates the consideration in the 

model of the scheduling of the flows of outputs 

between the processes. The capacities of the 

processes are assumed to be balanced and it is 

assumed that management would not schedule pro¬ 

duction that would exceed the capacity of the 

system. 

3. System Inputs and Outputs: The inputs and out¬ 

puts of the production system are not restricted 

to integer quantities. Each process produces at 

least one measurable procuct for either internal 

or external consumption. If a process receives 

material from another process, the flow is tracked 

in the transfer matrix as a single unit of com¬ 

pleted product rather than as a compilation of 

various components. When said detail is needed, a 

parts explosion matrix mey be introduced separate 

from the Markov chain analysis. 
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4. Stochastic Transfer Matrix: Because of the 

stochastic production functions the expected 

unit transfers within the system can be des¬ 

cribed by a stochastic matrix. The stochas¬ 

tic matrix can be assumed to be stationary 

under normal conditions over the production 

period. The transfer probabilities of a unit 

are dependent upon the process from which the 

unit is being transferred. 

5. Products: The mass production system has one 

principal product and all other outputs would 

be considered by-products. 

Transfer Period Model^ 

Let there by ip transfer periods in each production 

period and let the n element row vector k contain the new 

units started into production at the beginning of each 

transfer period. In many applications all of the units 

would likely enter the system through the first process, 

but situations might be encountered where the units would 

enter in several processes. If the superscript ss desig¬ 

nated steady state information,» then let the n element 

column vector ttss equal the steady-state in-process in¬ 

ventories where 

7rfS = kF. (6-3) 
tr 

The variance of the steady st ate in-process inventory 
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levels can be determined. Let the vector n be the initial 
n 

probability vector of a Markov chain where n = (1/ 1 k.)k. 
i=l 1 

In a case where all of the units entered the initial pro¬ 

cess, the first element of the probability vector would 

equal one. The upper bound formula for the variances of 

7 
the steady state inventories is 

Var (ttSS) <ka (nF-ri (I-Q ) (6-4) 
— sq sq • 

where a is an n element sum vector and the subscript sq 

indicates that each element is the appropriate matrix is 

squared. 

The means and variances of the expected outputs from 

the steady state in process inventories can also be iden¬ 

tified. The expected output that would be realized if 

production was completed on the inventories would equal 

y71 = irSSB . (6-5) 

To determine the variances of the expected outputs from 

the steady-state in process inventories, the n element 
n 

s s s s 
probability vector a is required where a = (1/ E tt. ) tt 

i=l 1 

The variances of the expected outputs from the inventor¬ 

ies are 

Var(yTr) = 7rssa (aB- (aB) ). (6-6) 
sci 

The steady state outputs for each transfer period are 

ySS = kR 1 . (6-7) 

and the upper bound formula for the variances of the 
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steady state outputs is 

Var (ySS<ka (nB-ri (I-Q ) ^R ) . 
— sq sq sq 

(6-8) 

The expected unit transfers at the conclusion of each 

period can be determined from the P matrix. The ex¬ 

pected transfers could be determined employing matrix 

algebra by altering the inventory vector; however, a 

more direct means using algebra will be specified Let 

0 be an n by (n+m) matrix where each element 0^ would 

equal the expected unit transfers from state i to state 

j. Each element of the matrix would be determined by 

6. .=tt?SP. . 1 n, (6-9) 
13 1 ij j = 1 to n+m 

When the © matrix is partitioned as shown below, the 

mapping of the expected transfers can be better under¬ 

stood. 

n m 

Ixpected 

Transfers 

Expected 

Outputs 
n 

The vector of expected resource requirements from 

a transfer period equals 
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l = Ett 
ss 

(6-10) 

and the standard cost of manufacturing would be 

Standard Cost of Manufacturing = sir 
ss 

(6-11) 

where the activity cost vector s is determined 

by (4-16). 

Costs could be attached to either or all of the 

outputs or only the principle product. The value of 

the transfer cost vector d would vary depending upon 

which condition was encountered. In both cases, the 

standard cost of the steady state inventories would . 

equal 

g = d?T 
ss 

(6-12) 

In conclusion, if 6^ equalled the expected cost 

of the units transferred from state i to state j and 

costs were attached to all outputs, then 

Jf a J -e 1=1 to n 
6 . . = 0. . d. for . , , , . 

13 13 1 3=1 to n+ir 
(6-13) 

If costs were only attached to the final product, then 

x- j £ i=l to n 
13 13 1 3=1 to n 

(6-14) 

and 

6 ,, = 0 xlu 
n,n+l n,n+l n 

(6-15) 
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where u^ is the standard output cost of the final pro¬ 

duct. 

Therefore, from the transfer period model, the 

steady state inventory levels, outputs, production costs 

and unit transfers could be obtained. The variances 

and, of course, the standard deviations of the inven¬ 

tories and outputs could be determined. An example will 

now be presented to clarify the material discussed to 

this point. 

Example of a Transfer Period Model 

The assumptions which serve as a basis for this 

example are contained in Exhibit 6-1. From 6-1 and 6-2, 

the F and B matrices are 

1 1 3/4 9/16 7/16 

F = 0 1 3/4 ; b = 9/16 7/16 

0 0 1 3/4 . 1/4 

The steady state inventories, variances 

deviatiors by (6-3) and (6-4) are 

100 0 • 

ss 
IT = 100 ; Var (irSS) < 0 ; 

75 75/4 

, and standard 

Std.Dev. (ttss) < 

0 

0 

4.33 
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EXHIBIT 6-1 

Assumptions of Transfer Period Model Example 

number of production processes 

number of exiting states 

number of direct resource inputs 

2 

n = 3 

m *= 2 

z = 4 

resource input matrix E = 
3 3 0 

12 3 

111 

standard unit cost vector c = [$1.00,$2.00,$3.00,$1.50] 

By (4-16) unit activity cost vector s* ($12.50,$13.50,$10.50] 

By (6-34) standard transfer costs d= ($12.50,$26.00 ,$36.50] 

By (6-35) standard transfer cost3 d-[$12.50,$26.00,$45.18] 

By (6-36) standard output costs u* [$12.50, $34.67, $60. '22 ) 
# 

starting unit vector k = [100,0,0J 

stochastic matrix P = 

“ 0 1 0 f 0 0 ~ 

0 0 3/4 J 0 1/4 

0 0 0 1 3/4 1/4 

0 
# 

0 0 1 1 0 

_ 0 0 
1 

•) 1 0 1 _ 
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The expected outputs, variances, and standard deviations 

of the in-process inventories by (6-5) and (6-6) are 

y* = 

168.75 

106.25 

"8.1 

8.1 

71, 
; Var(y ) = 

66.275 

66.275 

77, 
; Std Dev (y ) 

The steady state outputs, variances, and standard 

deviations by (6-7) and (6-8) are 

ss 
56.25 

43.75 

10.5 

10.5 

; Var(ySS)< 

111 .1 

111.1 

ss 
; Std Dev (y ) 

J 

The steady-state transfer matrix by 

0 

~ 0 1000 0 • 0 
i 

00 75 ' 0 

0 0 0 ! 56.25 

(6-12) would be 

0 

25 

18.75 J 

The vector of expected resources by (6-10) would equal 

200 

600 

525 
# 

275 

and by (6-LI) the standard cost of manufacturing is 

$3,387.50. 
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If costs were attached to all the outputs, the ac¬ 

tivity cost vector d equalling [$12.50, $26.00, $36.50] 

would be used and by (6-12) the inventories would be 

costed at $6,587.50. The expected transfer cost matrix 

by (6-13) would equal 

* 0 $1250 0 » 0 
l 

0 

6 = 0 0 $1950 

• 

i 0 $650 

- 0 0 0 ‘ $2053.125 $684,375 _ • 

The total cost of the outputs equals the cost of produc- 

tion which would be expected at the steady state. The 

cost reconciliation is shown in Exhibit (6-2). 

If costs were only attached to the final product, 

the activity cost vector d equalling [$12.50, $26.00, 

$45.18] would be used and by (6-12) the inventories would 

be costed at $7,238.50. The expected transfer cost 

matrix by (6-13) and (6-14) would equal 

6 = 

r 0 

0 

L 0 

$1250 

0 

0 

0 l 

$2600 
l 

0 

0 

0 I $3387.50 

0 

0 

0 

As would bs expected, the cost of the output equals the 

cost of production. The cost reconciliation is shown in 

Exhibit (6-3).® The production period model will be pre¬ 

sented in the next section. 
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Production Period Model 

In the production period model, it is required that 

the beginning inventory levels are known and that the 

ending inventory levels and desired outputs are prescribed 

by management. The transfers are assumed to be governed 

by a stochastic matrix P and when a unit is completed in 

a process it is immediately transferred. The capacities 

of each process are assumed to be sufficient to handle the 

planned production. Another dimension is added to the 

problem with the production period model. Since the end¬ 

ing inventories levels and outputs are specified, the ex¬ 

pected number of units to be started into production must 

be determined. 

Two cases relating to planned changes in the levels 

of the production period model will not involve inven¬ 

tories. They v/ill be studied in a subsequent section. 

1. No In-Process Inventories 

The eLements of row X in the fundamental matrix F 

contain the expected number of units of activity necessary 

in each process to produce a unit of final product with a 

probabilit/ of b. , given that the unit entered the system 

in process X. Let H be a matrix v/ith diagonal entries 

b^j. If v units of final product were required during a 

production period, then the expected number of units that 

would have to be cycled through the system v/ould equal 
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k = vriH 
-1 

(6-16) 

Let x be an n element row vector where each element 

would contain the expected number of units processed in 

the process while producing v units of final product. 

The x vector would equal 

x = kF. (6-17) 

The variances of the expected activity levels are 

(6-18) 

The expected outputs for the production period would be 

Var(x) = ka(nF(2F -I)-(nF) ). 
dg sq 

y = xR (6-19) 

The first element of the y vector would equal the expected 

output of final product (i.e., v). The variances of the 

expected outputs are^ 

(6-20) 

The expected inter-process transfers would be determined 

Var(y) = ka (nB-(nB) ). 
sq 

by the algebraic expression 

0.. = x.p... (6-21) 
ij 1*13 

The expected resource requirements for the production 

period could be determined by employing formula (4-10). 

2. I:'i-Process Inventories 

Two cases concerning planned changes in the levels 

of in-process inventories will be studied. They can be 

represented as 

„ , t ^ t+1 
Case 1 tt >_ tt 

_ o t . t+1 
Case 2 7r < u 
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Instances where there are planned increases and decreases 

in the inventory levels would require more detailed an¬ 

alysis than will be demonstrated here. As has been indi¬ 

cated, when no change in the inventory levels is planned, 

the formulas for case 1 or case 2 could be used. 

The expected number of units to be started into pro¬ 

duction to realize v units of final product and the plan¬ 

ned inventory change equals'*''*' 

Case 1 k = (vp-(7rt-7rt+'*')H) H ^ . (6-22) 

No general expression was found for the case when the in¬ 

ventories are incerased. Each element of the k vector 

could be determined algebraically by 

n t+1 t 
Case 2 k.=vn./b. ,+ E (( tt . -7r.)/f,.) for j=l to n 

1 3 3 /1 1 l Ai 

when all units causing the increase in the inventories en 

ter process A. The expected number of units to be trans¬ 

ferred fiom the processes during the production period is 

(6-24) Case 1 x= (k+(7rt-7rt+'*') ) F 
n 

Case 2 Xj=(vn_./b_. 1)f.v_.+ ( E 
3' j/1 i=A+1 

for j t 1 to n. 

(tt^+'*'—tt^) /f, . ) f, . 
l l Ai A} 

(6-25) 

Again, nc general expression was found for the case when 

the invertories are increased. 

To determine the variances of the expected transfers 

(6-23) 

12 

a probability vector p and a variable q must be determined 

The variable q indicates the total number of units that 

would be processed in the system. In summary the values 
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of q would be 

/-> i t t+1 Case 1 7T > 7T 
. , ? t t+1 

q = ka + Z 7i. -7T. 

i=i 1 1 

„ 0 t . t+1 . 
Case 2 77 _< 7T q = ka. 

The probability vector p refers to the source of the ac¬ 

tivity v/ithin the system. Summarizing, the values of p are 

Case 1 tt^ > p. = (k . +7Ttt/k 
— i l l l ' q 

0 t . t+1 . , 
Case 2 tt <tt p . = k./q . 

— l l ^ 

The variances of the expected transfers during the pro- 
*'V 

duction period are 

Var(x) = q(PF)2Fd -I)-(pF) ) . (6-26) 

When the inventories are increased, the variances in some 

cases could be overstated. This is caused by the fact 

of in- that the units entering the system for the purpose 

creasing the inventories were treated as if they were com¬ 

pletely processed through the system. 

The expected outputs would be determined by formula 

(6-19). The variances of the expected outputs equal 

(6-27) 

In the case where there is a planned increase in the in¬ 

Var y) = g(pB-(pB) ). 

process r.nventories, the variances would be overstated. 

This results from the fact that* k includes the units neces¬ 

sary to realize the expected outputs plus the increases in 

the inventories. Since no general expression was found to 

eliminate this condition, the variances would be overstated 
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The expected requirements of resource j equal 

n 
Case 1 

Case 2 

o - V v « // t t+1. t . t+1. t+1 t . ,r 
&•- l x . e - ( (tt •-7T. )e..a..)+TT. (a.. -a..)e.. (6 

3 i=i 1 31 1 1 31 3i i 3i 3i 3i 
for j = 1 to z 

n 
n _ v v ~ , / / t+1 t. t+1. t+1, t+1 t . 
£•- 1 x.etl + ((TT. -7r.)e..m )+tt (a.. -a..)e.. 

3 i 3i i i 3i 31 31 31 

for j = 1 to z (6-29) 

The expected cost incurred or allocated to process 

j during the production period equals 

Case 1 t-= Z c . (e. . x . +( e. . a^. )+tt^+1 }e. • ) 
J £=1 -LJ J J J ±J 3 13- 13 iJ 

for j = 1 to n (6-30) 

= v , # / t+1 t. t+1. t+1, t+1 t. 
Case 2 Tj- Z c ± j x . + ( <ir j )+nj (c^ 

for j = 1 to n 

The in-process inventories would be costed by 

(6-31) 

t 2 
g = dir + (tt. Z a*r .c .e . ) 

3i_1 311 1 
(6-32) 

and the expected unit transfers would be determined by the 

formula 

6 . . = x. P . . for 
i] k l] 

i = 1 to n 
j = 1 to n+m 

(6-33) 

The expected transfer costs would be determined by formu¬ 

las (6-13) or (6-14) and (6-15) depending on the costing 

of the outputs. 

From the production period moc'.el the expected outputs, 

activity levels, resource requirements, production costs 

and unit transfers can be obtained. The variances of the 

28) 
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activity levels and the outputs can be determined. An¬ 

other example will be developed to demonstrate the pro¬ 

duction period model. 

Example of a Production Period Model 

The assumptions which serve as a basis for this ex¬ 

ample are contained in Exhibit (6-1) except that the k 

and d vectors do not pertain. It is assumed that 9 units 

of final product are to be produced during the production 
■'■v. 

period and that all costs are allocated to the final pro¬ 

duct. The assumptions relating to the inventories are 

contained in Exhibit (6-4). 

By (6-22) k, the expected number of units that would 

be started in process equals [37/3, 0, 0]. Formulas 

(6”24) and (6-26) give the expected transfers and the re- 

spectives variances that equal 

- 37/3 - ' 2.45 - 

X = 40/3 ; Var(x) = 1.73 ; Std.Dev.(x) = 

. 12 . 2.56 . 

The means, variances, and standard deviations of the ex¬ 

pected outputs are given by (6-19) and (6-27) 

• 9 -3.709• 1.93 * 

; Var(y) = ; Std. Dev(y) = 

- 19/3 - .3.709 -1.93 - 

The £ vector of expected resource requirements is 

given by (6-28) and the expected cost by process is 

given by (6-30). 
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EXHIBIT 6-4 

Assumptions of Production Period Model Example 

starting process for all units X = 1 

units of output of final product v = 9 

'2 " 

t+1 

"2 “ 

in-process inventories tt^ = 2 

i 1 II 1 

. 3 _ .1 . 

completion estimates 

.5 0 0 

.5 .33 0 

.5 .5 .33 

.5 .5 .5 

By (6-37) standard transfer costs d = [$0, 

t+1 
a 

.5 0 -0 

.5 .67 0 

.5 .5 .67 

.5 .5 .5 

$12.50,$34.6 7] 

By (6-36) standard output costs u = [$12.50,$34.67 , $60.22] 
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£ = 

74/3 

77 

73 

_217/6 

x = [$154.17, $176.25, $121.50] 

By (6-32) the beginning and ending in-process inventor¬ 

ies would be costed at $164.25 and $74.17 respectively 

The expected unit transfers by (6-33) would equal 

0 37/3 0 i 0 0 

0 = 0 0 10 ( 0 10/3 

L 0 0 0 1 9 3 

By (6-14) and (6-15), the expected .transfer costs would 

equal 

0 $154.17 0 i 0 0 

6 = 0 

L 0 

0 

0 

$346.67 

$542 0 

A cost reconciliation is shown in Exhibit (6-5). 

The in-process inventories in Exhibit (6-4) will be 

reversed and a case with a decrease in the inventories 

will be demonstrated. By (6-23) k, the expected number 

of units that would be started in process [59/3, 0, 0J. 

Formulas (6-23) and (6-24) give the expected transfers 

and the respective variances that .equal 

x = 

' 59/3 " 0 ~ • 0 

56/3 ; Var(x) = 0 ; Std.Dev(x) = 0 

- 12 - -59/16 - 
• 

.1.975 - 
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The means, variances, and standard deviations of the ex¬ 

pected outputs are given by (6-19) and (6-27). 

y = 
9 

23/3 
; Var(y) = 

1239/256 

1239/256 
; Std.Dev.y = 

2.2 

2.2 

The £ vector of expected resource requirements is 

given by (6-29) and the expected cost by process is 

given by (6-31) 

“ 118/3 ' 

115 

311/6 

t = [$245.83, $255.75, $130.50] 

By (6-32) the beginning and ending in-process inventor¬ 

ies would be costed at $74.17 and $164.25 respectively. 

The expected unit transfers by (6-33) would equal 

r o 

e = o 

L 0 

By (6-14) and 

equal 

59/3 0 • 0 0 
i 

0 14 j 0 14/3 

0 0 9 3 

(6-15), the expected transfer costs would 

0 $245.83 0 i 0 0 1 

6 0 $485.38| 0 0 

0 0.1$54; 0 _ 

A cost reconciliation is shown in Exhibit 

4 

(6-6). 
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Product Costing 

The costing of outputs and inventories with the sto¬ 

chastic model can be accomplished in various ways. Two 

methods will be considered in this section. In the first 

method, costs will be allocated among all of the outputs 

of the system whereas in the second method, costs will 

only be allocated to the final product. The possibility 

of non-seguential transfers and multiple entry points are 

conditions that would complicate the allocation of costs. 

Initially systems with only one entry point and sequen¬ 

tial transfers will be considered. Then the implications 

of multiple entry points and non-sequential transfers 

will be explored. 

1. Transfer Period Model 

In a sequential transfer system where all units en¬ 

ter through process X and all outputs are costed, the vec- 

13 
tor of standard transfer costs would equal 

D 
d.= E s. for j = X to n. (6-34> 

3 i=A 1 

In commercial systems, the attaching of costs to all out¬ 

puts would be rare, but such information may be desired 

in a non-commercial application. 

In most situations, costs are attached only to the 

final proiuct of the system. In a single entry system 

with sequential transfers and onl} the final product 

4 
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14 
costed, the standard transfer costs equal 

• • 

3 3 
d. = E s./ II p. , . for j = 1 to n. 

• % J. * > J. * _L t 

J i=A i=A 
(6-35) 

These costs would be used for costing inventories and 
j 

inter-process transfers. The output of the system would 

be costed at 

u. = ( E f• s. ) / E p. . . for j = 1 to n. 
• ^ A J. X • % J. / X "• -L 

J i=A i=A 
(6-36) 

These costs would be attached to the output of final pro- 

ducts from process j. In most cases the output of final 

product would come from the last or n^ process. 

2. Production Period Model 

In a single entry system with sequential transfers 

where all of the outputs were costed, the standard trans- 

15 
fer costs would equal 

j-1 
d. = E s. for j = 2 to n. (6-37) 

3 i=x 1 

The first term would equal zero since no units could be 

transfer-rad into the first process. The output costs 

would equal 

3 
u. = E s. for i = 1 to n. 

^ i=X 1 
(6-38) 

the 

If costs were only attached to the final product of 

16 
systen, the standard transfer costs would be 

j-1 
d. = ( E f .s.)/f, . for j = 2 to n. (6-39) 

3 j_=2_ 11 A3 
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The standard output costs would be determined by formula 

(6-36) . 

3. Multiple Entry Points 

The costing in a system with multiple entry points 

would be complex but not beyond the capabilities of the 

stochastic model. In a system with multiple entry points, 

units could enter the system through any production pro¬ 

cess. All of the formulation of the stochastic model 

dealing with unit transfers has taken into account the 

possibility of multiple entries. The costing phase of 

the model has only been designed for a single entry, system. 

For a multiple entry system, the transfer and output cost 

vectors d and u would become matrices because a different 

set of standard costs would have to be determined for 

each entry point. To cost the output and inventories, it 

would be necessary to identify the entry point. 

The description of such a model would result in com¬ 

plexity that is not required by the objectives of this 

study. However, such a system woild lend itself without 

much difficulty to a computer application of the stochas¬ 

tic model. 

4. Non-Sequential Transfers 

When non-sequential transfers are permitted in a 

production system, units may enter a process from more 

than one source. This condition vould result from the 

two reprocessing or recycling possibilities depicted in 

Figure 6-1. In the case described in 6-\a unit exiting 
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process d would have a probability of p^ ^ of being re¬ 

cycled back into process b. In 6-lb, the normal sequence 

would be that a unit would be transferred from process c 

to process d; however, a unit exiting from process c 

would have a probability of p of being recycled through 
c y x 

process x before being transferred to process d. 

d,b 

->o- -vb 
1-p 

d, b >o 

X 

o- 
a 

->o- 
b 

->o- 
c 

1-p y 
_ 

d 

6-la 6-lb 

Reprocessing In The Stochastic Model 

Figure 6-1 

Often the cost of reprocessing is charged to an over¬ 

head account and then allocated to the production. If 

this procedure is followed, then reprocessing probabilities; 

would not be incorporated into the P matrix and the stan¬ 

dard costs could be determined based on the appropriate 

formulas from the previous sections. 

However, the stochastic mo^e] would make possible 

cost analysis concerning the decision as to whether units 

should be recycled. The description of the analysis will 

be carried out by means of an example. Referring to the 

(D
 o
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stochastic matrix in Exhibit (6-1) assume the problem is 

to decide whether to recycle the discarded output from 

process three back through process two. If the recycl¬ 

ing was undertaken the new stochastic matrix would take 

the form 

0 

0 

P 0 

0 

1 

0 

1/4 

0 

0 | 0 0 

3/4 ! 0 1/4 

0 3/4 0 

0 1 0 
I * 

0 0 0 0 1 
L I J 

and the F and B matrices by (6-1) and (6-2) would equal 

' 1 16/13 12/13 - ■ 9/13 4/13 - 

F = 0 16/13 12/13 ; B = 9/13 4/13 

. 0 4/13 16/13 _ .12/13 1/13 - 

Assuming that the full activity cost is incurred in 

the second process and that the units are then transferred 

like all other unit3 exiting from process two, the stan¬ 

dard unit cost with recycling can be compared with the 

unit cost without recycling. The standard output cost 
n 

with the recycling would be determined by ( Z f. . s.)/b. 
^ ^ A1 X A / X 

to equal $56.06. Since the standard cost of a unit of 

final product without recycling was $60.22, by recycling 

# 

the average cost of a unit of final product is reduced 

$4.16. The analysis would be quite similar if the ques¬ 

tion concerned the type of recycling as depicted in 
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Figure 6-lb. 

The recycling question is only one area where the 

stochastic model could provide additional cost informa¬ 

tion. The next section will present other areas where 

the information obtained from the stochastic model could 

aid in decision making. 

Cost Analysis 

The material in the following sub-sections will con¬ 

cern several methods of analyzing cost information based 

on the stochastic model. Each sub-section will be fol¬ 

lowed by an example to clarify the material in the test. 

The first two topics will deal with the analysis of the 

unit cost of final product. The last two topics will re¬ 

late to control and the ex-ante and ex-post analysis of 

the system. 

1. Analysis of Unit Costs 

In a system where non-sequential transfers are possi¬ 

ble, additional information related to the unit costs of 

final output may be obtained by further analyzing the sto¬ 

chastic matrix P. The minimum cost of a unit of final pro¬ 

duct results from a unit passing through the processes in 

the sequence 1,2,3,...n and .then editing to state n+1. Any 

unit that followed this sequence would not be recycled. 

The probability of a unit following the minimum cost 

route and exiting the system as final product would be 
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P* = Pi 0P0 ^P 1,2^2,3^3,4 * * ^n-1,11^11 ,n+l * 
(6-40) 

The expected unit cost of a unit passing through the sys¬ 

tem in the least cost system equals 
n 

u* = Z s. . (6-41) 
i=l 

Any difference between the expected unit cost u and the 

minimum (superscript*) unit cost is caused by the exis¬ 

tence of defects, by-products, or recycling within the 

system. Any combination of the aforementioned character¬ 

istics causes an increase in the estimated average unit 

cost. 

Under some circumstances it may. be advantageous to 

segregate estimates of the unit costs. The expected num¬ 

ber of minimum cost units would equal p*k and they could 

assume a unit cost of u*. The remaining (v-p*k) units 

of final product could be assigned an average unit cost 

of (sx-ku*)/(v-p*k). 

The above will now be demonstrated by assuming the 

stochastic matrix that was used in the non-sequential 

transfer example. The probability of a unit following 

the minimum cost route would equal 9/16 from (6-40). The 

minimum unit cost would equal $36.50 from (6-41). If v 

equalled ), then k, would equal 13 b>y (6-16) and the total 
A 

cost of producing 9 units would equal.$504.54 by (6-36). 

The segregated unit costs would equal 
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7.3125 units at $36.50 

1.6875 units at $140.82 

The impact of a change in the cost of a resource 

input upon the estimated unit cost of final product may 

be obtained directly from the stochastic costing model. 

Assuming the cost of resource j shifts Ac^ , then the 

change in the estimated unit of final product equals 
n 

(6-42) u 
n 

In the example with recycling, if the cost of resource 2 

was increased by one dollar, the estimated unit output 

cost.by (6-36) would increase by $9.’67. 

2. Cost Analysis Employing Conditional Probabilities 

Employing conditional probabilities, it would be pos¬ 

sible to determine all of the probabilities for a unit 

given that the unit exited from the production system in 

a particular state. Assuming that the unit exits from 

the system as final product, let H be a matrix with diagon- 

17 
al entries b, , . The conditional Q matrix would equal 

Q = H QH (6-43) 

The conditional fundamental matrix would be 

~ -1 
F = H FH . (6-44) 

With the conditional fundamental matrix, the condi¬ 

tional standard cost of a unit of final product could be 

determined. This cost would be less than the non-condi- 
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tional cost because there is only one possible way of 

exiting from the system. The difference between the 

two standard unit costs is the maximum amount a person 

would be willing to pay for information concerning the 

outcome of a unit entering the system. 

Employing the stochastic matrix with recycling, by 

formula (6-4) the conditional stochastic matrix would be 

‘ 0 1 0 ‘ 0 
i 

A 0 0 1 . o 
P = 

l 

0 3/16 0 ' 13/16 

_0 0 0 1 1 

conditional fundamental matrix wou! 

~ 1 16/13 16/13 - 

*1
 

> 

II 0 16/13 16/13 

- 0 3/13 16/13 - 

By formula (6-36) the conditional unit cost would equal 

$42.10. The difference between tie expected cost of 

$56.06 and conditional cost of $42.10 is the maximum 

that one would be willing to pay for the information that 

a unit entering the production system would exit as final 

product. 

Additional information may also be obtained from the 

conditional fundamental matrix. Employing formula (6-7) 

the conditional activity levels ir each process could be 

determined. The difference between the conditional ac¬ 

tivity levels and those normally estimated would indicate 
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the production activity that would be committed to units 

that would not exit the system as final product. In the 

example, the two expected activity levels would equal 

• - 13 - 9 

X = 16 
A 

; x = 144/13 

. 12 _ _ 144/13 _ 

The difference between the two of 

4 ' 

64/13 

. 12/13 . 

would equal the activity on units that would not exit as 

final product. 

3. Analysis of Attached Overhead Costs 

If a uniform rate was employed throughout the system, 

the total expected overhead cost that would be attached 

could be determined directly. The vector g would give 

the mean number of times a unit would be processed given 

18 
the entering process was known. The g vector equals 

g = Fa. (6-45) 

The expected attached overhead during the period in a 

system without inventories would be 

Expected Attached Overhead = c kg. (6-46) 

In a system with inventories, the total expected 

overhead that would be attached during a production peri¬ 

od would equal 
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Exp 

= c 

ected Attached Overhead 

n 

: Z 

i=l 

, t,, t . t+1 t+lv 
x . +7T. (1-a . ) +tt . a . ) 
11 Zl 1 XI 

(6-47) 

19 
The variance of the attached overhead equals 

Var(Attached Overhead) = c^h[p (2F-I)Fa-(pFa) ). (6-48) 
Z 2 C£ 

The values of h and p would be equal to those used in determining 

the output variances. The vector a is an n element .sum 

vector. 

In the production period example where the inven¬ 

tories were increased, the expected attached overhead 

was found to equal $87.50 with a standard deviation' of 

$7.07. In the case where the in-process inventories were 

decreased, the expected attached overhead was found to 

equal $68.50 with a standard deviation of $6.89. If dif¬ 

ferent overhead rates were used in each process, this 

same type1, of information could be determined by employing 

the expected activity level and standard deviation of the 

activity level for each process. 

4. Ex-Post and Ex-Ante Analysis 

Price and quantity difference analysis could be un¬ 

dertaken based on the stochastic process costing model. 

This analysis could be extended in the same manner as 

the quantity difference analysis presented with the in¬ 

put-output process costing model. Rather than reiterate 

that material, the discussion in this section will in- 

4 
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elude an additional procedure that could be employed in 

ex-ante analysis. 

The standard deviations of the activity levels and 

outputs could be used in evaluation of the observed ac¬ 

tivity levels and outputs. This information could be em¬ 

ployed when determining the number of units to be started 

into production. If the output of final product were 

critical, management may determine to start more units 
‘*‘S. 

into production because of the expected variation in the 

output. For example, if a decision maker wanted to be 

95 percent certain of producing v units of final product, 

the number of units to be started into production in 

process A is 

b ^(k^+2 Var(y^)k2) = v . (6-48) 

If the recycling example v would equal 17.2 units as com¬ 

pared with the mean estimate in starting 13 units. Of 

course when 13 units are started into production, fifty 

percent cf the time the output world be expected to be 

less thar 9 units of final product. By starting 17.2 

units, the expected output of fincl product would be 

greater than 9 units 95 percent oi the time. 

This completes the presentation dealing with cost 

analysis based on the stochastic model. The intention 
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was not to cover all possibilities but rather to high¬ 

light the advantages of the stochastic model. 

Summary 

The stochastic process costing models developed in 

the chapter are capable of being employed to achieve re¬ 

sults similar to those of a traditional process costing 

model. In addition, variations in the outputs and ac¬ 

tivity levels and therefore, costs could be accounted for 

based on analysis of the stochastic transition matrix.- , 

When employed as a planning model, the stochastic costing 

models w^uld provide the same information as the input- 

output model. 

That is, a unit of activity results in a single unit 

of output. The resource inputs in any process can assume 

any value of zero or greater. 



FOOTNOTES 

In a stochastic matrix the values of all the ele¬ 
ments are in the range CKp. .<1. The sum of the elements 
on each row of the matrix equals one. The expected flows 
in the system would be.determined by the expected outputs 
of each process. For example, if it was expected that 
eighty percent of the output of process n met quality 
standards, then such units would be transferred to pro¬ 
cess n+1. It might be expected that the remaining twenty 
percent of the units would be recycled through process x. 

2 
Based on Kemeny and Snell (John G. Kemeny and Laurie 

J. Snell, Finite Markov Chains (Princeton, New Jersey: 
D. Van Nostrand Co., Inc., 1960), p. 44. The P matrix 
was transposed so that the states would be more in line 
with the way one would conceive of a production system. 

3 
The first absorbing state will always be the final 

product of the system. The final product is considered 
to be the. primary output of the production system. 

A proof that the means are finite is that once a 
unit enters one of the set of absorbing states it can 
never return to any of the production processes. The 
probability tends to be that a unit entering at any pro¬ 
duction process will exit from the production system after 
n transitions among the production processes as n tends 
towards infinity. Assume it is possible to enter the set 
of exiting states in x transitions. Let p equal the prob¬ 
ability of entering the exiting set of states. Then 
(1-p) would equal the probability that the unit would not 
have exited the system after x transitions. The proba¬ 
bility of r.ot exiting the system after jx transitions 
would equal (1-p)-^. The term (1-p)-^ tends towards in¬ 
finity, the: probability of exiting the system tends to¬ 
ward one. 
Proof of formula 6-1 
Let q.. equal the probability, that a unit would be in 
procesS j after x transitions given that the unit started 
in process i. Let m. . equal the mean number of times a 
unit would be in proems j given that it entered the sys¬ 
tem in process i. 
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m 
ir j 

00 

z 
x=0 

Since both i and j are production process, the general 
expression for determining the means would equal: 

m = Z Qx 
x=0 

Hadley (1961, p. 118) has shown that 

(I-A) 1 = Z AK = I + A1 + A2 + A3 + ... 
x=0 

if the A matrix has the following properties 
(1) 0 < a.. <1 for all i, j 

— n J 
n J 

(2) Z a. . < 1 
i=l l3 

These are the properties of the Q matrix, therefore 
00 

m = Z Qx = (I-Q)"1 = F 
x=0 

For proof see Kemeny and Snell, Finite Markov 
Chains, p. 52. 

^The transfer period model is based on: R.M. Cyert, 
H.J. Davidson, and G.L. Thompson, "Estimation Of The 
Allowance For Doubtful Accounts By Markov Chains," Man¬ 
agement Science (April, 1962), pp. 287-303. The proofs 
of the formulas in this study are similar to the proofs 
of Cyert, Davidson, and Thompson. 

^Ibid., p. 296. 

g 
Refer to Chapter IV for a mors detailed discussion 

of the reconciliation. 

9 
The variance of F equals: ~ 

Var(x) j Wean (F ; - Mean (F) . 
The term Mean (F)z equals: 

F . 
sq 

A unit starting in process i can go to process j with a 
probability p.If the new state is exiting, then it 
would not be possible to reach state j. Let d.. be a 
constant function that equals one if i=j.‘ If tne new 
state were not exiting the unit will be in state j d^ 
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times from the original position and f . times from the 
other processes. The function f. give3 the total number 
of times a unit is in process j -1 

2 n+m 2 n ? 
Mean (f.) = 1 Pikdi-i + E P-tv Mean(f.+d. .) 

3 k=n+l 1K 13 k=l 3 13 

n 
E 

k=l 
= E p., (Mean f . + 2 Mean f .d. .+d. .) 

ik D J ID il 

= Q(Mean f.) + 2(QF) , + I 
J ag 

= (I-Q-1) (2 (AF) ■+1) 
_i dg 

substitute for Q = (I-F ) 

= F(2 ( (I-F-1)F) +1 

Mean (f ?) = F(2F -I) 
3 dg 

Therefore: Var(x) = F (2F^ -I) - F 
dg sg 

Since p is the probability vector that contains the proba¬ 
bilities of where a unit starts, the variance of one unit 
would equal: 

Var(x) = 7F(2Fdg-I) - (nF). 

Since ka units are cycling through the system the variance 
for the ka units would equal: 

Var(x) = ka(nF(2F -I) - (nF) ) 

Let (nB) be a matrix obtained by squaring each 
element in the victor (nB). The components in the P vec¬ 
tor give tne probabilities of where an exiting unit 
started in the production system. The probability of a 
unit exiting from the system as final product is given 
by the first component of the vector (nB). The other com¬ 
ponents wo aid give the probabilities of a unit exiting in 
another state. If ka units exit from the system, then 
ka(pB) givas the expected units exiting in each state. 
Let f be a function that takes the value of 1 when a unit 
exits as final product, and zero otherwise. The variance 
of the function f would equal: 9 

Var(f) = m(f)Z - [m(f)] . 
Since f can only assume^values of zero and one, the 
f=f . Thus m(f) = m(f) . Hence the variance of f is given 

the first term of: 
nB - (nB) 

sq 
Since the orocess is started h times, the variance of y 
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would equal 
Var(y) ka(nB - (nB) ) 

sq 

1:Lk = (vn-(tt^-tt^*^) H) H 1 
The expression (tt -tt jH gives the vector of expected 
output of final product that results from the decrease 
in the inventory of the processes. Subtracting this 
from the vector vn results in the number of units of 
final product that must come from units bejng started 
into production. The multiplication by H gives the 
expected units that would have to be started into pro¬ 
duction. 

12 , , t .t+l.x_ 

The expression k+Trt-Trt+'*' gives the vector of the units 
that will be cycling through the system. Then multi¬ 
plying by F gives the expected activity in each process. 

13 
Formula (6-13) would be used in conjunction with 

formula (6-34) for costing all transfers and outputs.' 
In cases where A>1 the element of the d matrix from 1 to 
A-l would equal zero. 

^Formulas (6-14) and (6-15) would be used in con¬ 
junction with formulas (6-35) and (6-36) when only the 

final product is costed. 

"^Formulas (6-14) and (6-15) would be used in con¬ 
junction with formulas (6-37) and (6-38) in a production 
period sysrem when all outputs are costed. 

1 6 
Formulas (6-14) and (6-15) vould be used in con¬ 

junction with formulas (6-36) and (6-38) in a production 
period system when only the final product is costed. 

1 7 
Kemeny and Snell, Finite Maikov Chains, p. 64, 65. 

18Ibid., p. 51. 

19 
Ibid., p. 51 and 52. 



CHAPTER VII 

EVALUATION AND CONCLUSIONS 

Introduction 

In this chapter the process costing models enter¬ 

tained in this study will be evaluated based on the cri¬ 

teria identified in the second chapter. Attention will 

also be directed to certain questions concerning the 

validity of the models. The last section of the chap¬ 

ter will concern the conclusions drawn from the study, 

limitations of the study, and possible areas for future 

research. 

Evaluation 

Each process costing model considered in this study 

will be evaluated individually. The conclusions reached 

based on the evaluation will be presented in the last 

subsection cf this chapter. 

1. Process Costing With Historic Costs 

Process costing employing historic costs can best 

be described as a set of rules end procedures for the 

allocation of costs on an ex-post basis among the in¬ 

ventories and outputs of a mass production system. No 

specification of the relationships among the processes 

is r.ece ssary because the 'cost allocations are handled 

on an ad hoc basis at the conclusion of each period. 
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This class of costing system would not require any spe¬ 

cifications of the relationships between expected ac¬ 

tivity levels and the corresponding resource require¬ 

ments . 

Budgets could be prepared based on the-unit costs 

and relationships determined for a preceeding production 

period, but this type of accounting system lacks any 

control mechanism for assuring that the results deter¬ 

mined from previous production periods represent an 

efficient or normal operation of the production system. 

The incorporation of a process costing system employing 

historical costs into an open loop control system is 

precluded because of the lack of standards. Such stan¬ 

dards would serve as the norm to which control activi¬ 

ties would be directed at influencing the operation of 

the system. 

In evaluating process costing systems employing 

historic: costs based on the criteria established in 

Chapter II, these conclusions were reached. This method 

is not structured in a manner which allows it to be used 

as a planning model. Moreover, it was also determined 

that there is no obvious means for incorporating manage¬ 

ment goals into the planning model to permit the identi¬ 

fication of feasible alternatives. The output from a 

historic cost model would be of little use in the area 

« 
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of operation control. 

In. summary, process costing with historic costs 

does not meet any of the evaluation criteria. It is 

concluded that process costing with historic costs is 

a methodology for ex-post cost allocation and the use 

of information obtained from such a system for purposes 

other than financial reporting is of dubious value. 

2. Process Costing With Standard Costs 

Process costing employing standard costs implies 

the existence of a structured model of a mass produc¬ 

tion system. However, the literature contains only 

detailed descriptions of process costing methods em¬ 

ploying standard costs. Ad hoc procedures are des¬ 

cribed when such technical problems as, consumption 

within the system and non-homogenous physical output 

coefficients are encountered. The absence of an ana¬ 

lytic formulation of the standard cost process costing 

model would inhibit its application in the area of 

planning. The lack of structure vould complicate the 

computational procedures necessary for evaluating var¬ 

ious production alternatives. 

Based on the criteria established in Chapter II, 

these conclusions were reached concerning process cost- 
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ing with standard costs. The evaluation of production 

alternatives in planning with a standard costing system 

would be possible for relatively non-involved systems. 

However, such evaluation could become cumbersome if the 

system were complex or if many alternatives were to be 

considered. The lack of a general analytic structure 

of the standard costing model would preclude the incor¬ 

poration of management goals in the model for planning. 

Since standard costs are based on standard resource 

inputs, some of the output from a standard costing sys¬ 

tem would be useful in production control. The resource 

quantity differences would indicate deviations from the 

expected levels of consumption. Such information would 

meet the requirements of an open loop control system. 

The several sets of overhead differences would highlight 

deviations caused by spending and capacity utilization 

variations. Such information should prove useful to 

management in the area of operational control. 

However, variation in the consumption of resources 

is to ba expected. The standard costing model has the 

capacit/ to indicate the source of resource consumption 

deviations, but not the statistical significance of the 

variation because the appropriate probability distribu¬ 

tions are not incorporated into the model. 

Except for the second evaluation criterion concern¬ 

ing the incorporation of management goals in the plan- 
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ning model, the standard process costing model to vary¬ 

ing degrees meets the other three criteria. However, 

the lack of a generalized analytic model of the stan¬ 

dard process costing procedure would appear to limit 

its application and the information obtained for manager¬ 

ial and operation control activities. The lack of struc¬ 

ture would also impair the integration of the costing 

model with most other planning and control models of an 

organization. 

3. Input-Output Model With Standard Costs v 

The input-output process costing model would appear 

to overcome the most evident deficiency of the standard 

process costing model. By employing physical output co¬ 

efficients, the input-output model provides the struc¬ 

ture which was lacking in the standard process cost 

model. When employed as a planning model, various pro¬ 

duction alternatives can be entertained and the expected 

costs and resource requirements can be determined. Price, 

quantity, and overhead differences can also be obtained 

from the input-output model for use in an open loop con¬ 

trol system. 

Based on the input-output model, differences can be 

developed based on the consumption of inter-process re¬ 

source transfers. Also, the expected unit transfers and 

standard transfer costs can be determined based on the 

input-cutput model. Perhaps the- significant advantage 
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to be associated with the input-output model is the re¬ 

quirement that the entire production system be considered 

in the model. The resource inputs and the relationships 

among the processes must be considered in the construc¬ 

tion of an input-output model. 

The domain of the input-output model is considerably 

broadened when the system is formulated as a linear pro¬ 

gramming problem. The application of linear programming 

would be appropriate in multiple product systems and ^ 

would permit the incorporation of management goals into 

the planning model. With linear programming, the con¬ 

straints which limit the output of the system are identi¬ 

fied with their corresponding opportunity costs. A cost 

control system based on these opportunity costs could 

lead to a reduction of the data manipulation requirements. 

Such a system would also indicate any foregone profits 

resulting from less than optimal operations of the system. 

The solution of the ex-post linear programming prob¬ 

lem permits the determination of the optimal output under 

the conditions encountered durinc a production period. 

The analysis of the ex-post solution and the observed re¬ 

sults wculd make possible the evaluation of a manage¬ 

ment's capacity to adapt to operating conditions during 

a production period. A set of piice and quantity differ¬ 

ences based on the linear programming solutions can be 
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determined to indicate the opportunity costs resulting 

from various operating decisions. 

In evaluation the input-output model based on the 

criteria from Chapter II, the following observations are 

made. The input-output model has the capacity to serve 

as an ex ante planning model in that estimates can be 

obtained for the expected costs, resource requirements, 

and inter-process transfers. In a multiple product sys¬ 

tem, the model could be formulated as a linear programming 

problem. As has been previously mentioned, this would 

permit the incorporation of management goals into the 

planning model. Therefore, an input-output costing model 

would meet the first two evaluation criteria concerning 

the estimation of costs on an ex ante basis and the se¬ 

lection of a production alternative. 

Concerning the last two criteria, the necessity of 

modeling the entire production system to implement an in¬ 

put-output system, could result :-.n isomorphic production 

and cost control systems. Since linear programming would 

identify the resources constraining the output of the 

system, the significance of a quantity difference of a 

constraining resource would be more apparent. The statis¬ 

tical significance of any of the price or quantity differ- 
» 

ences cculd not be determined since the model is determin¬ 

istic. However, the segregation of the total quantity 

« 
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differences between that caused by shifts in the consump¬ 

tion pattern between the processes and any variation of 

consumption within a process should aid in operational 

control activities. 

Therefore, based on the last two criteria, the in- 

put-output model would appear to be a significant im¬ 

provement over the existing technology. The necessity 

for modeling the entire system would results in informa¬ 

tion that would aid in the control of production. This 

model would also permit more detailed analysis of devi¬ 

ations between observed and planned'results. 

4. The Stochastic Process Costing Model 

The stochastic model is the most sophisticated of 

the models considered in this study. With the potential 

of determining the means and variances of the expected 

outputs end activity levels, this costing model perhaps 

could be the most useful to management. The capability 

of the transfer period model to estimate the steady- 

state in process inventory would provide management with 

information that could not be obtained from the other 

models. 

Lost, units can be incorporated .into the stochastic 

model by assigning them an exitinc state. The model can also 
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handle by-products but joint products would present prob¬ 

lems unless they were produced in the terminal process. 

In the input-output model, each process is limited to a 

single output. If the joint product occurred in the last 

process and the unit output could be considered to con¬ 

sist of certain percentages of the joint product. This 

same method could be employed with the stochastic model. 

t h 
If any process except the n produced joint products 

that required additional processing, neither the input- 

output or stochastic models could be employed. 

Both the transfer and production period models could 

be employed as ex ante planning models. With either of 

the models, costs could be allocated among the inventor¬ 

ies and outputs if standard costs were employed. Since 

the stochastic model is limited to one primary output, it 

would lend itself to linear programming for the purpose 

of selecting a production alternative. However, the 

parameters of the stochastic models could be incorpor¬ 

ated into a general linear programming model of a firm. 

The stochastic model would therefore meet the first two 

evaluation criteria. 

The stochastic models .would appear to be more than 

adequate as production control models. The variances 

of the outputs and activity levels would permit the de¬ 

termination of the statistical significance of variations 
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within the system. The identification of this type of 

information is not common to most cost accounting sys¬ 

tems. The stochastic models are judged to be superior 

to both the historic and standard costing systesm. 

Validation 

Except for the traditional process costing models, 

the analytic models in the study have been constructed 

to simulate the behavior of abstract mass production 

The problem of validating these models would center 

around the assumption of linear production functions. 

The classification of costs into fixed and variable 

components is based on the assumption of a linear pro¬ 

duction function over some relevant range of activity. 

-The accountant, by segregating costs into fixed and 

variable components, has divided a series of complex in¬ 

terrelationships into components whose performance can be 

understood. A trade-off is made between simplicity of 

construction and the degree of accuracy necessary and 

the departure has been tolerated jn the interest of sim¬ 

plicity and economy. Ijiri and Jeedicke (1966) have em¬ 

phasized the reliability of the output of accounting sys- 

« 
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terns. When considering reliability, the important ques¬ 

tion is whether the system works as it is supposed to 

work. This system does indicate estimates of the incre¬ 

mental costs between alternatives, and when fixed over¬ 

head cost allocations are treated discretely, these mod¬ 

els would appear to provide useful information for deci¬ 

sion making. 

Another validation question would be encountered 

were any of the models operationalized. Since the pre¬ 

dictive output of the model would serve as a basis for 

selecting a production alternative and the establishment 

of the norms upon which the ex-post analysis would be 

based. • The validation question would be concerned with 

whether the model is "a correct or valid inference for 

the actual process.Two factors would have to be con¬ 

sidered. The first, dealt with in Chapter III would con¬ 

cern the managerial philosophy of determining standard 

costs. If motivational factors are considered in setting 

"tight" standards, all inferences drawn from the model 

would ha/e to take this into consideration. 

In a more general sense, the validation question 

would be directed at the goodness of fit between the mod- 
* i 

el output and the observed output. The operational con¬ 

trol problem of the investigation of cost differences 

should also consider the validity of the parameter set- 
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tings in the costing model. The characteristics of the 

production system would be expected to shift through time 

and therefore the costing model would have to be main¬ 

tained so that it would remain a reasonable representa¬ 

tion of the production system. The use of historical 

data, trend analysis, and statistical goodness of fit 

tests would be employed in maintaining the costing model. 

Conclusions 

Process costing employing historic costs is a method 
-V . 

ology cloaked in a technical jargon for the allocation of 

costs. The information obtained from employing the 

methodology certainly meets the requirements of financial 

reporting but would have dubious value in the areas of 

management and operations control. Since few structural 

relationships must be specified when employing the method 

ology, significant manipulation would be required to em¬ 

ploy the costing information for purposes of evaluating 

production alternatives. Since norms are not explicitly 

requirec by the methodology any decisions in the area of 

operations control, based on process cost information, 

would rely heavily on a decision maker's intuition. The 
9 

lack of structure and the use of arbitrary cost alloca¬ 

tions successfully eliminate any technical problems that 

might limit applications. However, applications are 

limited because of the unproven value of the information 
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output and the lack of a precise and lucid description 

of the model that might make non-commercial applications 

more apparent. 

The introduction of standard costs into process cost¬ 

ing adds structure in that expected resource-inputs are 

specified for given outputs. This structure should theo¬ 

retically make possible the ex-ante costing of production 

alternatives. The price, quantity, and overhead differ¬ 

ences generated from standard costs also should aid man¬ 

agement in making decisions relating to operational con¬ 

trol. • But process costing procedures employing standard 

costs have not been formalized into a structured model. 

They rather exist in detailed procedural descriptions 

which are encumbered with a technical jargon. 

In this study, it has been shown that process cost¬ 

ing procedures employing standard costs can be structured 

as a Leontief input-output model employing physical out¬ 

put coefficients. The costing of outputs and inventories 

is possible with this model and therefore, the require¬ 

ments of financial reporting are met. With the input- 

output costing model it is possikle to determine directly 

ex-ante estimates of the cost anc resource requirements 

of output and inventory alternatives. In the ex-post an¬ 

alysis of the operation of the system, it is possible to 

analyze the consumption of output s of the various pro- 
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cesses by other processes within the system. 

An input-output process costing model can be formu¬ 

lated directly into a linear programming problem. Linear 

programming techniques permit the incorporation of objec¬ 

tives or goals in one form or another into the model and 

identify the production alternative or set of alterna¬ 

tives that would result in the realization of the objec¬ 

tives. A linear programming model will also identify 

those resources which constrain the output of the system 

and determine the related opportunity cost. A process 

cost system employing these opportunity costs would re¬ 

sult in considerable data reduction. A budgetary control 

system based on these opportunity costs would highlight 

deviations from planned activity and the foregone profit 

resulting from such deviations. The solution of an ex¬ 

post linear programming problem would permit the determin¬ 

ation' of what could have been accomplished based on the 

constraints encountered during a production period. This 

would permit analytic ex-post am.lysis of the ability of 

management to adapt to unforeseer, contingencies. 

As a result of structuring process costing as an in¬ 

put-output model, the relationship to the linear program¬ 

ming problem became apparent with the resulting addition¬ 

al information for planning and control. The joint-pro- 

duct condition was the only technical problem encountered 

4 
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that could not be incorporated directly into the input- 

output model. 

The process costing systems based on the stochastic 

transfer matrix are the most sophisticated costing models 

considered in the study. They offer several added advan¬ 

tages over the input-output costing model. In the trans¬ 

fer period model, the steady state in-process inventories 

can be determined. In both the transfer and production 

period models, the means and variances of the expected 

outputs and activity levels in each process can be de¬ 

termined. This information would be of value in both 

ex-ante and ex-post analysis. With the stochastic models 

it is also possible to cost the inventories, outputs, and 

determine the cost and resource requirements of various 

production alternatives. 

As a result of formalizing the structure of the pro¬ 

cess costing methodology the information that can be ob¬ 

tained from the models will better meet the needs of man¬ 

agement in the areas of managerial and operations control. 

By structuring the process costing model, the existing 

technology is presented in a general comprehensive format 
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such that other applications could become more apparent. 

In the context of non-commercial organizations there ex¬ 

ists a need for managerial accounting systems. Perhaps 

methods employed in commercial organizations would be 

suitable and these applications will become more evident 

if the techniques are presented in a structured rather 

than a descriptive fashion. 

The structuring of any managerial accounting system 

should foster the integration of the planning and control 

models of an organization. For example, linear program¬ 

ming requires unit contribution margins, Bayesian deci¬ 

sion models require various profit and loss estimates, 

and cash budgeting models require estimates of future 

expenditures. This information can be provided from a 

structured process costing system. 

In conclusion, it would appear that future research 

might be directed toward the integration of Bayesian de¬ 

cision models into process costing systems. The non- 

structured information that is often available to manage¬ 

ment could then be incorporated into the model. Queuing 

theory might find application in the costing of mass pro¬ 

duction systems where the expected service times of the 

processes and waiting times between processes were avail¬ 

able . 

4 

The stochastic aspects of mass production systems 
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could possibly be incorporated in a stochastic linear 

programming model. All of the models considered in this 

assumed linear cost functions. Future research might be 

directed towards employing non-linear programming and 

other models where non-linear cost functions could be 

considered. 
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FOOTNOTES 

^“Richard L. Van Horn, "Validation of Simulation 
Results," Management Science Vol. 17, No. 5 (January, 
1971) , pp. 247-250. 
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GLOSSARY 

A 

Var (x) = 

Std.Dev. 

Basic Notation 

a. . = matrix with elements a.. 
13 13 

the ij element of the inverse of the A matrix 

b. = vector with elements b. 
1 1 

the transpose of matrix A 

results from squaring each element in the H -matrix 

results from A by setting off diagonal elements 

equal to zero 

variance of the mean values given by the vector x 

(x) = standard deviation of the mean values given 

by the vector x 

Variable Names 

c = n element vector of standard costs 

d = n element vector of standard transfer costs 

E = z by n matrix of resource requirements 

F = fundamental matrix of stochastic process 

g = inventory valuation vector 

I = identity matrix 

ISL= z element vector of resource lequirements 

m = number of production system outputs 

n = number of processes in#system 

P = stochastic matrix 

u = n element vector of standard output costs 
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x = n element vector of units of activity 

y = m element vector of outputs 

z = number of resource requirements 

6 = n by n matrix of standard inter-process cost transfers 

0 = n by m+n matrix of unit transfers 

a = z by n matrix of completion estimates 
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