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ABSTRACT
Snow coverage is often predicted through analysis of satellite images. Two of the
most common satellites used for predictions are MODIS and Landsat. Unfortunately,
snow coverage predictions are limited either by MODIS images sets’ low resolution
quality or Landsat dataset’s low temporal frequency. In this study, we employed a
set of various machine learning techniques, including multilayer perceptrons (MLP),
random forest regressor (RF), and convolutional neural networks (CNN) to model
the relationship between high temporal frequency of MODIS data and high spatial
resolution of Landsat data. Through various experiments, we propose an improved
Fractional Snow Coverage (FSC) based on relationship between RGB, lower fre-
quency infrared channels and regional locality.
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1. Introduction

Snow coverage predictions have largely relied on data collected through satellite im-
ages. The two major resource of remote sensing comes from Landsat and MODIS
satellites. Landsat provides high resolution (around 30 meters) data, but the data
is recorded in low frequency (roughly around 16 days). MODIS provides daily low
resolution images (around 300 meters). A key measure of the amount of snow in a
region is Fractional Snow Cover, which is the fraction of the region that is covered
in snow (ranges from 0 to 1). The Normalized Difference Snow Index (NDSI) was
used as the major indication of snow cover presence in comparision with Fractional
Snow Cover (FSC). In order to join the advantages from both data provider and pro-
duce high quality data samples, we propose a new method in modeling snow coverage
through machine learning techniques such as multilayer perceptron, random forest,
and convolutional neural network. Our research focused on using machine learning
models to produce a more accurate version of Fractional Snow Cover calculated based
on Normalized Difference Snow Index and spatial locality inherent in remote sensing
imagery.
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2. Related work

Throughout the years, machine learning techniques, especially those of deep learning,
have been used in remote sensing projects that includes cloud segmentation (Drönner
et al. 2018), image classification (Wang et al. 2018), and facade labeling (Lotte et al.
2018). Research has also shown potential in detecting snow coverage presensce and
boundaries (Bonev 2017). However, snow quantification still largely relies on expert
opinions (Pimentel, Herrero, and Polo 2017). Snow coverage quantification has relied
on human made features from the beginning (Hall, Riggs, and Salomonson 1995).
Novel snow quantification methods seeks to derive new formulas based on reflectivity
and differential phases (Bukovčić et al. 2018).

Machine learning research has been largely focusing on identifying snow, rather than
quantifying snow (Bonev 2015, 2017). However, in recent years, researchers started to
recognize the potential in forecasting and estimating snow water equivalent (SWE) in
real time through machine learning techniques such as regression trees and feedforward
neural networks (Bair et al. 2018). Researchers also worked on explaining and drawing
inferences from those machine learning models (Jiang 2018).

3. Data collection and processing

3.1. Study areas

The main area of interest is the Tuolumne River Basin (Figure 1), located in Califor-
nia’s Sierra Nevada. The region is located in the central location of California, inside
Yosemite National Park. The O’Shaughnessy Dam constructed in 1923 and the new
Don Pedro Dam, completed in 1971, have been providing water for farmers and San
Francisco residents. The area covers the two major origins of stream flow, Mount Dana
and Mount Lyell. Elevation within the area ranges from 3762m to 485m as the two
streams flows down the mountains on the east side of the region to the valleys on the
west side. A large part of the region is covered in snow and ice from mid-November
to late April, with the heaviest snow coverage centered around months of February
and March. The region covers a few distinct zones of forest, including trees adapted
to hot, dry climate, like blue oak, California lilac, and gray pine, and other higher
regions dominated by mountain hemlock and lodgepole pine (Epke et al. 2010).

Figure 1. Tuolumne Basin Landsat
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3.2. Data collection

We collected 15 pairs of MODIS (Figure 2(a)) vs. Landsat (Figure 2(b)) corresponding
pairs from Jan 1st, 2017 to May 1st, 2017. We use the 8-day composite for MODIS
Terra Surface Reflectance and Landsat Top of Atmosphere (TOA). We focus on bands
1, 4, 3, which correspond to Red, Green, and Blue channels for MODIS Terra Sur-
face Reflectance, and band 3, 6 for Landsat TOA, which correspond to Green and
Shortwave Infrared channels.

(a) MODIS image

(b) Landsat image

Figure 2. MODIS vs Landsat correspondence

3.3. Data processing

Because of the sinusoidal mapping of MODIS imagery, the images appeared to be
composed of tilted parallelograms in comparison with Landsat images.

For each MODIS image, we utilized a Flood fill algorithm to collect information
about colors of the same region. Since the amount of pixels in the region can be fairly
large, in order to avoid stack overflow problems caused by very deep recursion, we
used a iterative implementation of Flood fill algorithm based on queue (also known as
Forest Fire algorithm). The general steps of the algorithm can be seen in the appendix.
Using the flood fill algorithm (Appendix A), we can collect the information about the
MODIS grid as well as the corresponding Landsat region. We can compute a new
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(a) Intial MODIS Image (b) Floodfill product

(c) Centroid extraction (d) Corrected grid

Figure 3. Floodfill and data extraction process

corrected matrix for the condensed information.
Although most of the regions can be extracted by the above algorithm, some regions

can have same color as its neighbors, which makes it more difficult to extract the exact
regional information. We devised another algorithm (Appendix B) to approximate the
regional correspondence for grids that have same color as its neighbors.

After finding the information for the MODIS grid and corresponding Landsat re-
gions, we fed the data into the machine learning models.

Figure 4 illustrate the products of each image processing step.

4. Methods

4.1. Fractional snow cover

The goal of the research is to predict an optimized version of fractional snow cover
percentage of the MODIS regions. A typical MODIS tile region has roughly 96 Landsat
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pixels within it. Because of the high spatial resolution of Landsat images, we can use
the Landsat pixels to give an accurate fractional snow cover for the MODIS pixels.
Essentially, the Landsat data give us ground truth for the Landsat/MODIS image
pairs.

The ground truth fractional snow percentage for a MODIS region is computed
based on Normalized-Difference Snow Index of the Landsat pixels. This is calculated
based on the normalized difference between green and mid-IR bands (Riggs, Hall, and
Salomonson 1994). The Normalized-Difference Snow Index (NDSI) value is calculated
based on the following formula (Hall, Riggs, and Salomonson 1995).

NDSI =
B3 −B6

B3 + B6
(1)

B3 is the green color band and B6 is the Shortwave infrared band 1. And we proposed
an adjusted NDSI to model the correspondance between MODIS and Landsat NDSI.
We then thresholded the NDSI value to estimate the presence of snow. If the NDSI
value is within the bound of 0.0 and 1.0 and over the threshold of 0.5, then there is a
great probability of snow presence, and vice versa. By thresholding each Landsat pixel
and summing over all pixels in a MODIS region, we calculated the fractional snow
cover percentage for the MODIS region as follows:

SnowCoverPercentage =
1

N

N∑
1

Snowbinary (2)

where

Snowbinary =

{
1, if NDSIpixel < threshold

0, otherwise
(3)

N is the total number of Landsat pixels inside the MODIS region. The error between
the model outputs and the actual pixel values is calculated based on the mean squared
error between observation and predicted values.

4.2. Machine learning models

We experimented on three machine learning methods, multilayer perceptron, random
forest regression trees, and fully convolutional neural networks. We used Mean Squared
Loss (MSL) for all three models to assess the performance of each model.

4.2.1. Multilayer perceptrons

Multilayer perceptron has been largely employed in regression problems as it is rather
easy to implement, and performs well for most of the regression problems (Collobert
and Bengio 2004). There has also been researches done using neural networks (a col-
lection of perceptrons) to forecast snowfall (Roebber et al. 2007). In addition, neural
networks has also been used to predict snow cover in high altitude (Mishra, Tripathi,
and Babel 2014). We use multilayer perceptron as a baseline of comparison for our
models. We employed a three layer fully connected neural network with hidden layers
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size (16, 8, 16) and tanh activition to model the relationship between color channels
and fractional snow cover.

4.2.2. Random forest regressors

Random forest regressor is an ensemble-learning algorithm that takes advantage of
combination of weak learners (Ho 1995). Random forest regressors has been used to
quantify errors in snow cover datasets (Tinkham et al. 2014). This machine learning
technique also performs well for classification problems on MODIS timeseries data
(Nitze, Barrett, and Cawkwell 2015). As the dimension of our input data is fairly small,
we expect that weak learners like random forest to be able model the relationship fairly
well. We employed a random forest regressors composed of 10 estimators.

4.2.3. Convolutional neural networks

Convolutional neural network has gained its popularity from computer vision tasks,
such as identifying objects from pictures, recognizing scenes, and segmenting objects
(Radford, Metz, and Chintala 2015). In order to take advantage of the neighboring
information inherent in satellite imagery. We employed a fully convolutional neural
network to model the relationship between neighboring regions (Springenberg et al.
2014). We employed the neural network architecture shown in [Figure 4] with ReLu
activations layers and Mean Squared Loss. The kernel size are (5, 5), (3, 3), strides 1,
with same padding on the boundary pixels.

Figure 4. Fully Convolutional Neural Network Diagram

5. Results and discussion

We divide the dataset into 72% training set, 20% testing set, and 8% validation set. Out
of the three machine learning models, fully convolutional neural network produced the
best result with relative low mean squared error (See Table 1). The fully convolutional
neural network is able to be trained in relatively short amount of time with the help
of GPU parallelism (Krizhevsky, Sutskever, and Hinton 2012). A visual comparison
between the models is shown in Figure 5.

6. Conclusions and Future Works

We propose an improved infrastructure for predicting snow cover using machine learn-
ing techniques such as Multilayer Perceptrons (MLP), Random Forest Regressors
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Table 1. Model Comparison

Model Mean Squared Error Training Time(mins)
Multilayer Perceptron 0.0371 44.35
Random Forest Regressor 0.0190 79.34
Fully Convolutional Neural Network 0.0165 69.51

(a) Fractional Snow Cover (from Landsat) (b) Multilayer Perceptron

(c) Random Forest Regressor (d) Convolutional Neural Network

Figure 5. Results Comparison: (a) Ground truth from Landsat data, (b) - (d) Results from MODIS data

using different learning algorithms.

(RF), and Convolutional Neural Network (CNN). Instead of relying on periodic low
resolution MODIS NDSI for snow cover prediction, our solution uses machine learn-
ing techniques to model the relationship between various channels (RGBs and infrared
channels) and Fractional Snow Cover, which is computed over a region of Landsat high
resolution composite. The fully convolutional neural network that we propose produces
the most accurate model when compared to traditional machine learning techniques
used. This model also produces more accurate snow predictions when compared to
traditional snow coverage measurement.

However, there is still more to be done. Cloud masks have been a problem for re-
mote sensing imagery analysis, and especially in the context of snow cover prediction.
This is largely due to the similarity in cloud and snow’s RGB channels. Our future
work will incorporate removing cloud masks from satellite imagery using image seg-
mentation techniques as well as collecting more data from various years and regions to
compose a larger training set. This larger and more accurate training set will provide
new possibility for deeper machine learning architectures as well as more accurate
predictions.
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Appendix

Algorithm 1: Flood fill algorithm

input : node, target-color, replacement-color
1 if target− color = replacement− color then
2 return
3 end
4 if node.color = target− color then
5 return
6 end
7 node.color ←− replacement− color;
8 Q←− empty − queue;
9 Add node to Q;

10 while Q.isEmpty = False do
11 n←− Q.deque;
12 w, e←− n;
13 Move w towards west until color of node to the west of w is no longer the

same color as n;
14 Move e towards east until color of node to the east of e is no longer the same

color as n;
15 for node between w and e do
16 node.color ←− replacement− color;
17 north←− node.north;
18 if north.color = target− color then
19 Add n to Q;
20 end
21 south←− node.south;
22 if south.color = target− color then
23 Add s to Q;
24 end

25 end

26 end

Algorithm 2: Centroid approximation algorithm

input : imageMatrix
27 if minPixels < imageMatrix[i][j].size < maxPixels then
28 return
29 end
30 if imageMatrix[i][j] > maxPixels then
31 left = right = j
32 while imageMatrix[i][left] > maxPixels do
33 left -= 1
34 end
35 while imageMatrix[i][right] > maxPixels do
36 right += 1
37 end
38 newCentroids = LinearInterprelation(left, right)

39 end
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