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Abstract— We study the emulation-based stabilisation of
nonlinear networked control systems (NCSs) implemented over
WirelessHART (WH). WH is a communication protocol widely
used in process instrumentation. It is characterised by its
multi-hop structure, slotted communication cycles, and simul-
taneous transmission over different frequencies. To capture
most functionalities of WH, faithful models are needed. We
propose a hybrid control-oriented model of WH-NCSs that
includes the key features of the network. We then follow an
emulation approach to stabilise the NCS. We show that, under
reasonable assumptions on the scheduling protocol, stability is
preserved when the controller is implemented over the network
with sufficiently frequent data transmission. We then explain
how to schedule transmissions over the hops to satisfy those
assumptions.

I. INTRODUCTION

A control system where the plant and the controller
communicate over a digital network is called a networked
control system (NCS). Numerous works in the literature
deal with constraints induced by the network, see e.g., [1],
[2]. While these results capture the essential effects that the
network has on the closed-loop system, it remains unclear
how these can be applied to specific physical networks such
as WirelessHART (WH), FlexRay, etc. We are motivated to
develop results tailored to NCSs implemented over Wire-
lessHART, a recent wireless communication standard used in
process control [3]. WH is a mesh network, which utilises
field devices in a multi-hop fashion. Such devices act as
buffers to forward data packets. In addition, communications
are precisely scheduled using time division multiple access
(TDMA), and all its frequency channels may be simultane-
ously used to transmit.

Existing results concerning WH include optimal link
scheduling [4], [5], controller-communications co-design [6],
[7], and modelling and analysis [8], [9]. Most of the afore-
mentioned results model the network as a directed graph
with a set of nodes and links. Also, if packet losses between
nodes take place, then these are modelled as a Markov chain.
Linear and discrete-time plant/controller models are consid-
ered, together with equidistant transmission instants. Such
assumptions may be hard to implement in real WH networks,
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where extra features need to be taken into consideration e.g.,
TDMA communications, time-varying transmission instants
and scheduling. The first purpose of this study is to propose
a model, which is able to capture these features. To that end,
we adopt the modelling formalism of hybrid control systems
[10]. It serves as a starting point for high-fidelity and control-
oriented modelling of NCSs implemented on real physical
networks. For example, recent works in [11], [12] use this
formalism to obtain a high-fidelity hybrid model of a network
used in automotive control called FlexRay.

In this paper, we present a control-oriented hybrid model
of NCSs over WH that captures inter-sampling behaviour,
time-varying transmission instants, field device dynamics,
and nonlinear plant and controller. We then use this model
to analyse stability in the case where the controller is
designed by emulation. The main idea of emulation is to first
design a controller that stabilises the plant in the absence
of the network. Then, the controller is implemented over
the network and it is shown that the stability of the system
is preserved, see e.g., [13]–[15]. In particular, stability is
preserved under reasonable conditions on the scheduling
protocols, and sufficiently frequent transmissions, measured
by the maximum allowable transmission interval (MATI).
Compared to the models in [13]–[15], our hybrid model is
adapted to cope with the specificity of the WH standard,
i.e., buffer dynamics and time-slotted communication cycles.
Despite these differences, stability results in [14] can still
be almost directly applied provided the scheduling proto-
cols, that governs transmissions between field devices, are
uniformly globally exponential stable (UGES). We present
a general class of TDMA scheduling protocols for which
these assumptions hold and we provide relevant examples
that belong to this class. In particular, we show that the
use of multiple simultaneous transmissions over different
frequencies, can be exploited to improve MATI bounds.
These results can also be used to design scheduling policies
for field devices in WirelessHART networks.

In our preliminary work [16], we obtained a first hybrid
model for WH-NCSs. However, the buffer states of field
devices were not included in the model; a restriction that
permits only one transmission per timeslot per frequency was
omitted; and scheduling of field devices along the network
radio frequencies was another missing feature.

II. PRELIMINARIES

Denote by R the set of real numbers. Let R≥0
.
= [0,∞),

Z≥0
.
= {0, 1, 2, . . . }, and N .

= {1, 2, 3, . . . }. For vector
arguments, | · | denotes the Euclidean norm. The same
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Fig. 1. WirelessHART architecture.

notation is used to denote the induced 2-norm of a matrix.
For simplicity, we use (x, y)

.
= [xT yT ]T ∈ Rn+m. A

function α : R≥0 → R≥0 is of class K if it is continuous,
zero at zero and strictly increasing. It is of class K∞ if it is of
class K and unbounded. A function β : R≥0 ×R≥0 → R≥0

is of class KL if β(·, t) is of class K for each t ≥ 0,
and if β(s, ·) is continuous, nonincreasing and satisfies
limt→∞ β(s, t) = 0 for each s ≥ 0. Given t ∈ R and a
piecewise continuous function f : R → Rn, we use the
notation f(t+)

.
= lims→t,s>t f(s). We define 1A as the

function 1A : N → {0, 1} such that 1A(i) = 1 for i ∈ A,
and 1A(i) = 0 for i /∈ A.

III. WIRELESSHART NETWORK

A description of WirelessHART is provided as a prelude
to the model development to follow in Section IV.

A. Communication features

The general architecture of a WH network is shown in Fig.
1. It consists of an interconnection of basic components in-
cluding field devices that communicate with the plant process
(e.g. sensor/actuators), handheld devices to run diagnostics,
gateways that enable communications between host applica-
tions and field devices, and a network manager responsible
of scheduling. WH is based on the IEEE 802.15.4-2006
physical layer and operates in the 2.4 GHz ISM radio band
with a maximum data rate of 250 kbits/s over 15 frequency
division multiplexed channels. In the data link layer, WH
defines a slotted TDMA technology. That is, each frequency
channel is subdivided into timeslots in which an assigned
field device is allowed to transmit. WH networks also support
multiple access timeslots, however, in this work we restrict
our attention to TDMA communications as in [16].

B. TDMA superframe structure

All communications in a WH network are defined with
respect to a superframe. A superframe is an a priori fixed
period of time Th > 0, h = 1, . . . , 15, contiguous in real time
with other superframes, that is divided into a sequence of
timeslots as depicted in Fig. 2. Field devices are scheduled to
transmit in the superframe, and each one of the 15 channels
may have a different superframe. The set of superframes
along frequency channels is called a superframe table. Note
that superframe lengths Th are flexible and depend on
scheduling. Each timeslot is strictly Ts = 10ms in duration.
Within this timeslot, a complete single data packet and

Fig. 2. WirelessHART superframe table.

its corresponding acknowledgement are transmitted between
two field devices, see Fig. 2. The transmission delay is
denoted by tRX

i − tTX
i and it depends on the packet size.

Acknowledge time is denoted by τ ACK
i . In order to have

effective TDMA communications, all devices need to be
synchronized, see τ SYNC

i in Fig. 2. For simplicity, and similar
to [16], the following additional assumption is adopted.

Assumption 1: The following holds.
(a) Packets are transmitted instantaneously in every timeslot,

i.e., ti
.
= tTX

i = tRX
i for all i ∈ N. We refer to ti as

transmission instant.
(b) Acknowledgement time is negligible in each timeslot,

i.e., τ ACK
i = 0 for all i ∈ N.

(c) One successful transmission between devices occurs
within each timeslot, per channel.

(d) Transmissions across all channels are synchronized. We
define ε .

= infi∈N τ
SYNC
i and assume that ε > 0.

As foreshadowed in the introduction, in this paper we will
parametrize our model with the so-called maximal allowable
transmission interval (MATI) [15], which we denote as
τMATI > 0. In other words, a packet must be transmitted at
most in τMATI seconds after the previous packet transmission
to preserve stability. Let us introduce the time instants tsj
for j ∈ Z≥0 (see Fig. 2), that are such that tsj = jTs. The
following lemma follows directly from Assumption 1 and
the latter definitions.

Lemma 1: If Assumption 1 holds, given any i ∈ N there
exists j ∈ Z≥0, such that tsj + ε ≤ ti ≤ tsj+1, where ε > 0
comes from Assumption 1.
The next corollary comes from Lemma 1 and Assumption 1.

Corollary 1: The transmission instants ti in the WH net-
work, satisfy ε ≤ ti+1− ti ≤ τMATI ≤ 2Ts−ε for all i ∈ N.

Lemma 1 captures the fact that there is only one trans-
mission within a timeslot on a given frequency. Corollary 1
captures the fact that a packet must be transmitted at most
in τMATI seconds, which cannot be larger than 2Ts − ε.

IV. MODEL OF A WH-NCS
Consider the NCS shown in Fig. 3 with

ẋp = fp(xp, û), y = gp(xp), (1)

as the plant model, where xp ∈ Rnp is the state, û ∈ Rnu
is the control signal received by the plant, y ∈ Rny is the
plant output, and np, nu, ny ∈ N. The controller is given by

ẋc = fc(xc, ŷ), u = gc(xc), (2)



Fig. 3. NCS implemented over a WH network with `y field devices in the
plant-to-controller link and `u field devices in the controller-to-plant link.

where xc ∈ Rnc is the state of the controller, ŷ ∈ Rny is
the plant output received by the controller, u ∈ Rnu is the
control signal, and nc ∈ N. The functions fp, fc are assumed
to be continuous and gp, gc are assumed to be continuously
differentiable.

We model the WH network as in Fig. 3. That is, we
consider `y ∈ Z≥0 field devices interconnected in the plant-
to-controller path (we refer to it as y-path) and `u ∈ Z≥0

in the controller-to-plant path (we refer to it as u-path).
We label the field devices as Dy

α and Du
β , where α =

1, . . . , `y and β = 1, . . . , `u, see Fig. 3. According to WH
specifications, each field device acts as a router for data
from/to neighbouring field devices. Therefore, we model
field devices as buffers, for which we introduce buffer state
variables denoted by byα and buβ , for field devices in the y-
path and u-path, respectively. In particular, we model the
reception and transmission behaviour of field devices in the
y-path as follows (u-path devices are modelled identically)

ẏα(t) = 0, ḃyα(t) = 0, (3a)

yα(t+i ) = byα(ti), byα(t+i ) = byα(ti), (3b)

yα+1(t+i ) = yα+1(ti), byα+1(t+i ) = yα(t+i ), (3c)

for all α = 1, . . . , `y , t ∈ [ti, ti+1], and i ∈ N. Note that for
α = `y , equation (3c) does not apply, and (3b) represents
device Dy

`y
transmitting its buffer content to the controller.

To simplify the stability analysis that follows, we define
the network induced errors for the y-path and u-path as

ζy
.
=
(
by1 − y, b

y
2 − y1, · · · , by`y − y`y−1,

y1 − by1, y2 − by2, · · · , y`y − b
y
`y

)
, (4a)

ζu
.
=
(
bu1 − u, bu2 − u1, · · · , bu`u − u`u−1,

u1 − bu1 , u2 − bu2 , · · · , u`u − bu`u
)
. (4b)

The first `y components of ζy (resp. `u components of
ζu), are related to the buffer update during reception. The
remaining `y components of ζy (resp. `u components of ζu),
are related to the transmission of such buffer value through
their output. In particular, we will reset to zero these errors to
model reception and transmission. This is a major difference
with previous models like [13]–[15], in which the network
induced error is given by e .

= (ŷ−y, û−u) (i.e., no specific
network is considered, and the possible buffer dynamics are
ignored). Define also the augmented states x .

= (xp, xc),
and ζ .

= (ζy, ζu), where x ∈ Rnx , ζ ∈ Rnζ , nx
.
= np + nc,

nζ
.
= nζy + nζu , nζy

.
= 2`yny , and nζu

.
= 2`unu.

By using (1)-(4), we present an impulsive model, for the
block diagram in Fig. 3 between and at transmission instants.

In particular, for all t ∈ [ti, ti+1],(
ẋ(t), ζ̇(t)

)
=
(
f(x(t), ζ(t)), g(x(t), ζ(t))

)
, (5a)(

x(t+i ), ζ(t+i )
)

=
(
x(ti), h(i, ζ(ti))

)
, (5b)(

x(ts+
j ), ζ(ts+

j )
)

=
(
x(tsj), ζ(tsj)

)
, (5c)

where f and g are obtained by direct calculations from (1),
(2) and (4), and where h is a function that decides when
field devices are scheduled to transmit. We refer to ζ(t+i ) =
h(i, ζ(ti)) as the protocol equation.

We now embed the impulsive model (5) into a hybrid
system so that we can resort to the analytical tools of [10].
To that end, we introduce a clock variable τ ∈ R≥0, which
represents the time elapsed since the last transmission. We
also need a clock variable τs ∈ R≥0, which corresponds to
the time elapsed on each timeslot. Let us introduce κ ∈ Z≥0,
which counts the number of transmissions. Also, we need
another counter q ∈ {0, 1} to limit transmissions within the
timeslot to one. Another difference with prior work in [13],
[14], is the inclusion of the clock τs and the counter q to
cope with the specificity of WH.

Define the hybrid state ξ .
= (x, ζ, τ, κ, τs, q). In that way,

by using (5), Lemma 1 and Corollary 1, we present the
following hybrid model for NCSs implemented over WH
networks

ξ̇ = F(ξ), ξ ∈ C, (6a)

ξ+ = G(ξ), ξ ∈ D, (6b)

where the flow and jump sets are given by

C
.
= Rnx × Rnζ × [0, τMATI]× Z≥0 × [0, Ts]× {0, 1},

D
.
= Dtrans ∪Dslot,

Dtrans .= Rnx × Rne × R≥0 × Z≥0 × [ε, Ts]× {0},
Dslot .= Rnx × Rne × R≥0 × Z≥0 × {Ts} × {1},

and where the mappings F and G are defined as

F(ξ)
.
= (f(x, ζ), g(x, ζ), 1, 0, 1, 0) ,

G(ξ)
.
=

{
(x, h(κ, ζ), 0, κ+ 1, τs, 1− q), ξ ∈ Dtrans,
(x, ζ, τ, κ, 0, 0), ξ ∈ Dslot.

The hybrid model (6) is subject to two different jumps,
namely transmission jumps (when ξ ∈ Dtrans) and timeslot
switching jumps (when ξ ∈ Dslot). If a transmission occurred
within the timeslot, then q+ = 1, and the next transmission
cannot happen before the next timeslot (i.e., before τs = Ts).
Therefore, at timeslot switching jumps q+ = 0, and the next
transmission is allowed to happen after ε time units.

V. STABILITY RESULTS

Although system (6) differs from the previous model
considered in [14], we can resort to the same tools to ensure
its stability. We make the following assumption on (6).

Assumption 2: There exist a function W : Z≥0 × Rne →
R≥0 that is locally Lipschitz in its second argument, a
continuous function H : Rnx → R≥0, real numbers λ ∈



(0, 1), L ≥ 0, γ > 0, and functions αW , αW ∈ K∞, such
that, for all κ ∈ Z≥0 and ζ ∈ Rnζ ,

αW (|ζ|) ≤W (κ, ζ) ≤ αW (|ζ|), (7a)
W (κ+ 1, h(κ, ζ)) ≤ λW (κ, ζ), (7b)

and for all κ ∈ Z≥0, x ∈ Rnx and almost all ζ ∈ Rnζ ,〈
∂W (κ, ζ)

∂ζ
, g(x, ζ)

〉
≤ LW (κ, ζ) +H(x), (8)

in which g is as per (5). Moreover, there exists a locally
Lipschitz, positive definite, radially unbounded function V :
Rnx → R≥0, and a continuous, positive definite function
%, such that, for all ζ ∈ Rnζ , all κ ∈ Z≥0, and almost all
x ∈ Rnx ,

〈∇V (x), f(x, ζ)〉 ≤ −%(|x|)− %(W (κ, ζ)) (9)

−H(x)2 + γ2W (κ, ζ)2,
where f is as per (5).

Condition (7) is related to the UGES of the scheduling
protocol [13]. The difference with previous work is that now
W depends on ζ, which involves the buffer state variables
related to field devices in a WH network. We show in Section
VI that several configurations implementable in WH lead to
maps h which verify (7). Condition (8) corresponds to an
exponential growth condition on the ζ-system. It is often
satisfied when W is globally Lipschitz in ζ, which is the case
for the examples in Section VI, and when g grows linearly
for instance. In particular, it suffices to show that: there exists
L1 ≥ 0 such that for almost all ζ ∈ Rnζ and i ∈ N, we have∣∣∣∣∂W (i, ζ)

∂ζ

∣∣∣∣ ≤ L1; (10)

and that there exists L2 ≥ 0 such that |g(x, ζ)| ≤ L2(|ζ| +
|x|). Indeed, we only need to define H(x)

.
= L1L2|x|, and

then (8) follows with L .
= L1L2. The last condition (9) may

be ensured when designing the controller before taking into
account the network, which corresponds to the first step of
emulation design. In fact, the same assumption is made in
[13], and it implies that ẋ = f(x, ζ) is L2 stable from W
to H . Any stabilisable and detectable linear time-invariant
system does ensure this property. Examples of nonlinear
systems that satisfy (9) can be found in e.g., [17], [18].

The main result of this section is stated below. It provides
an explicit bound on τMATI, which corresponds to the one in
[14], that guarantees asymptotic stability of system (6).

Theorem 1: Consider system (6) and suppose that As-
sumption 2 holds. Then, if τMATI satisfies

τMATI ≤


1
Lr arctan

(
r(1−λ)

2 λ
1+λ ( γL−1)+1+λ

)
, γ > L,

1
L

1−λ
1+λ , γ = L,

1
Lr arctanh

(
r(1−λ)

2 λ
1+λ ( γL−1)+1+λ

)
, γ < L,

where r
.
=
√
|( γL )2 − 1|, then the set {(x, ζ, τ, κ, τs, q) :

x = 0, ζ = 0} is uniformly globally asymptotically stable
(UGAS). That is, there exists β ∈ KL such that, for any solu-
tion to (6), |(x(t, j), ζ(t, j))| ≤ β (|(x(0, 0), ζ(0, 0))| , t+ j),
for all (t, j) in the solution’s domain.

VI. SCHEDULING PROTOCOLS

We present a general class of scheduling protocols that
are implementable in WH under TDMA communications,
and which satisfies properties (7) and (10).

A. General class of scheduling protocols

The following assumption serves to define the class of
scheduling protocols.

Assumption 3:
(a) In each frequency division multiplexed channel, only one

transmission between two field devices may be scheduled
per timeslot.

(b) A field device cannot transmit and receive at the same
time.

(c) All 15 available frequency channels may be used to
schedule field devices.

(d) Superframes along frequency channels may have differ-
ent periods (cf. Section III-B).

(e) Every field device needs to be scheduled to transmit in
the superframe table at most in maxh Th time units.

Parts (a)-(d) of Assumption 3 follow directly from [3].
Definition 1 (Class of TDMA scheduling protocols):

This class consists in all scheduling protocols for which
their superframe tables are constructed under the guidelines
of Assumption 3.

For this class of scheduling protocols, it is possible to
show that the corresponding protocol equation is given by

ζ(t+i ) = h(i, ζ(ti)) = H(i)ζ(ti), (11)

where H(i)
.
= diag {Hy(i),Hu(i)}, and

H?(i) .
=

[
∆?(i) 0

I −∆?(i) Γ?(i)

]
, (12a)

∆?(i)
.
= diag

{
δ?1(i), . . . , δ?`?(i)

}
, (12b)

Γ?(i)
.
=


γ?1(i)

1− γ?1(i) γ?2(i)
. . . . . .

1− γ?`?−1(i) γ?`?(i)

 , (12c)

with ? ∈ {y, u}, and γyα(i), γuβ (i), δyα(i), δuβ(i) ∈ {0, 1},
α = 1, . . . , `y, β = 1, . . . , `u, which are defined differently
according to the constructed superframe table. Later in this
section, we provide specific scheduling protocols for which
we give these definitions.

Define

W (i, ζ)
.
=

√√√√ ∞∑
k=i

|φ(k, i, ζ)|2, (13)

where φ(k, i, ζ) denotes the solution of the auxiliary discrete-
time system ζ(i+ 1) = H(i)ζ(i) at time k starting at time i
and initial condition ζ, with Hy and Hu as in (12).

Theorem 2: Suppose Assumption 3 holds. Then,
(i) There exists N ∈ Z>0 such that the solution of the

discrete-time system ζ(i+ 1) = H(i)ζ(i) converges to
zero in N steps. (N depends on the chosen superframe
table, and thus is a function of `y and `u.)



(ii) System (11) satisfies (7) and (10) with Lyapunov func-
tion (13), αW (s) = s, αW (s) =

√
3N−1

2 s for s ≥ 0,

λ =
√

3N−3
3N−1

, and L1 = 3N−1
2 .

Given that N depends on the chosen superframe table, it is
possible to decrease the bounds on λ and L by constructing
scheduling protocols with small N . This, at the same time,
would enlarge the MATI bound in Theorem 1, because it
increases whenever L and γ decrease. In the remainder of
this section, we provide three relevant scheduling protocols
that can be implemented on WirelessHART and that belong
to the previously presented class of protocols. We provide
the value of N for each one of these protocols and we
show that, by exploiting multiple transmissions along the
frequency channels, the MATI bound can be enlarged.

B. Examples of scheduling protocols

1) Simple Round Robin (S-RR): This scheduling protocol
schedules the field devices in a round-robin manner [13], i.e.,
in a predetermined and cyclic manner. In other words, one
frequency channel is used and the field devices communicate
one after the other. In particular, we adopt the superframe
table shown in Table I.

TABLE I
SUPERFRAME TABLE FOR THE S-RR PROTOCOL.

For this scheduling protocol, and enlightened by Table I,
it is possible to show that (cf. (12)), δyα(i)

.
= 1 − 1Syα(i),

δuβ(i)
.
= 1 − 1Suβ (i), γyα(i)

.
= 1 − 1S̄yα(i), and γuβ (i)

.
= 1 −

1S̄uβ (i), where

Syα
.
= {i ∈ N : i = α+ (`y + `u + 2)σ, σ ∈ Z≥0} ,

Syβ
.
= {i ∈ N : i = β + `y + 1 + (`y + `u + 2)σ, σ ∈ Z≥0} ,

S̄yα
.
= {i ∈ N : i = α+ 1 + (`y + `u + 2)σ, σ ∈ Z≥0} ,

S̄yβ
.
= {i ∈ N : i = β + `y + 2 + (`y + `u + 2)σ, σ ∈ Z≥0} ,

for α = 1, . . . , `y and β = 1, . . . , `u. Therefore, for this
scheduling protocol, the parameter N in Theorem 2 is given
by N

.
= NS-RR = max{2`y + `u + 2, 2`u + `y + 2}.

Consequently, given Theorem 2 and the above, we have the
following corollary.

Corollary 2: Consider system (11) for S-RR. Then, item
(i) of Theorem 2 holds with N .

= NS-RR = max{2`y + `u +
2, 2`u + `y + 2}; and conditions (7) and (10) are verified

with W as per (13), αS-RR
W (s) = s, αS-RR

W (s) =
√

3NS-RR−1
2 s for

s ≥ 0, λS-RR =
√

3NS-RR−3
3NS-RR−1

, and L1,S-RR = 3NS-RR−1
2 .

2) Frequency Division Duplex Round Robin (FDD-RR):
This scheduling protocol establishes a full-duplex communi-
cation link that uses two different frequency channels for
measurements and actuation operations. In particular, we
consider the scheduling protocol given by Table II.

In this case, we have that δyα(i)
.
= 1 − 1Dyα(i), δuβ(i)

.
=

1 − 1Duβ (i), γyα(i)
.
= 1 − 1D̄yα(i), and γuβ (i)

.
= 1 − 1D̄uβ (i),

TABLE II
SUPERFRAME TABLE FOR THE FDD-RR PROTOCOL.

where

Dyα
.
= {i ∈ N : i = α+ (`y + 1)σ, σ ∈ Z≥0},

Duβ
.
= {i ∈ N : i = β + (`u + 1)σ, σ ∈ Z≥0},

D̄yα
.
= {i ∈ N : i = α+ 1 + (`y + 1)σ, σ ∈ Z≥0},

D̄yβ
.
= {i ∈ N : i = β + 1 + (`u + 1)σ, σ ∈ Z≥0}

for α = 1, . . . , `y and β = 1, . . . , `u. Thus, for this case
the parameter N in Theorem 2 is given by N

.
= NFDD-RR =

max{2`y + 1, 2`u + 1}. Consequently, given Theorem 2 and
the above, we have the following proposition.

Corollary 3: Consider system (11) for S-RR. Then, item
(i) of Theorem 2 holds with N

.
= NFDD-RR = max{2`y +

1, 2`u + 1}; and conditions (7) and (10) are verified with W

as per (13), αFDD-RR
W (s) = s, αFDD-RR

W (s) =
√

3NFDD-RR−1
2 s for

s ≥ 0, λFDD-RR =
√

3NFDD-RR−3
3NFDD-RR−1

, and L1,FDD-RR = 3NFDD-RR−1
2 .

3) Wave Round Robin (W-RR): This scheduling protocol
schedules devices in an interleaved manner. In particular,
devices are scheduled according to Table III. In this manner,
we are exploiting the multiple frequency channels of the
network and it can be seen in Table III, that only two slots
are required as the superframe length.

TABLE III
SUPERFRAME TABLE FOR THE W-RR PROTOCOL (FOR `y EVEN, `u

ODD).

Note that the number of channels used for the y-path
(namely My), and the number of channels used for the u-path
(namely Mu) satisfy My

.
=

`y+2−θy
2 , Mu

.
= `u+2−θu

2 ,
where θy, θu ∈ {0, 1}. In particular, θy (resp. θu) is 0 if `y
(resp. `u) is even, and 1 if `y (resp. `u) is odd. Furthermore,
My and Mu need to satisfy My +Mu ≤ 15, which are the
available channels in WH.

For this case study, δy1+2α1
(i)

.
= 1− 1W(i), δy2+2α2

(i)
.
=

1W(i), δu1+2β1
(i)

.
= 1−1W(i), δu2+2β2

(i)
.
= 1W(i), γyα(i)

.
=

1− δyα(i), and γuβ (i)
.
= 1− δuβ(i), where

W .
= {i ∈ N : i = 1 + 2σ, σ ∈ Z≥0},



for α1 = 0, 1, . . . ,
`y+θy−2

2 , α2 = 0, 1, . . . ,
`y−θy−2

2 , β1 =
0, 1, . . . , `u+θu−2

2 , β2 = 0, 1, . . . , `u−θu−2
2 , α = 1, . . . , `y ,

and β = 1, . . . , `u. Hence, for this case the parameter N in
Theorem 2 is given by N .

= NW-RR = max{`y + 2, `u + 2}.
Consequently, given Theorem 2 and the above, we have the
following proposition.

Corollary 4: Consider system (11) for W-RR. Then, item
(i) of Theorem 2 holds with N .

= NW-RR = max{`y + 2, `u +
2}; and conditions (7) and (10) are verified with W as per

(13), αW-RR
W (s) = s, αW-RR

W (s) =
√

3NW-RR−1
2 s for s ≥ 0,

λW-RR =
√

3NW-RR−3
3NW-RR−1

, and L1,W-RR = 3NW-RR−1
2 .

It can be seen that λS-RR ≥ λFDD-RR ≥ λW-RR and L1,S-RR ≥
L1,FDD-RR ≥ L1,W-RR for `y, `y > 0. That is, exploiting multiple
transmissions along frequency channels helps reducing λ and
L, thus enlarging the MATI bound. We will illustrate this
with a numerical example.

VII. NUMERICAL EXAMPLE

We illustrate our results in the stabilisation of the batch
reactor in [13] over WirelessHART, for `y = 2 and `u = 1.
We implement the three scheduling protocols of Section VI
and compare the resulting MATI bounds given by Theorem 1.
Note that NS-RR = 7, NFDD-RR = 5 and NW-RR = 4. For the batch
reactor, it can be seen that L2 = 35.51. Moreover, given
Propositions 1, 2 and 3, we have that λS-RR = 0.999, L1,S-RR =
1093, λFDD-RR = 0.995, L1,FDD-RR = 121, λW-RR = 0.987,
L1,W-RR = 40. The gains γS-RR, γFDD-RR, γW-RR can be obtained
by MATLAB and are given by γS-RR = 4.19 · 104, γFDD-RR =
4.63 · 103, γW-RR = 1.53 · 103. With the above we obtain
the bounds in Table IV, in view of Theorem 1. We also
estimate the actual bound observed in simulations, i.e., we
simulate the NCS and we compute τest such that the system
remains stable for (0, τest]. It can be seen that the bounds
from Theorem 1 are quite conservative. A first attempt to
improve this bound is to exploit, in the proof of Theorem 2,
the fact that |H(i)H(j)| ≤ |H(i)||H(j)| ≤ 3 for all i, j ∈ N.
By doing so, we are able to obtain smaller values for λ and
L1, which lead to significantly larger MATI bounds, as seen
on the last line of Table IV. This direction will be carefully
investigated in future work.

TABLE IV
COMPARISON OF MATIS FOR THE BATCH REACTOR

S-RR FDD-RR W-RR
MATI bound via
Theo. 1 (in [ms]) 0.057 · 10−4 4.65 · 10−4 42.9 · 10−4

Simulation
bound (in [ms]) 12 22 38

Less conservative
bound (in [ms]) 0.14 0.23 0.41

It can be seen from Table IV, that implementing the W-
RR scheduling protocol results in better MATI bounds in
comparison to S-RR and FDD-RR.

VIII. CONCLUSIONS

A new model that describes NCSs implemented on Wire-
lessHART is needed in order to capture most functionalities
of the network under reasonable assumptions. Such a model
is developed, which we then use to obtain stability results in

terms of MATI bounds. We also studied scheduling in WH
networks by presenting a general class of TDMA scheduling
protocols implementable under our model. We proved that
such class satisfies the underlying stability assumptions of
the emulation result. Moreover, we presented three relevant
scheduling protocols that belong to that class and we showed
that MATI bounds can actually be improved if you exploit
simultaneous transmissions over multiple radio frequencies
of the network. Future work will focus on studying WH-
NCSs under different topologies and communication con-
straints like packet dropouts.
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