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A Measurement of the Degree Scale CMB B-mode Angular Power Spectrum with POLARBEAR
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ABSTRACT

We present a measurement of the B-mode polarization power spectrum of the cosmic microwave
background (CMB) using taken from July 2014 to December 2016 with the POLARBEAR experi-
ment. The CMB power spectra are measured using observations at 150 GHz with an instantaneous
array sensitivity of NETaay = 23 pKy/s on a 670 square degree patch of sky centered at (RA,
Dec)=(4+0"12™m0%, —59°18’). A continuously rotating half-wave plate is used to modulate polariza-
tion and to suppress low-frequency noise. We achieve 32 pK-arcmin effective polarization map noise
with a knee in sensitivity of ¢ = 90, where the inflationary gravitational wave signal is expected to
peak. The measured B-mode power spectrum is consistent with a ACDM lensing and single dust
component foreground model over a range of multipoles 50 < ¢ < 600. The data disfavor zero CP%
at 2.20 using this ¢ range of POLARBEAR data alone. We cross-correlate our data with Planck full
mission 143, 217, and 353 GHz frequency maps and find the low-¢ B-mode power in the combined
dataset to be consistent with thermal dust emission. We place an upper limit on the tensor-to-scalar
ratio r < 0.90 at 95% confidence level after marginalizing over foregrounds.

Keywords: cosmic microwave background radiation, cosmic inflation, large-scale structure of the uni-

verse

1. INTRODUCTION

The cosmic microwave background (CMB) was last
scattered at redshift z ~ 1100 when the primordial
plasma recombined to form neutral hydrogen transpar-
ent to radiation. The anisotropy of the CMB has be-
come one of the leading probes in precision cosmology.
The temperature anisotropies in the CMB have been
constrained to high precision over a large range of angu-
lar scales by many experiments including WMAP and
Planck (Bennett et al. 2013; Planck Collaboration et al.
2018a) at large angular scales and SPT and ACT at
small angular scales (Story et al. 2013; Das et al. 2014).
The polarization anisotropy of the CMB provides addi-
tional information and is the focus of most current CMB
experiments. The linear polarization is traditionally de-
composed into even and odd parity modes referred to
as E and B-modes. E-mode polarization is sourced by
both scalar and tensor perturbations in the early uni-
verse. In contrast, B-modes are not created by primor-
dial scalar perturbations and are only expected to be
generated by tensor perturbations or gravitational lens-
ing of F-mode polarization by intervening large scale
structure. The B-mode signal is subdominant to the E-
mode power spectrum on all angular scales in the stan-
dard cosmological model and its measurement presents
a significant experimental challenge.

Evidence for the lensing B-mode power spectrum
from CMB polarization alone was first reported by the
POLARBEAR collaboration in The POLARBEAR Collab-
oration: P. A. R. Ade et al. (2014) herein PB14. Subse-
quent direct measurements of B-mode polarization have
been reported by POLARBEAR (The POLARBEAR Col-
laboration: P. A. R. Ade et al. 2017) herein PB17, BI-
CEP2 (The BICEP2 Collaboration: P. A. R. Ade et al.
2014), SPTpol (Keisler et al. 2015), Keck Array (The
BICEP2 and Keck Array Collaborations: P. A. R. Ade
et al. 2015), and ACTPoL (Louis et al. 2017).

We report a measurement of the CMB B-mode power
spectrum for 50 < ¢ < 600 as measured by the
POLARBEAR experiment. The target of this analysis is
the degree scale range of the B-mode signal (¢ =~ 100)
where the primordial gravitational wave perturbation
signal is expected to peak. The lensing B-mode sig-
nal peaks at ten times smaller angular scales (£ = 1000)
and is the subject of a forthcoming analysis using the
same experimental data. We also measure the cross
correlation of our data with the Planck data set to es-
timate the level of Galactic foreground contamination.
Similar cross correlation analyses have been presented
by the BICEP2 and Keck Array collaboration (The BI-
CEP2/Keck and Planck Collaborations: P. A. R. Ade
et al. 2015; BICEP2 Collaboration and Keck Array Col-



laboration: Ade, P. A. R. et al. 2018) herein BK15 and
the ABS collaboration (Kusaka et al. 2018).

This paper is structured as follows. In Section 2,
we describe the POLARBEAR instrument and the data
set used in this analysis, paying particular attention to
the addition of a continuously rotating half wave plate
(HWP) to the optical path to modulate the sky polar-
ization. In Section 3, we describe the pre-processing
and low-level calibrations applied to the data. In Sec-
tion 4, we outline the procedure for converting raw de-
tector time ordered data (TOD) into maps and power
spectra including high level calibrations. In Section 5,
we describe internal consistency checks performed on
the data as well as simulations of known systematics.
In Section 6, we present the measured B-mode power
spectrum, cross correlation with Planck 2018 data to es-
timate foreground contamination in our maps, and our
constraints on cosmological parameters. We conclude in
Section 7.

2. INSTRUMENT AND DATA SET
2.1. The POLARBEAR Instrument

POLARBEAR is a CMB experiment installed on the
2.5m aperture Huan Tran Telescope in January 2012.
The telescope is located at the James Ax Observatory
at an elevation of 5,190 m in the Atacama Desert in
Chile. The POLARBEAR receiver consists of seven wafers
containing a total of 1274 transition edge sensor (TES)
bolometers cooled to 0.3 K observing the sky through
lenslet-coupled double-slot dipole antennas. The instan-
taneous field of view of the focal plane is approximately
2°4 in diameter. More details on the receiver and tele-
scope can be found in Arnold et al. (2012) and Kermish
et al. (2012).

In February 2014, we installed a continuously rotating
HWP at the focus of the primary mirror to mitigate low-
frequency noise. The HWP consists of an anti-reflection
coated birefringent single crystal sapphire plate rotating
at 2 revolutions per second. More details of the instal-
lation of the HWP in the telescope optical path and its
performance in a series of test observations can be found
in Takakura et al. (2017), herein T17.

2.2. Scan Strategy and Observations

The POLARBEAR observations used in this analysis
target a 670 effective square degree patch of sky cen-
tered on (RA, Dec)=(+0"12m0%, —59°18'). This patch
has significant overlap with the area mapped by South
Pole experiments including BICEP, the Keck Array, and
SPTpoL. The patch coverage is shown in Figure 1.
Regular science observations with the HWP began on
25 July 2014 and continued until 30 December 2016.
The data set is broken up into three seasons described
in Table 1.

The scan strategy consists of three sets of scans re-
peated every sidereal day. We scan for a 4 hour 45
minute block as the patch rises above the horizon, a
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Figure 1. Normalized map depth illustrating the scan pat-
tern centered at (RA, Dec)=(+0"12™0%, —59°18'). The av-
erage effective map depth is 32 uK-arcmin in polarization.
The vertical stripes are an artifact of breaks in the low ele-
vation scans to retune the detectors. The horizontal stripes
are an artifact of the elevation offsets used in the transit
scan. The patch overlaps with the area observed by South
Pole experiments.

Table 1. Breakdown of observing time by season

End date
24 July 2014
25 July 2014 1 March 2015
2 March 2015 31 December 2015
1 January 2016 30 December 2016

Beginning date
4 May 2014

Season number

HWP comissioning
Third season
Fourth season

Fifth season

Breakdown of observing seasons for all of the data used in
this analysis. The seasons are separated by periods of in-
strument maintenance. The first two seasons of data are
described in PB14 and PB17 and are not used in this anal-
ysis.

3 hour 53 minute block at high elevation as the patch
transits, and a 4 hour 45 minute block as the patch
sets. The rising and setting scan occur at a boresight
elevation of 30° and 35°2 respectively. The elevation of
the high elevation scan is stepped through ten offsets
from 45°5 to 65°5 to provide even coverage of the patch
with one offset chosen per day. Each observation block
is broken into hour-long scans referred to as “constant
elevation scans” (CESs) after which the detectors are
retuned. More details on the calibration procedures are
given in Section 3. The telescope is repointed between
four hour long blocks but not between hour long CESs.
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During scans, the telescope is scanned at a constant
velocity of 0°4 s~! with a throw of 20° and 35° on the
sky for the low elevation and high elevation scans, re-
spectively. This results in approximately 70 subscans
(defined as one left going or right going motion of the
telescope) in each hour long CES.

There are 429 days that have data that is included in
the final dataset. As a result of the ten high-elevation
scan offsets, a complete map of the field is produced once
every ten days. Several of these ten day data subsets
have been combined in post-processing due to low yield
or incomplete coverage after data selection. This results
in 38 approximately even splits of the data set. These
splits form the basis for the cross spectra used in the
power spectrum estimation.

Data are discarded from two blocks of time due to
mechanical problems with the weatherproof enclosure
of the HWP from 17 October 2014 to 7 November 2014
and the eruption of a nearby volcano on 30 October
2015. Additionally, the thermal source used for relative
gain calibration was replaced multiple times due to me-
chanical problems. The gain calibration is described in
Section 3.4.

When the science patch is not available, the cryogenic
refrigeration system is recycled, and we perform calibra-
tion measurements. These measurements are described
in further detail in Section 3. For most of the data
set, the fridge was cycled every 24 sidereal hours; how-
ever starting in October of 2015, the fridge cycle was
done every 48 sidereal hours to provide time to scan the
Northern science patch referred to as RA12 in PB14 and
PB17. Those data are not included in this analysis.

3. PRE-PROCESSING AND CALIBRATION

This section describes the steps taken to generate the
inputs to our data analysis pipelines. We record dropped
data packets that are later flagged in the data selection.

3.1. HWP angle reconstruction

We reconstruct the HWP angle and interpolate this
to match the bolometer readout time stamps. We see
a jitter in the reconstructed HWP angle on the order
of 1077 rad® Hz~ ' due to a combination of physical an-
gle jitter and reconstruction error which is expected to
be subdominant at approximately 10~9 rad? Hz '. We
simulate the impact of this jitter in Section 5.2 and find
the impact on our results to be small.

3.2. Pointing

The telescope pointing reconstruction is performed in
a very similar manner to PB14 and PB17. The telescope
is used for dedicated raster observations of bright point
sources selected from PCCS and ATCA catalogs (Planck
Collaboration et al. 2014; Murphy et al. 2010) prior to
each science observation. The source selection has been
modified from PB17 to better match the azimuth and

elevation ranges used during the science scans. The ob-
served position computed based on the telescope’s az-
imuth and elevation encoder values are compared to the
expected positions. The resulting azimuth and eleva-
tion offsets AAz(Az,El), AEl(Az, El) are fit to an eight
parameter model including terms for uneven heating of
the telescope due to insolation (Matsuda 2017). The
fiducial model uses the solar radiation as in input pa-
rameter in contrast with PB17 which used ambient tem-
perature. We find an root-mean-square (RMS) pointing
model residual of 50”.

We also construct pointing solutions that include the
Crab Nebula (Tau A) and Jupiter scans performed for
polarization angle and beam calibrations in the same
way, however these data are not used in the fiducial
boresight pointing solution as they are observed in a sig-
nificantly different range of azimuth and elevation from
the science observations. We perform this calibration
with several different subsets of pointing observations
and parameter combinations. In Section 5.2 we show
that the difference between these pointing solutions is
negligible for the ¢ range considered in this paper.

Following results reported in PB14 and PB17, the de-
tector beam offsets are derived from array raster scans
over Jupiter. We find that the reconstructed offsets are
consistent with previous results at the level of several
tens of arcseconds. We explicitly cut detectors whose
mean fitted beam offset differs from PB17 by more than
one arcminute. This cut has a negligible impact on the
overall data selection efficiency.

3.3. Beams

Following PB14 and PB17, the instrumental beam
and the associated window function B, are measured
using dedicated raster observations of Jupiter. We take
Jupiter observations with the HWP rotating nominally
at 2 Hz at a scan speed of 0°2 s~! on the sky. The HWP
synchronous structure produced by the instrumental po-
larization of the primary and differential transmission
and emissivity of the HWP is subtracted by masking off
a 25" disk in the map domain centered on Jupiter and
fitting a first order polynomial to the time dependent
amplitude of each HWP harmonic. After the HWP syn-
chronous structure is subtracted the TOD are projected
into 0’5 pixels on the sky. The beam window function
is taken to be the average of the azimuthally averaged
two dimensional Fourier transform after dividing out the
Jupiter disk for each observation and correcting for the
pixel window function analytically. The reconstructed
beam window function is shown in Figure 2.

We find a beam window function that is similar to,
but marginally wider than, PB17 with a median Gaus-
sian 3!6 full width at half maximum (FWHM). This dif-
ference is possibly due to imperfect focusing of the tele-
scope since the addition of the sapphire HWP lengthens
the optical path between the primary and the secondary
mirrors or due to diffraction off the HWP structure it-



11 T T

— Jupiter B,
---- Effective B,

0.7 i i i j
0 200 400 600 800 1000

Figure 2. Reconstructed beam window function from
Jupiter observations. Statistical error in the pointing model
adds additional supression of power at high-¢. This is indi-
cated by the dashed effective beam curve. The shaded area
represents the statistical error in the Jupiter beam window

function.

self. We see no weather dependence or variation between
seasons in the fitted beam width.

Boresight and detector statistical pointing error adds
an additional suppression of high-£ power in the maps.
The pointing model predicts residual pointing errors of
50” RMS. In Section 4.6 we fit an /-dependence to the
overall gain amplitude corresponding to the widening
of the effective beam due to pointing error and find no
statistical preference for an additional widening of the
effective beam due to pointing error. As a result we con-
volve the beam function with a Gaussian corresponding
to the best fit pointing model error from the E-mode
spectrum and include the effective beam width uncer-
tainty in our multiplicative error estimate.

An additional source of systematic uncertainty in the
beam comes from detector crosstalk. We measure the
detector beam window function using temperature data
but compute polarization power spectra. As described
in Crowley et al. (2018), crosstalk acts differently in tem-
perature and polarization in the presence of a continuous
HWP resulting in an effective beam mismatch. This is
described in detail in Section 5.2. We find this effect
to be subdominant to the statistical uncertainty for all
spectra.

We estimate the polarization response to Jupiter
and decompose this into scalar, dipole and quadrupole
terms. We subtract the scalar term as temperature to
polarization leakage. This is described in Section 4.4.
In Section 5.2 we show the contamination due to higher
order terms is negligible.

3.4. Detector gains and time constants

Following PB14 and PB17, we use a three step gain
calibration to turn our TOD into physical temperature
units with an additional correction for polarization effi-
ciency. We measure a time-dependent gain calibration
between detectors using a chopped thermal source be-
fore and after each set of four CESs. The gain is linearly
interpolated between these measurements. We then cal-
ibrate these measurements to temperature on the sky
using the same Jupiter scans conducted to measure the
beam window function. Finally, we construct a CMB
map and scale the overall amplitude of the polarization
FE-mode fluctuations to match the Planck 2018 data.
Performing the absolute gain calibration with the E-
mode spectrum jointly constrains the overall gain and
polarization efficiency.

At several points during the observations the thermal
source used in the relative calibration was replaced for
mechanical reasons. The conversion from the thermal
source amplitude to temperature on the sky is performed
separately for each source. PB14 describes a correction
in this analysis due to the position of a cold HWP in
the receiver. The cold HWP was stepped almost daily
during the first half of the first season of observations,
however it was never moved during the three seasons
comprising this data set. We simulate the systematic
error introduced by uncertainty on the measured gain
acting on the CMB signal and find the contamination
in all polarization spectra to be negligible. This is de-
scribed in Section 5.2.

The detector time constants are measured by sweep-
ing the frequency of the chopped thermal calibration
source from 4 Hz to 44 Hz. The source amplitude ver-
sus frequency is fit to a single pole transfer function.
These time constants are interpolated linearly between
the calibrations and deconvolved in the subsequent TOD
processing.

3.5. Polarization angle

The detector polarization angles and efficiencies are
derived from dedicated raster scans of Tau A. The raster
scan data is taken at 0°2 s~! scan speed on the sky
with the HWP rotating nominally. We deconvolve the
detector time constants measured from a chopped ther-
mal source calibration immediately before and after the
Tau A raster scan. This is necessary because a phase lag
between the detector TOD and the reconstructed HWP
angle appears as a polarization angle error. After cor-
recting for detector time constants, we find no significant
correlation between the measured polarization angle and
the precipitable water vapor (PWV) measured at the
nearby Atacama Pathfinder Experiment! (APEX) site.
Without time constant deconvolution such a correlation

1 http: //www.apex-telescope.org/
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is produced by the dependence of the time constants on
the atmospheric loading and therefore the local PWV.
The demodulated polarization TOD described in Sec-
tion 4.1 is fit to a beam convolved polarization map of
Tau A from a measurement taken with the IRAM 30 m
telescope (Aumont et al. 2010). We find statistically
consistent detector polarization angles in focal plane co-
ordinates compared to PB17 and no significant varia-
tion between seasons. We find the difference in mea-
sured polarization angle between detectors in a pair to
be 90°5+1°2. This is consistent with the design value of
90°. In Section 5.2 we simulate the expected systematic
contamination due to detector polarization angle uncer-
tainty at this level and find the effect to be negligible.

The measured polarized flux from these scans is used
to estimate the polarization efficiency of the telescope
and receiver. The polarization efficiency is degraded in
three ways in addition to the non-ideality of the cold
HWP described in PB14 and PB17.

These three effects are the non-ideality of the ro-
tating HWP, the breaking of the Mizuguchi-Dragone
(MD) condition (Mizugutch et al. 1976; Dragone 1978)
and non-zero bolometer time constants. The modu-
lation efficiency of the warm HWP is estimated from
coherent source lab measurements and design detector
bandpasses (Arnold et al. 2012). The polarization effi-
ciency term due to the MD breaking is estimated from
a GRASP? physical optics simulation (Matsuda et al.
2018). The detector time constant acts as a time do-
main low pass filter on the TOD which has a response
less than unity at the polarization modulation frequency.
We find the measured values from the Tau A calibration
to be consistent with the predictions but with a larger
statistical error as expected. The non-ideality of the ro-
tating HWP, cold HWP, and MD breaking polarization
efficiency terms are intrinsic to the detectors and tele-
scope geometry and are corrected by rescaling the TOD
and noise weights with the predicted values. The av-
erage contributions to the overall polarization efficiency
from the rotating HWP, cold HWP, and MD breaking
are € ~ 0.98, 0.98, 0.93, respectively. The polarization
efficiency due to the detector time constant depends on
the numerical value of the time constant which in turn
depends on the detector bias point and optical loading.
As a result this polarization efficiency term is corrected
by deconvolving the measured time constant from the
chopped thermal source before and after each set of four
CESs. The average polarization efficiency contribution
from the detector time constants is € ~ 0.98.

We self-calibrate the overall polarization angle by fit-
ting CfB = 0 following Keating et al. (2013). The over-
all polarization efficiency is degenerate with the absolute
gain of the polarization maps and is set by matching the
POLARBEAR F-mode spectrum to the Planck 143 GHz

2 https://www.ticra.com /software/grasp/

FE-mode data on our patch. This is described in more
detail in Section 4.6.

4. DATA ANALYSIS

In this section we describe the formalism and process-
ing steps used to turn the raw bolometer TOD into cos-
mological power spectra. We pay particular attention to
ways in which the pipeline differs from PB14 and PB17.

4.1. TOD Processing

This analysis uses a similar pre-processing and demod-
ulation procedure as T17 and Takakura et al. (2019),
herein T19. A brief overview is provided here for com-
pleteness. For simplicity terms relating to detector non-
linearity and instrumental polarization are neglected
here. The raw bolometer TOD in the telescope frame
can be modeled following

d(t) = I(t) + eRe{[Q(t) + iU (t)] e~ " (+x+20acr)}
+AXt) + N,

where x ~ wt is the HWP angle, e =X = m(x) describes
the polarization modulation of the HWP, ¢ is a polariza-
tion efficiency, 04¢¢ is the detector angle with respect to
instrument coordinates, N, is the detector white noise,
and A(x,t) is a slowly varying HWP-synchronous struc-
ture in the TOD.

Prior to demodulation we subtract the HWP-
synchronous structure A(x, t) using an iterative method
similar to Johnson et al. (2007). The HWP angle is re-
constructed from the encoder. The HWP synchronous
structure is estimated following Kusaka et al. (2014) and
is decomposed into harmonics. Gaps in the TOD are
filled with the HWP synchronous structure. At each
harmonic n € {1,2,...7}, the TOD are bandpass fil-
tered with a bandwidth of 1 Hz and demodulated to
form a time dependent amplitude for that harmonic of
the HWP synchronous structure. A linear drift is fit to
the amplitude of each harmonic. The sum over n of these
templates is subtracted from each TOD and the process
is iterated again. After the HWP structure has been
subtracted, the polarization signal is reconstructed by
multiplying the data by twice the conjugate of the mod-
ulation function 2m*(x) and low pass filtering to recover
the polarization signal,

da(t) = e[Q(t) + iU (t)]e 2Pt 1 N (2)

The TOD sampled at 8 Hz are used as the input
to all subsequent analysis pipeline steps. Due to the
high sample rate of the raw TOD and the number of
Fourier Transform operations, including the demodula-
tion in our main simulations would be computationally
prohibitive. The window function associated with the
8 Hz sample rate is negligible for our ¢ range. The de-
tector time constant deconvolution is performed on the
demodulated polarization TOD.


https://www.ticra.com/software/grasp/

Table 2. Operations and data selection efficiency

Category Stage of data selection Efficiency
Operations Time spent observing patch 36.8 %
and yield Focal plane yield 50.7 %
Data Glitch cuts and off bolometers 29.2 %
Selection Individual bolometer PSDs 76.6 %

Common mode PSD and maps 79.6 %

Cumulative data selection 17.8 %

Data selection efficiency for this analysis. A total of 2985
hour long CESs have any data that is used in the final science
analysis. The focal plane yield is normalized to the nominal
number of optical bolometers, 1274. The cumulative data
selection efficiency is the product of the preceding three rows.

Note that the noise in the demodulated TOD Nj is
complex and both the real and imaginary components
have twice the variance of the modulated detector white
noise N, due to the factor of two necessary to recover
Q@ and U correctly. There is no intrinsic difference in the
polarization sensitivity compared to the pair differencing
case. The noise Ny can be well described as white noise
plus a single low frequency component common to all
detectors. This is described in Section 4.3. The demod-
ulation algorithm assumes perfect separation of intensity
and polarization signals in time domain frequency, or in
other words the HWP frequency is much higher than the
scan speed divided by the beam size. In Section 5.2 we
quantify the impact of imperfect separation in the real
data and find the effect to be negligible. These demodu-
lated data are used as the input to the subsequent data
characterization and mapmaking pipelines.

We record the low pass filtered HWP structure sub-
tracted TOD (the 0f or intensity component) and the
demodulation at twice the HWP frequency (the 2f com-
ponent) for data characterization and selection.

4.2. Data Characterization and Selection

The data selection framework used in this analysis
consists of several rounds of increasingly selective cri-
teria to characterize low-frequency noise and mitigate
possible systematic contamination. The stages can be
roughly described as cutting out glitches and effects well
localized in time, cutting data based on individual de-
tector noise properties over the course of an observation,
cutting data based on array noise properties, and cut-
ting data based on map domain noise.

In all stages, the fundamental unit of data considered
is the detector subscan. Data where the telescope is ac-
celerating (turnarounds) are rejected completely. A ta-
ble of efficiencies is shown in Table 2. The primary con-
tributions to the end-to-end efficiency are the fraction of
time the patch is available for observations, instrument

7

down time due to maintenance and weather, and overall
focal plane yield due to non-functioning detectors and
glitch cuts. A total of 2985 CES observations are used
in the final mapmaking from the full observation period
from 25 July 2014 until 30 December 2016.

In the first stage, a set of time-domain glitch criterium
similar to what was used in PB14 is applied to the pre-
demodulated timestreams to find and remove high fre-
quency features. The TOD are convolved with a ker-
nel designed to pick up sharp temporal spikes in the
data while nulling the HWP synchronous structure at
multiples of 2 Hz. Subscans where the maximum devi-
ation of the convolved TOD is greater than ten times
the standard deviation are discarded. This operation is
performed on the full sample rate data to improve sensi-
tivity to fast glitches. The post-demodulation intensity,
2f and polarization TOD are convolved with an addi-
tional series of kernels sensitive to fast glitches in the
TOD, and subscans are cut following the same criteria.

After these flagging steps, an analysis is performed to
remove the low-frequency array common mode glitches
in the polarization data shown in T19 to be correlated
with polarized emission from clouds. We begin by per-
forming a principal component analysis (PCA) on the
detector intensity TOD. Working detectors are selected
by removing channels whose intensity timestreams are
not dominated by the largest eigenmode of the detec-
tor covariance matrix due to atmospheric fluctuations.
The @ + iU timestreams from each detector are rotated
into the instrument frame by multiplication with e?2¢aet
These TOD are coadded to form a full focal plane com-
mon mode signal which is rotated again into minimum
and maximum variance eigenmodes of the @) x U covari-
ance matrix. Subscans where the ratio of the standard
deviations of the two modes is greater than ten are cut.
This corresponds to the TOD cloud detection criteria
used in T19.

At this stage channels that have low signal-to-noise or
bad fits to the chopped thermal calibration source, chan-
nels that have no position as measured by the beam cal-
ibration, and channels with no polarization angle mea-
sured from Tau A are cut.

In the second stage, each demodulated timestream
is processed through the first portion of the mapmak-
ing TOD filters described in Section 4.4. The TOD
are filtered by a first-order subscan polynomial, ground-
fixed structure is subtracted by binning the TOD in
azimuth and subtracting the resulting template, and
monopole temperature to polarization leakage is re-
moved. Turnarounds and subscans flagged by the glitch
cuts are filled in with white noise matched to the RMS
of the surrounding samples. The power spectral den-
sity (PSD) of the TOD is then measured and fit to
a model consisting of white noise and a 1/f? low fre-
quency noise term. Detectors with anomalously high
white noise floors, high low-frequency noise, or poor fits
to the model are discarded. For most individual bolome-
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ters the low frequency noise is undetectably small after
the subscan polynomial filter. The action of the high-
pass subscan polynomial filter imposes a floor of several
times the scan frequency fscan =~ 10 mHz on the knee
frequency that can be resolved. Fourier domain lines in
the PSD are noted and notched out in subsequent data
processing. This notch filter is described in Section 4.4.
In the third stage, the common mode timestream is
re-computed using the inverse variance individual de-
tector weights, the additional data cuts, and Fourier
notch filters defined in the previous stage. We fit the
common mode PSD to a white noise and 1/f* term
for instrument frame @ and U separately. White noise
is largely uncorrelated between bolometers whereas the
low frequency component is coherent across detectors
meaning that averaging detectors results in a higher
knee frequency. The power law index « is allowed to
float because the higher knee frequency provides a suf-
ficient lever arm to resolve the low frequency exponent.
Observations where the common mode knee frequency
fiknee In telescope frame @ (U) is greater than 150 mHz
(100 mHz) or where the common mode noise floor is
anomalously high are rejected. We find median knee
frequencies of 45 mHz (24 mHz) in the common mode
@ (U) PSDs and a median polarization white noise
floor of 46 uK,/s for Q and U individually in CMB
temperature units. This corresponds to an array noise
equivalent temperature of NETpqy = 23 uKy/s that is
comparable to PB14 and PB17. The knee frequency
distributions differ because common mode ) and U
noise are produced by different physical mechanisms.
low frequency noise can be produced by temperature
noise brought into the polarization TOD by tempera-
ture to polarization leakage subtraction or by spurious
gain drifts acting on the HWP 4f structure. In con-
trast, U is out of phase with the 4f HWP structure and
is approximately out of phase with the temperature to
polarization leakage, meaning that low frequency noise
requires a phase drift of the HWP structure in the TOD
produced by effects such as detector time constant drift.
It is worth noting that we do not see a correlation be-
tween the array knee frequencies and the amplitude of
the atmospheric fluctuations in the temperature data.
In the fourth stage, the detector weights computed in
the second stage and the common mode PSD defined
in the third stage are used to create individual obser-
vation maps following the standard TOD filtering out-
lined in Section 4.4 with the modification that the tele-
scope frame polarization is treated as a scalar field and
is not rotated into right ascension and declination co-
ordinates. The maps are downsampled to degree pixels
and a map x? is computed by comparing the fluctua-
tion in the data to the expectation from the detector
noise weights. Maps with an anomalously high x? are
rejected as a check for low frequency pathologies that are
not readily visible in the common mode PSDs. In prac-
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Figure 3. Noise bias comparison for the full data set from
the TOD noise model and the signflip coaddition pipeline.
‘We see broadly consistent results between the two noise mod-
els. The fiducial power spectra use the “signflip” noise model.
These spectra do not reflect the filter transfer function and
beam window function correction described in Section 4.5.
The “signflip” curves with these corrections are shown in Fig-
ure 6. The shaded region represents the standard deviation
of the simulated noise bias.

tice this cut strongly overlaps with the common mode
PSD criteria.

4.3. Low Frequency Noise Model

We define two noise models for use in our simulation
pipeline and show good overall agreement between the
two. The noise in the data at low frequencies in the
time domain can be described by a single common mode
1/f“ component meaning higher order modes in the
TOD covariance are negligible. We run the end-to-end
analysis pipeline in two configurations; one using a TOD
noise model and the other using random sign coaddition
of individual CES maps to generate matched “signflip”
noise realizations.

In the TOD noise model, we generate white noise on
a per-detector basis assuming no correlations between
bolometers and the noise weights derived in Section 4.2.
The common mode low-frequency noise synthesized in
telescope coordinates for @ and U separately and is
matched to the amplitude and power law index « fit
from the real data. This mode is then rotated into the
polarization angle of each detector and added to the un-
correlated white noise.

In the “signflip” configuration, the noise realizations
are generated by randomly assigning a +1 or -1 factor to
each map during the coaddition of CESs. This creates
noise realizations with the exact power spectrum and
correlation structure of the real data assuming that the



noise fluctuations between CESs are uncorrelated. This
assumption can be broken by coherent drift in the ampli-
tude of the ground synchronous structure as described
in Section 5.2. We find this effect to be negligible.

We find good agreement between the “signflip” noise
realizations and the TOD noise realizations using our
cross spectrum estimator described in Section 4.5. The
noise bias derived from both pipelines is shown in Fig-
ure 3. The full coadd and all null test splits described
in Section 5.1 agree well except for one null spectrum.
In the “top versus bottom bolometers” case that explic-
itly splits paired detectors, we observe excess variance
and an anti-correlation in map space between the two
halves that cannot be reproduced by the simple TOD
noise model. Temperature noise aliasing into the polar-
ization frequencies in the TOD can create a similar noise
anti-correlation. This is naturally accounted for in the
“signflip” noise realizations.

We use the random sign coaddition pipeline to gener-
ate the noise realizations used in our fiducial null tests
and error bar estimation.

4.4. Mapmaking

In this analysis, we use a MASTER “filter and bin”
mapmaker (Hivon et al. 2002) where the TOD is filtered
to suppress low frequency noise and projected onto the
sky using inverse variance noise weights.

The mapmaking pipeline takes the demodulated data
described in Section 4.1 and applies an additional stack
of time domain filters. The ordering of the filtering is
set to avoid bias in the fitted temperature leakage coef-
ficients by spurious modes in the temperature and po-
larization TOD.

The first filtering operation works in the Fourier do-
main and low pass filters signal above 1.2 Hz. A set
of notch filters are applied to Fourier domain glitches
flagged in the data selection pipeline. A notch width of
10 mHz is used on every bolometer on the focal plane
when a high significance glitch is seen in more than 50
detectors for a given CES. An identical set of notch fil-
ters are applied to the simulation data.

The second filtering operation removes a second or-
der polynomial from each bolometer TOD for the whole
CES. This mode is expected to be dominated by thermal
fluctuations of the focal plane and cryogenics.

The third filter subtracts a ground-fixed template in
I, @Q, and U. The filter is constructed by averaging
the telescope frame TOD in 14/4 azimuth bins and sub-
tracting the resulting template from the TOD. This op-
eration is performed for each bolometer and CES in-
dependently. Unlike PB14 and PB17, the same tem-
plate is used for both left-going and right-going sub-
scans. We expect that the ground synchronous struc-
ture in our data is due to telescope sidelobes far from
the main beam interacting with the surrounding terrain.
We conservatively assume no correlation between CESs
and subtract a unique ground fixed template for each
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CES even though the ground fixed signal that we ob-
serve is generally stable between CESs. In Section 5.2
we place an upper limit on the error introduced by pos-
sible time variability in the ground synchronous struc-
ture within each CES. We test varying the bin size and
subtracting out a smoothed version of the template and
find no significant difference in the final measured power
spectrum.

Once these modes have been projected out of the data
we perform a PCA similar to T17 to remove temperature
to polarization leakage due to detector non-linearity and
instrumental polarization from the off-axis telescope de-
sign. We see a weak frequency dependence in the tem-
perature leakage coefficients below the telescope scan
frequency and Fourier domain glitches in the TOD at
high frequencies. As a result, to estimate the leakage
coefficients we form a copy of the TOD and apply a low
pass filter at 400 mHz and subtract a first order poly-
nomial from each subscan. We then compute a 3 x 3
covariance matrix between the I, ), and U TOD and
average this between subscans. The leakage coeflicients
are determined using the PCA described in T17 with
this covariance matrix. We find the estimated leakage
coefficients to be stable over the course of our observa-
tions. The temperature leakage is subtracted from the
original polarization TOD without the subscan polyno-
mial and low-pass filters. Since the leakage coefficient
determination is heavily dominated by atmospheric fluc-
tuations we do not expect this process to be significantly
biased by cosmological signal. In Section 5.2 we simu-
late the error expected in the B-mode power spectrum
due to multiplicative detector non-linearity and find the
effect to be negligible. We do not include this leakage
or the PCA filter in our main simulation pipeline.

Following this a first order polynomial is subtracted
from the @ and U TOD for each subscan in polarization
to mitigate low frequency noise. No further processing
is applied to the I TOD as these data are not used in
the subsequent analyses.

Finally, a filter is applied to the data to suppress the
low frequency mode seen in all detectors. A low pass
filtered version of the Q and U array common mode is
subtracted from each bolometer TOD in the instrument
frame. The spectral shape of the low pass filter is the
inverse of the fit power spectral density of the stacked
timestream derived in the data selection pipeline. The
same filter is applied to simulated data. As described in
Section 4.3 we do not see significant low frequency noise
beyond a single focal plane common mode.

We project the TOD into 8 pixels on the sky using a
Lambert Cylindrical equal area projection. The result-
ing maps for the real data and a sample noise realiza-
tion are shown in Figure 4. We achieve an effective map
depth of 32 pK-arcmin after correcting for the beam and
TOD filtering.



10

6.0

A Dec (°)

0

ARA(7)

0

A RA(°)

A Dec (°)

0

ARA(°)

i i
=20 -10 0

A RA(°)

Figure 4. POLARBEAR @ and U maps (top) and a sample noise realization (bottom) produced using the “signflip” coadd
pipeline. The CMB E-mode signal is visible in the real maps as a checkerboard pattern in @ and U. These noise realizations are
used to estimate the band power covariance of the the final power spectrum and the noise bias used in the foreground estimation

pipeline.
4.5. Power Spectrum Estimation

The power spectrum estimation pipeline closely fol-
lows PB14 and “Pipeline A” in PB17 with several minor
changes to improve numerical accuracy at low-¢. A brief
overview is provided for completeness.

The dataset is grouped into 38 bundles of approx-
imately uniform weight and sky coverage. We form
pseudo power spectra by taking cross spectra between
these bundles to remove the noise bias,

~ 1
CXY = ——— ) wwm;m!* 3
Zi;ﬁjwiwj; L Ay J ( )
where m and w are the apodized Fourier transform and
weight of each map bundle, respectively. The pseudo
spectrum is averaged into bins of A¢ = 2. Following

PB14 we use a pure B-mode estimator based on Smith
(2006) and Smith & Zaldarriaga (2007). The apodiza-

tion mask used in the pseudo spectrum is significantly
more aggressively smoothed than PB17. We apply an 8°
cosine square edge taper and an 8° Hamming window to
the pixel weight map. This improves the numerical sta-
bility of the reconstructed power spectrum at ¢ < 100.
We do not mask point sources in the power spectrum
estimation. As described in Section 6.4 we do not see
evidence for bright polarized point sources in higher res-
olution versions of our maps and we expect the contam-
ination from unresolved polarized point sources to be
negligible for this ¢ range. ~

The noise pseudo spectrum NXY is taken to be the
pseudo spectrum of the sum of the apodized map bun-
dles minus the cross pseudo spectrum CXY .



The pseudo spectrum is taken to be a linear function
of the true underlying power spectrum on the sky

Co =Y KuCy, (4)
ZI
where the transformation is given by

Koo = My Fu B, (5)

The mode mixing matrix My, describes the mixing of
£ modes due to finite sky coverage and is estimated di-
rectly by computing the pseudo spectrum of narrowband
noise realizations. By is the beam window function de-
fined in Section 3.3. The filter transfer function is found
via an iterative procedure following PB14.

éz — ZZ/ MM/FZ}?IC[/BE,
CoB?

Fp =Ry CF)=1.(6)

In contrast to PB17 we cut the iterative series off at
n = 3 to avoid over-fitting fluctuations in the simulated
pseudo spectra. This results in a negligible bias on the
reconstructed power spectrum. The filter transfer func-
tion is calculated using simulated ACDM E FE-only and
BB-only skies drawn from the Planck 2018 baseline T'T,
EE, TE + lowE + lensing ACDM cosmology (Planck
Collaboration et al. 2018b) with 1’ pixels. We verify
that the numerical value of the filter transfer function
does not depend on the underlying cosmology used in
the simulations.

We estimate the power spectrum in coarser bins of
width A¢ = 50. The binned estimate for the true power
spectrum can be written using binning and interpolation
operators P and Q,

Cy = Z K,y Py oCy, (7)
bt
Koy = Z Py Mo Fp Bf Qe (8)
Iz

The dependence of the binned spectrum on the un-
derlying spectrum is given by the band power window
functions wyy,

Cy=>_ wpCl, 9)
‘

Wpyy = Z K&)}Pb/[/K[[. (10)
b e

These band power window functions are shown in Fig-
ure 5. The shape of the lowest bandpower is due to
sensitivity degradation at low-£.

We have checked that the flat sky approximation does
not introduce a significant bias in the measured power
spectra.
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The statistical uncertainty on the reconstructed power
spectrum is taken to be the standard deviation of the re-
constructed power spectrum of Monte Carlo (MC) sim-
ulations containing filtered ACDM sky realizations and
“signflip” noise realizations. We compute analytic uncer-
tainties in the same way as PB14 and find those results
to be consistent with our MC uncertainties.

For all spectra we follow the Dy = ¢(¢ + 1)Cy/(27)

convention unless otherwise noted.

4.5.1. E-mode and B-mode mizing

The timestream filtering mixes E-mode power into the
B-mode spectrum. This is subtracted in the pseudo
spectra following PB14,

E—B
FE

~lE—>B = FE*)ECVZE‘ (11>
4

This reconstructs the correct central value of C’fB
however, it does not remove the excess variance in the
B-mode spectrum. We find that the level of B-mode
power introduced by timestream filtering is compara-
ble to the expected lensing B-mode signal in our low-
est band power. Since the fluctuations due to leaked
FE-modes are below the fluctuations of the noise bias,
the contribution to the statistical uncertainties is small.
We nonetheless account for this effect in our statistical
uncertainty by subtracting the measured F-mode spec-
trum in each realization in our simulations. We do not
perform any matrix based separation of F and B-modes
as described in BICEP2 Collaboration and Keck Array
Collaboration: Ade, P. A. R. et al. (2016).

4.5.2. Quantifying low-£ statistical performance

To accurately describe the low-¢ statistical perfor-
mance of POLARBEAR it is necessary to account for
the effect of the TOD filtering and the beam window
function in the measured noise bias. We do this follow-
ing BK15 by referring the noise pseudo spectrum Ny to
a true power spectrum on the sky N, following Equa-
tion 7. We write the number of degrees of freedom per
band power as an ¢-dependent effective sky area. These
two quantities represent the noise contribution to the
power spectrum statistical uncertainties. Figure 6 and
Table 3 show the results of this analysis. It should be
noted that this is not exactly equivalent to an analytic
estimate of the statistical errors because it does not ac-
count for terms arising from the CMB signal variance.

We additionally compute an ¢ knee that can be com-
pared to the numbers presented in The Simons Obser-
vatory collaboration: Ade, Peter et al. (2019). We fit
our estimated power spectrum uncertainties following
the same formalism and find a knee of ¢ = 90. This ¢
knee can also be computed by incorporating the effec-
tive sky area degradation into the noise bias, Np/+/ foky
using the numbers in Table 3 giving consistent results.
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Table 3. Noise bias and effective degrees of freedom

Nominal band definition £ Band power centroid (£) Noise bias N, (107*uK?) Effective noise fsky

50 < £ <100 81.5
100 < £ <150 125.6
150 < £ <200 175.1
200 < £ < 250 224.8
250 < £ < 300 274.4
300 < £ < 350 324.8
350 < £ <400 374.9
400 < £ < 450 425.0
450 < £ <500 474.8
500 < £ < 550 524.7
550 < £ < 600 574.7

1.665 0.0089
1.006 0.0130
0.875 0.0125
0.872 0.0147
0.872 0.0149
0.891 0.0181
0.921 0.0152
0.943 0.0136
0.963 0.0137
0.998 0.0130
1.030 0.0137

Data points for the curves shown in Figure 6. These data use the “signflip” noise model and the fiducial internal cross power

spectrum estimator. These numbers are written in C; units and do not include the factor of £(£ + 1)/27 used in the rest of this

work.
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Figure 5. BB band power window functions. The shape of
the lowest bandpower is due to the sensitivity degradation
at low-£ due to timestream filtering.

4.6. Map level calibration

We perform an overall gain calibration by cross cor-
relating our data to the Planck satellite. We use the
Planck 2018 PR3 143 GHz full mission maps® and pro-
cess them through our filtering and mapmaking pipeline.
We compute debiased spectra for both the POLARBEAR
internal cross spectra using the fiducial power spectrum
estimate and the fully coadded POLARBEAR maps corre-
lated with the scanned Planck maps using the full coadd

3 https://pla.esac.esa.int

power spectrum estimator described in Apendix A. We
fit an overall gain calibration factor based on the ratio
of the F-mode spectra,

gb — C'bEE’PB / CybEE,PBXPlanck. (12>

The uncertainty on this ratio is computed by MC sim-
ulation, holding the underlying sky realization fixed. We
use 96 realizations of the Planck FFP10 noise model
(Planck Collaboration et al. 2018¢) to approximate the
Planck map noise. We fit this calibration to an /-
dependent gain model accounting for a smearing of the
beam profile following

s =amew |-

g = Zwbzge. (14)
I

We find an overall gain calibration factor of 1.08+0.04
in amplitude and an effective beam smearing of 02 =
1.14 + 5.58 arcmin®. We convolve the beam with the
best fit value for the pointing model error and treat the
uncertainties in gy and o2 as a calibration error term in
our final results. We compute an alternate absolute gain
calibration fitting the POLARBEAR spectrum to the best
fit Planck ACDM theory spectrum and find agreement
with the fiducial calibration at the percent level across
our ¢ range.

After applying this absolute calibration we compare
E-mode spectrum to Planck and form a null spectrum

A NEE . PB ~NEE,PBxPlanck
C(b,null == Ob - Ob . (15)

The uncertainty on this null spectrum is computed by
MC. We find this null spectrum to be consistent with


https://pla.esac.esa.int
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Figure 6. Noise bias N; after correcting for TOD filtering and the beam window function (left), effective number of degrees of
freedom v, per band power defined in Equation 19 written as an /-dependent foy = 14/(2¢ - Af), where £ and Al refer to the
nominal band power definitons (right). The degradation in N} at high £ is primarily due to the beam window function and the
degradation at low ¢ is due to low frequency noise and timestream filtering. These curves are derived from the auto spectrum
of the “signflip” noise realizations computed using the fiducial cross spectrum pipeline. The alternate auto spectrum estimate
described in Appendix A gives similar N, with a marginally larger effective fsk,. This plot can be directly compared to Figure
3 in BK15. Numerical values for these curves are given in Table 3.
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Figure 7. The E-mode band powers after absolute gain calibration compared to the best fit Planck 2018 ACDM cosmology
(left), the residuals compared to the binned theory and the null quantity formed by subtracting the debiased cross spectrum
with filtered Planck 2018 143 GHz maps (right). The E-mode spectrum is used as an overall gain and effective beam width
calibration. The lowest four bandpowers are shown in the inset.
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zero with x?/v = 7.0/9 corresponding to a probability-
to-exceed (PTE) of 64%. When we compare our mea-
sured F-mode spectrum to the best fit ACDM theory, we
observe a marginally significant discrepancy in our high-
est two ¢ bins. This appears to be due to an anisotropic
feature seen in the two-dimensional power spectrum at
approximately the size scale and orientation of the detec-
tor wafers. These fluctuations have no significant coun-
terpart in the null tests described in Section 5.1. These
fluctuations do not depend on any of the operations in
the TOD filtering and mapmaking pipeline that have
characteristic scales on the sky or frequencies in the time
domain. The overall gain and beam calibration does not
significantly shift if these two bins are removed from the
analysis. We find that there is no significant shift in
the B-mode spectrum when these regions of the Fourier
plane are masked in the pseudo spectrum estimation.
We show our measured E-mode spectrum as well as the
residuals compared to Planck and the ACDM theory in
Figure 7.

After applying the overall gain calibration we self cali-
brate the overall instrument polarization angle following
Keating et al. (2013). We apply an overall polarization
angle correction At such that the measured CfB power
is minimized,

R 2
—2In(L) = Z PP —(1/2) Sin(flAw) > wiuCFP '
) AP

(16)
Here AC’ZFB is the uncertainty in the reconstructed £ B
spectrum from the MC simulations. We find an over-
all calibration Ay = —0761 £ 0°22. After applying
this calibration we find that CF? is consistent with
zero with a total x> PTE of 77%. Our absolute an-
gle calibration is compatible with PB17 which reported
AvY pp17 = —0°79 + 0°16. This calibration is shown in
Figure 8. It should be noted this calibration is indepen-
dent of PB17.

The self-calibrated polarization angle correction is ap-
plied in the map domain. The absolute gain computed
with the FE spectrum differs slightly from the MC sim-
ulations used to establish the band power errors and
covariances. To account for this in the final power spec-
trum uncertainties, we assume that the total variance
in each band power is the sum of the signal variance
and the noise variance as derived from signal-only and
noise-only simulations, respectively. The noise variance
is rescaled to the best fit absolute gain calibration.

We quantify a calibration uncertainty in the measured
power spectrum using the uncertainty in the overall gain
calibration go, pointing model error o2, polarization an-
gle self calibration A, and statistical uncertainty on
the beam window function AB,. The correlation be-
tween go and o? is modeled as a simple Gaussian co-
variance. The three effects are added in quadrature to
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Figure 8. EB power spectrum based on the IRAM Tau A
measurement and after polarization angle self-calibration.
We find the angle derived from self-calibration to be sta-
tistically consistent with PB17. We find our measured EB
spectrum to be consistent with zero after an overall polariza-
tion angle is subtracted with x?/v = 6.56/10 corresponding
a 77% PTE. The lowest four bandpowers are shown in the
inset.

form a total calibration error. This represents an upper
limit as the overall gain calibration and beam window
function are degenerate. The numerical values of these
calibration errors in the estimated power spectrum are
shown in Section 6.1.

5. SYSTEMATIC UNCERTAINTIES

In this section we describe the internal consistency
checks performed with the data and simulation of known
systematic contaminants.

5.1. Null Tests

We perform a set of null tests to establish the in-
ternal consistency of the dataset and search for possi-
ble systematic contamination in the final power spec-
tra. In general, it is not possible to construct difference
maps between halves of the data with zero signal due
to anisotropic scanning and filtering effects. This ef-
fect becomes particularly pronounced at low-£. As a re-
sult, we follow the formalism developed originally by the
QUIET collaboration (Bischoff 2010) and used in PB14
and PB17. We include the filtering and mode mixing
explicitly in the construction of the null spectrum

Cp = Cf + Cf — 207, (17)

where C'f and C'(ZB are the debiased autospectrum for
each half of the split. Likewise, C(AB is the cross spec-
trum between the splits. The spectra are computed us-



ing the same cross spectrum formalism and map bundles
used in the main pipeline.

The filter transfer function and mode mixing matrix
are computed in the same way as the fiducial power
spectrum pipeline using 92 EFE-only and 92 BB-only
Planck 2018 ACDM input maps for each test. Only
map regions present in both halves of the split are used
to form the pseudo spectrum and mode mixing matrix.
The null spectra are computed using the same ¢ binning
as the final power spectrum. FEF, EB, and BB null
spectra are compared to 192 FE + BB signal and noise
simulations. We find that this number of simulations is
adequate for percent-level statistical uncertainties on the
null spectrum PTE values and filter transfer functions
across our full £ range.

For our fiducial null test statistics, we use noise real-
izations generated with the “signflip” pipeline. There is
no significant difference from the PTE values computed
with the TOD noise model with the exception of the
“top versus bottom” null test that explicitly separates
detector pairs. This is due to the presence of an addi-
tional anticorrelated noise term when detector pairs are
separated that is not included in the TOD noise model
described in Section 4.3.

5.1.1. Null test data splits

We split the data along 18 largely uncorrelated axes
designed to probe a wide range of possible sources of
systematic contamination. Where possible the data set
is split into halves with equal weight. In the following
we briefly described these splits.

e “First half versus second half”: the dataset is
split into two equal-weight halves chronologically
to probe for time dependent miscalibration or
changes in the instrument.

39 43

e “Rising versus middle and setting”, “middle ver-
sus rising and setting”, “setting versus rising and
middle”: the three different CES types are split
in all possible combinations to detect elevation-
dependent miscalibration or residual ground syn-

chronous signal.

o “Left-going versus right-going subscans™  the
dataset is split in half according to the direction
of motion of the telescope to test for microphonic
or magnetic pickup in the data.

e “High gain versus low gain observations” the
dataset is split into observations with above and
below average mean detector gain coefficients to
search for problems with the gain calibration.

e “High PWYV versus low PWV”: the dataset is split
by PWV as measured by the nearby APEX ra-
diometer to check for loading or weather depen-
dent effects.
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e “Common mode @ knee frequency”, “common
mode U knee frequency”: the dataset is split into
observations with high and low knee frequencies
in the telescope frame @ and U common mode
signal to check for problems in the treatment of
low frequency contamination. The @ knee fre-
quency split overlaps with the cloud detection cri-
teria from T19. Both splits are largely uncorre-
lated with the PWYV split.

e “Mean temperature to polarization leakage by
channel” split the dataset into detectors that see
small and large temperature leakage coefficients to
test the subtraction and search for residual con-
tamination.

e “2f amplitude by channel”, “4f amplitude by
channel” split the data by HWP signal amplitude
to check for problems removing the HWP struc-
ture or systematic contamination coupling into the
data through these terms.

e “QQ versus U pixels”: each detector wafer is fab-
ricated with two sets of polarization angles. We
split the data into the two pixel types to check for
problems in the device fabrication.

e “Sun above or below the horizon”, “Moon above or
below the horizon”: we split observations based on
whether or not the sun or moon is up to check for
residual sidelobe contamination.

e “Top half versus bottom half”, “left half versus
right half”: we split detectors by the boresight axis
of the telescope to check for optical distortion and
problems due to far sidelobes.

e “Top versus bottom bolometers”. with a contin-
uous HWP each bolometer TOD independently
measures @ and U. We explicitly separate de-
tector pairs to check for temperature aliasing or
device mismatch.

We have also considered season-by-season data splits,
however these are not included in the final suite because
they are highly correlated with the first half versus sec-
ond half split. Additionally, we have examined average
2f and 4f amplitudes as well as average temperature
to polarization leakage by observation but do not in-
clude these due to redundancy with the weather and
gain splits. We also considered sun and moon boresight
distance splits but do not include them due to overlap
with the sun and moon being above the horizon. None
of the excluded splits indicated significant problems in
earlier iterations of the pipeline and removing redundant
tests improves sensitivity to outliers in the splits used.



16

10t T T 10! T T 10! T
200 oo 100 ,
AL AL 1 10tk J

L 10 : 10

(@]

Q- 107} 4 107} .
10'3__... A 10'3_ <
10 10*

EE
Xnull
10* T T T T T T 10! T T 10! T T
+ Real data
ol i . 4 () I 4 oL 4
10 Simulation|] *° 10
- . ‘ . - -~

w 101k .:'.'?|..+ 4 10! _"'"-r-i"'-'l'- . 4 101k "_" 1

o) ' ‘ : - Tt

QO 102L = H IR S e 4 102F 1
107 1 107F b - 1 107F 3

-4 1 L 1 1 1 L 1 -4 1 L 1 1 | L 1 -4 1 1 L 1 1 L 1
107, 2 4 6 8 10 12 1 P 2 4 6 8 0 12 14 o 2 4 6 g 10 12 14
2 EE 2 EB 2 BB
Xnull Xnull Xnull

Figure 9. One dimensional Xnull = Chull/0nui,Mmc distribution from the fiducial set of null test splits (top), the same data shown
as X2an (bottom). No statistically significant outliers are seen in these data. Error bars on the real data histograms represent
68% Poisson confidence intervals. The solid line in the upper panels shows a unit variance Gaussian as an approximation to
the real distribution. Note that the summary statistics do not assume a Gaussian distribution for xnunu since the data are only
compared to the simulations.

systematic biases and the latter is more sensitive to out-
20 ‘ ‘ ! ‘ liers. Figure 9 shows the ynu and x?2,, distributions
' compared to the expectation from MC simulations. The
PTE of the total x2 , summed over ¢ bins for each test
and summed over tests for each bin is shown in Table 4.
To probe for systematic contamination and consis-
tency of the noise model we compute five statistics on
the ynun values. These statistics were determined before
computing spectra with the real data.

1. “Average x overall”: the mean value of X,y for all
tests and bins

2. “Most extreme x? by bin”: the most extreme Xfmn

—— uniform .
: ‘ . ‘ when summing spectra over tests
°%e 0.2 0.4 0.6 0.8 1.0
PTE of x2., for all tests and bins 3. “Most extreme x? by test” the most extreme x2
when summing spectra over bins
Figure 10. Distribution of PTE values for each bin in each 4. “Most extreme X2 overall” the most extreme X2 i
test. The distribution for all three spectra are consistent for all bins and tests o

with uniform.
5. “Total x? overall”: the sum of x?2 ; for all spectra

5.1.2. Null test statistics and analysis
For each statistic we compute a PTE by comparing

For each bin in each null spectrum we compute the the real data to same statistic computed with the MC
statistic xpun = CPYU/o(CPY) where o(CPl) is the realizations. Directly comparing the data to the simu-
standard deviation of the MC null spectra. We use both lations accounts for any correlations that exist between

Xnun and x?2 ,, because the former is more sensitive to bins and tests in the computation of the PTE values.
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Table 4. Null test PTE values

Total EE x> PTE Total EB x> PTE Total BB x? PTE

Null test summed over ¢ bins

First half versus second half 86.5 % 43.2 % 79.7 %
Rising versus middle and setting 85.4 % 70.8 % 6.8 %
Middle versus rising and setting 63.0 % 63.0 % 39.1 %
Setting versus rising and middle 50.5 % 53.1 % 19.3 %

Left-going versus right-going subscans 36.5 % 26.0 % 6.2 %
High gain versus low gain CESs 45.3 % 83.3 % 3.1 %

High PWYV versus low PWV 50.5 % 33.9 % 28.6 %
Common mode @ knee frequency 57.8 % 36.5 % 26.6 %
Common mode U knee frequency 91.7 % 54.7 % 79.7 %

Mean temperature leakage by bolometer 78.6 % 54.2 % 56.8 %
2f amplitude by bolometer 5.7 % 328 % 83.9 %
4f amplitude by bolometer 35.4 % 18.2 % 33.3 %

Q versus U pixels 72.4 % 64.6 % 28.1 %

Sun above or below the horizon 76.6 % 91.1 % 32.2 %

Moon above or below the horizon 76.0 % 77.6 % 57.3 %

Top half versus bottom half 79.7 % 35.4 % 271 %

Left half versus right half 53.6 % 33.9 % 76.0 %

Top versus bottom bolometers 36.5 % 55.7 % 354 %
¢ bin summed over null tests

50 < ¢ <100 31.8 % 58.3 % 44.8 %

100 < £ < 150 64.1 % 14.1 % 24.5 %

150 < ¢ < 200 61.5 % 46.9 % 96.9 %

200 < £ <250 71.4 % 74.0 % 28.6 %

250 < £ < 300 83.9 % 7.3 % 26.6 %

300 < £ <350 50.5 % 92.7 % 6.8 %

350 < £ <400 64.1 % 97.9 % 92.2 %

400 < £ < 450 44.3 % 84.4 % 52 %

450 < £ < 500 96.9 % 63.5 % 31 %

500 < ¢ < 550 68.8 % 84.5 % 49.0 %

550 < ¢ < 600 49.5 % 16.1 % 49.5 %

PTE values for the total x? of each null spectrum summed over £ bins and each ¢ bin summed over null spectra. None of the
null spectra indicate significant problems. The PTE values are computed directly from the 192 signal+noise simulations and

are therefore quantized at the 0.5% level.

We define an additional statistic P,y that is the lowest
of the five PTE values. We require that the PTE of
Piow be greater than 5%. The numerical value for these
statistics can be seen in Table 5. All spectra (EFE, EB
and BB) pass these criteria.

Additionally, we require that the PTE of the x?2 ; val-
ues by test, by bin, and overall be consistent with a
uniform distribution using a Kolmogorov-Smirnov (KS)
test to test for systematic mismatch between the real
and simulated uncertainties. Figure 10 shows the PTE

distribution for all bins and tests.

We find the PTE

distributions to be consistent with uniform.

5.2. Simulation of Systematic Errors

In addition to the null tests, we simulate several known
sources of systematic error. We find upper bounds on
the contamination introduced by these effects to be sub-
dominant to the statistical error in all spectra.

The systematic error estimate uses a modified version
of the simulation pipeline developed for the null tests
and the power spectrum estimation. For most system-
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Table 5. Null test PTE values

Null statistic EEPTE EBPTE BB PTE

Average x overall 734 % 80.7 % 9.9 %
Most extreme x2 by bin  96.9 % 43.8 % 31.7 %
Most extreme x2 by test  70.3 % 98.4 % 57.3 %
Most extreme x? overall — 48.4 % 84.9 % 66.1 %

Total x? overall 90.6 % 78.7 % 12.5 %

Lowest statistic 85.4 % 86.4 % 33.9 %

KS test on all bins 10.1 % 60.4 % 15.9 %

KS test on all spectra 6.4 % 31.8 % 10.5 %
KS test overall 35.9 % 27.5 % 14.6 %

PTE values for each of the high level null test statistics.

atic effects, a signal-only ACDM sky is scanned to form
simulated TOD. These TOD are then distorted follow-
ing a model of the given effect and then filtered and
projected onto the sky using the fiducial mapmaker. We
compute pseudo spectra from these distorted maps and
refer them to the underlying sky using the same mode
coupling and filter transfer functions used for the fidu-
cial power spectrum estimate. Since several systematics
are suppressed by the overall gain and polarization an-
gle calibration, we perform these overall calibrations in
each simulation. We do not model the /-dependent gain
model applied to the real data and only fit the over-
all gain go. In parallel, the same mapmaking and power
spectrum estimation is performed without distorting the
TOD to form a reference simulation. The systematic er-
ror is taken to be the absolute difference between the
contaminated and reference power spectra.

To form an overall systematic error estimate we lin-
early add the power spectrum contamination from each
set of simulations. In practice we expect that each
source of error will be largely uncorrelated with the oth-
ers meaning this is a conservative upper limit. The total
systematic error estimate as well as the contributions
from groups of effects in FE and BB are shown in Fig-
ure 11. We find the expected systematic contamination
in the EB spectrum to be likewise subdominant to our
statistical errors.

5.2.1. Gain miscalibration, time constant drift, detector
non-linearity

We simulate the error introduced by finite uncertainty
on the relative gain calbration of each detector. We
estimate the statistical uncertainty in each bolometer
relative gain calibration to be 4.7% due to the amplitude
of the chopped thermal source and detector noise.

As described in T17, the primary impact of detec-
tor non-linearity is the additive temperature to polariza-
tion leakage. However, there is a smaller multiplicative

term from the gain variation acting on the CMB sig-
nal. We simulate this using a downsampled version of
the normalized 4f amplitude (phase) as a tracer of the
detector small signal gain (time constant) and inject the
non-linear response (time dependent polarization angle
error) into the simulation timestreams. Time constant
drift and detector non-linearity modulating the ground
synchronous structure is modeled separately.

5.2.2. Polarization angle error

We estimate the impact on the reconstructed power
spectrum assuming that the calibrated detector polar-
ization angle errors are Gaussian distributed around the
true values with standard deviation 1°2. This error es-
timate is taken from the scatter of the difference in po-
larization angles measured for the two detectors within
a pair. This polarization angle uncertainty is compara-
ble to the value used in PB17. The systematic effect is
strongly suppressed by the absolute polarization angle
calibration. We also estimate the effect of an overall po-
larization angle miscalibration by rotating the polariza-
tion angle of the input sky 0°5 RMS based on the quoted
systematic uncertainty in the Tau A polarization angle
from Aumont et al. (2010). It should be noted that
this measurement was performed at 90 GHz. Several
other experiments (Naess et al. 2014; Planck Collabora-
tion et al. 2016; Kusaka et al. 2018; Ritacco et al. 2018)
have measured Tau A at 150 GHz and found consistent
results. The residual error from an overall polarization
angle shift is not identically zero after self calibration
because the map making operation is not invariant un-
der polarization angle rotation due to different Q and U
common mode filtering.

5.2.3. Boresight pointing error

We quantify the systematic impact of the imperfect
knowledge of the boresight pointing by considering sev-
eral candidate pointing solutions. We perform the in-
put map scanning with the fiducial pointing model and
project the TOD to the sky with an alternate point-
ing solution derived using different subsets of the point
source observations or model parameters. We find the
largest discrepancy from the fiducial pointing solution
results from the inclusion of Jupiter data in the point-
ing model fit. We conservatively quote that residual in
our systematic error estimate. This is one of the largest
systematic uncertainties in our F-mode spectrum, how-
ever this effect is significantly less than our statistical
error over our ¢ range. This effect has a significantly
smaller impact on the B-mode spectrum.

5.2.4. Crosstalk

We observe an electrical coupling between detectors
read out on the same cables. We assume that this
crosstalk is constant through the entire dataset and lin-
ear. We estimate the amplitude of this effect using the
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Figure 11. Systematic contributions from all simulated effects grouped thematically for £ and BB, left and right. The ground

structure curve indicates the sum of contamination from the detector gain and linear drift models of ground contamination.

The HWPSS and aliasing curve includes 0f and 2f signal aliasing as well as the HWP imperfections. The polarization angle

curve shows the sum of individual and overall polarization angle uncertainties after self calibration. The beams and pointing

curve includes pointing model uncertainty and effects related to detector crosstalk. The gain and non-linearity curve includes

relative gain uncertainty and detector gain and time constant drift acting on the CMB signal. The dominant effect in EE

is the misestimation of the effective polarization beam due to detector crosstalk while the dominant systematic in BB is the

uncertainty in the ground structure subtraction. It should be noted that this is a conservative estimate driven by significant

model uncertainties. Future experiments may be able to suppress this effect significantly through careful study and control of

ground pickup. The total systematic error is formed assuming all systematics add linearly in power.

observations of Jupiter used for the gain and beam cali-
bration. Crosstalk appears in these data as an apparent
negative copy of the beam shape several tens of arcmin-
utes away from the main beam. We estimate the ampli-
tude of these images using a matched filter and construct
a matrix representing the coupling of signal in detector
1 to observed signal in detector 7,

dj,observed = dj,real + E Lijdi,reab
1#]

(18)

We find the matrix L to be sparse and do not see
significant crosstalk for detectors read out on different
cables. The median non-zero off-diagonal element of the
matrix L is 1% and the median row sum representing the
ratio of cross talked power to power in the main beam
is approximately 4%.

We estimate this systematic error as the sum of two
effects. We first quantify error introduced in the beam
calibration. This is due to the fact that crosstalk is
strongly suppressed in polarization due to the different
polarization angles of each detector (Crowley et al. 2018)
in HWP experiments. As a result the temperature and
polarization see different effective beam profiles. The
second effect that we simulate is the direct distortion of
the polarization signal by injecting crosstalk at the TOD
level in signal-only simulations. We find the beam mis-
calibration effect to be the dominant systematic in our
FE-mode spectrum. It is possible to strongly suppress

crosstalk by inverting the mixing matrix L in the data
processing pipeline as done in (Henning et al. 2018),
however we do not take this step as the expected con-
tamination is already below our statistical error.

5.2.5. Ground Pickup

We observe a ground-fixed structure in the TOD that
is on the order of 100 pK after subscan polynomial fil-
tering. The majority of the effect is subtracted by bin-
ning each detector TOD in azimuth and subtracting that
mode for each CES. This structure is likely optical and
due to far sidelobes sensing the surrounding terrain. We
simulate possible variation in this ground-fixed structure
within each CES and estimate the impact of the residual
on the final B-mode power spectrum. We find this to
be the dominant source of possible systematic contami-
nation in our lowest B-mode spectrum ¢ bin.

One physically motivated model for this effect is the
detector non-linearity modulating stable ground pickup.
We simulate this using the low-pass filtered 4f ampli-
tude as a gain tracer. As shown in T17 the dominant
source of 4 f amplitude variation is detector non-linearity
modulating the detector small signal gain. This gain
function modulates the ground fixed structure produc-
ing imperfect subtraction by the TOD filters.

In addition to the detector gain model, we simulate
several linear drift models of instability in the ground
template. We simulate the apparent ground structure
amplitude drifting during the course of a CES and place



20

an upper limit on this model using the TOD directly.
For each bolometer and CES type (rising, middle, and
setting) we fit @ + U for each subscan as a tenth order
Legendre polynomial series. We then average these co-
efficients across all CESs to build a set of polarization
templates for the ground synchronous structure. The
TOD is then fit to this template for each subscan and
averaged across detectors to fit a ground amplitude as a
function of subscan number within an CES. The slope
of this amplitude is then computed for each CES. We
do not see any correlation of the ground amplitude or
the slope of the amplitude with local solar or sidereal
time and place an upper limit of 1% temperature drift
correlated between CESs. We simulate a ground syn-
chronous signal amplitude increase of 1% in each CES
to place an approximate upper limit on the BB power
created by this model.

We also expect that the ground fixed signal amplitude
drift within a CES will have a component uncorrelated
with solar or sidereal time. We simulate this by as-
suming that all of the variance in the ground amplitude
slope is due to physical temperature drift of the appar-
ent ground fixed signal. This model appears primarily
as low-£ noise in the map domain. We quantify the esti-
mated residual after suppression by the cross spectrum
estimator. It should be noted that this represents the
maximum possible contamination for this model that is
consistent with the data and receives some contribution
from the TOD noise. The majority of the possible sys-
tematic contamination due to ground fixed signal comes
from this mode. The physically motivated gain modula-
tion predicts a significantly smaller level of contamina-
tion.

We also validate that the null test statistics are sen-
sitive to these models of drift in the observed ground
structure amplitude. Statistically significant contam-
ination due to imperfect ground template subtraction
results in null test failures confined to the lowest ¢ bin
of the CES type (rising, middle, setting) and half focal
plane (left versus right and top versus bottom) splits.
While less sensitive than the template approach, the
null tests are significantly more model independent in
that the contamination need not follow the linear drift
or 4f gain models. Since no such failure is observed
we can be confident that this systematic error is indeed
subdominant to our statistical errors.

5.2.6. HWP Signal Aliasing

An additional source of variance in the polarization
data is produced by the imperfect separation of temper-
ature and polarization in time domain frequency. While
small, the (beam-convolved) temperature signal on the
sky will have power that aliases into the polarization
band centered at the HWP 4f. Additionally, there is
non-zero leakage of the temperature signal into the side-
bands of the HWP 2f amplitude. We simulate these
effects by scanning a temperature-only beam convolved

sky and injecting the aliased signal at the 0.6% level
via the 2f and directly via the Of into the polarization
TOD. We find the contamination in both the F and
B-mode channels to be negligible. We do not simulate
the impact of the TOD filtering on this systematic and
simply bin the pseudo spectrum of the aliased maps.

5.2.7. HWP Imperfections

We observe a small air bubble in the anti-reflection
coating on our warm HWP. We find the HWP syn-
chronous structure associated with this spot to be stable
with time. We simulate the aliased power from the total
non-4 f harmonics coupled with non-linearity, time con-
stant drift, and gain error and find the excess variance
added to the data to be negligible.

5.2.8. Temperature to Polarization Leakage

The temperature to polarization leakage produced by
the off-axis telescope design has both scalar and higher
order terms. Following Essinger-Hileman et al. (2016)
we break the leakage into scalar, dipole, and quadrupole
terms. We measure the higher order modes using the
scans of Jupiter performed for the beam calibration. We
find the contamination from these higher order modes
in the polarization power spectra to be negligible. More
details on this analysis can be found in Takakura (2017).

5.2.9. Cross Polarization from MD breaking

The systematic contamination due to cross polariza-
tion from the breaking of the MD condition by the HWP
located at the focus of the primary is expected to be
negligible. Matsuda et al. (2018) simulated the impact
of this cross polarization for the POLARBEAR-2 receiver
assuming the observation strategy used in this analysis.
Due to the focal plane dependence of the cross polar-
ization and the smaller field of view of the POLARBEAR
instrument the contamination will be smaller than the
expectation for POLARBEAR-2.

6. POWER SPECTRA AND PARAMETER
CONSTRAINTS

In this section we present our power spectrum results,
an estimate of the foreground contamination in our spec-
tra and an upper limit on the tensor-to-scalar ratio r.

6.1. POLARBEAR BB power spectrum

Our estimated B-mode power spectrum is shown in
Figure 12. We observe a modest excess above the ACDM
lensing expectation in our lowest two ¢ bins.

The band power uncertainties from all terms (statis-
tical, systematic, and calibration) are shown in Table 6.
We find the statistical error to be dominant in all £ bins.

We compute an estimate of the overall amplitude of
our observed B-mode signal relative to previous mea-
surements. For the purposes of this calculation we
assume that the underlying sky consists of a lensing



CMB component corresponding to the Planck 2018
ACDM lensing B-mode spectrum and a foreground
component modeled by a power law Dy qust = 9 X
1073 (£/80)~%6 ;K? taken from the BK15 spectral de-
composition at 150 GHz. We find a reduced x? of
11.6/11 compared to this model indicating good agree-
ment. Naively fitting for an overall B-mode amplitude
rescaling this template we find Agp = 1.8 + 0.8 disfa-
voring the null BB hypothesis at 2.20. This estimate
neglects the slightly non-Gaussian shape of the band
power distributions, however that is accounted for in
our cosmological parameter constraints shown in subse-
quent sections.

We additionally compute a naive uncertainty on r
from our ACDM lensing only (r = 0) simulations. We
find o(r) = 0.34 neglecting the non-Gaussian shape of
the likelihood.

6.2. Cross correlation with Planck HFI maps

We compute cross spectra with three Planck 2018 HFI
maps to quantify the contribution of galactic dust to our
B-mode auto spectrum. We form the ten unique auto
and cross spectra between four maps,

e POLARBEAR 150 GHz map

e Planck 143 GHz frequency map
e Planck 217 GHz frequency map
e Planck 353 GHz frequency map.

We process the Planck PR3 full mission frequency
maps through the POLARBEAR observing pipeline to cre-
ate Planck maps as seen by POLARBEAR. Additionally,
we process 96 noise realizations from the Planck FFP10
noise simulations for each frequency to establish the
Planck noise bias. The POLARBEAR noise bias is es-
timated using 192 “signflip” noise realizations.

The spectra involving the Planck maps are formed us-
ing the alternate full auto spectrum pipeline described in
Appendix A where we simply compute the power spec-
trum of the fully coadded map rather than the cross
spectrum of the ten day data subsets. We compute
the measured debiased power spectrum C} for display
purposes by subtracting the mean auto spectrum of
the FFP10 noise simulations from the auto spectrum
of the real map. This is done to avoid relying on same-
frequency cross spectra in the Planck 2018 PR3 maps
which are known to be contaminated by systematics at
the lowest ¢ values (Planck Collaboration et al. 2018c).

The POLARBEAR auto spectrum and noise bias is com-
puted using the fiducial cross spectrum pipeline. Using
the auto spectrum of the fully coadded map in place of
the internal cross spectrum formalism does not signif-
icantly shift the final parameter estimate, however we
use the fiducial power spectrum pipeline for consistency
with previous results and robustness to noise bias mis-
estimation.
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The six cross spectra between frequency bands are
formed directly from the cross spectra of the fully coad-
ded maps assuming that systematics and noise are un-
correlated between frequencies and experiments.

We use a quasi-analytic approach to estimate uncer-
tainty in the cross and auto spectra motivated by the
computational cost of running the number of simulations
necessary to directly estimate the full covariance ma-
trix. We assume that every spectrum follows a reduced
x-squared distribution with the same effective number
of degrees of freedom per band power denoted v}, de-
termined by the patch geometry and TOD filtering. We
estimate the number of degrees of freedom from the frac-
tional uncertainty in the auto spectrum of the scanned
noise realizations,

vy = 2(0(%1,))2' (19)

For the auto spectra we estimate the uncertainty of
the measured power spectrum C using the best fit signal
power spectrum Cj, and mean noise bias Ny,

ACy = \/z (Cy + Ny). (20)

Equivalently, the uncertainty in the measured cross
spectrum can be written in the form,

. 1
ACHP = \/1/ ((Cb,A + No,a)(Co,p + Nog) + Cb?AB>'

b
(21)

It is important to note that these uncertainties are
plotted for visualization purposes and do not directly
enter the likelihood model. We perform an end-to-
end validation of the pipeline by simulating all cross
spectra using 12 CMB realizations for each value of
r € {0.0,0.1,0.2} and a single PySM dust realization
(Thorne et al. 2017) scaled to match the measured dust
emission reported in BK15.

The fixed v, model is an approximation to the real
data uncertainties because signal and noise will in gen-
eral have different 1, values. This is due to the
two significant effects. The approximately isotropic
Planck noise in our patch has systematically fewer de-
grees of freedom per band power than the anisotropic
POLARBEAR noise. Additionally, the E — B leakage
subtraction in Equation 11 suppresses the effective num-
ber of degrees of freedom at low-£. We combine the
POLARBEAR and Planck derived v}, by taking the geo-
metric mean. In Section 6.5 we discuss this choice and
define a goodness of fit metric for our likelihood model
that is sensitive to systematic misestimation of the auto
and cross spectrum uncertainties between the simula-
tions and the real data.
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Figure 12. Measured B-mode spectrum using the fiducial cross spectrum pipeline. The error bars shown reflect only the
statistical uncertainties. The numerical bandpowers including systematic and calibration errors can be found in Table 6. The
dashed foreground curve represents the best fit dust power at 150 GHz described in Section 6.5. The outlier at ¢ = 375 has a
PTE of 9% when the trials factor from the 11 bandpowers is taken into account and is therefore not statistically significant.

Table 6. Band powers and uncertainties

Nominal band definition ~ DP® (uK?) DP® stat error (uK?) DPP syst error (uK?) DB cal error (uK?)

50 < £ <100 0.0390 0.0268 0.0040 0.0027
100 < £ < 150 0.0449 0.0288 0.0010 0.0023
150 < £ <200 0.0194 0.0415 0.0012 0.0009
200 < ¢ < 250 0.0345 0.0559 0.0007 0.0014
250 < ¢ < 300 -0.0566 0.0747 0.0015 0.0019
300 < ¢ < 350 0.0471 0.0910 0.0022 0.0019
350 < ¢ < 400 0.3731 0.1236 0.0022 0.0168
400 < ¢ < 450 0.0503 0.1641 0.0021 0.0031
450 < ¢ < 500 -0.0189 0.1907 0.0029 0.0017
500 < ¢ < 550 0.0143 0.2377 0.0019 0.0015
550 < £ < 600 -0.1037 0.2765 0.0049 0.0126

Measured bandpowers as well as the statistical, combined systematic, and calibration uncertainty error estimates. The calibration
and systematic error estimates are described in Section 4.6 and Section 5.2, respectively.
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Figure 13. All cross and auto C?? spectra measured in comparison with Planck maps. E-mode spectra are not used in the
parameter constraints. Spectra including the Planck 30 GHz maps are indicated with black points and are not used the fiducial
r likelihood. Error bars show the fixed vy approximation. The red dashed curves indicate the best-fit CMB -+ foreground model.
All spectra are shown in CMB temperature units. The black curve indicates the ACDM lensing expectation.
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6.3. Cross correlation with Planck LFI maps

We compute an upper limit on polarized B-mode
Galactic synchrotron emission in our field at 150 GHz.

The power spectrum estimation formalism follows the
formalism used to compute the cross spectra with high
frequency Planck data. The auto spectrum of the Planck
30 GHz full mission map (Planck Collaboration et al.
2018d) as seen by POLARBEAR is computed and the
noise bias is subtracted using the Planck FFP10 noise
realizations. We validate our pipeline using a set of
CMB simulations with » = 0.0 added to a PySM map of
Galactic synchrotron emission as a fiducial signal model
for the 30 GHz channel. Our simulations assume that
dust foregrounds are negligible at 30 GHz and that syn-
chrotron foregrounds are negligible at 150 GHz. We use
the same fixed v, approximation as the high frequency
case using the signal cross spectrum Cp 4p computed
from the PySM models. Due to the Planck beam size
at 30 GHz we only consider the first five band powers
corresponding to ¢ < 300.

We model the synchrotron emission as a power law in
¢ and frequency. Specifically, we assume that the power
spectrum takes the form

E Qsync v 2,3sync
Dé,sync = Async (&)) (VO) ) (22)

in brightness units where the 2 is due to the fact that
Dy is quadratic in signal amplitude. We assumed fixed
values for the power law indices agyn. = —1.18 taken
from the highest Galactic latitudes in a recent mea-
surement by S-PASS in conjunction with WMAP and
Planck data (Krachmalnicoff et al. 2018). We assume
a value of Bgyme = —3.2 from the same analysis which
is consistent with the prior used in BK15. Following
previous work we choose pivots fg = 80 and vy = 23
GHz. We construct a one parameter likelihood following
Hamimeche & Lewis (2008), herein HLOS, relating the
amplitude Agync to the auto spectrum of the Planck 30
GHz map assuming a fixed ACDM CMB lensing com-
ponent with r = 0. We integrate over the Planck 30
GHz average bandpass from the LFI reduced instrument
model available from the Planck Legacy Archive and the
POLARBEAR design bandpass.

We find the likelihood of Agyn. peaks at zero with
a 95% upper limit of Agync2s g, < 12.5 pK? Us-
ing the fixed prior on cgyne and Beync, this amplitude
corresponds to a 95% upper limit on the synchrotron
contamination at our frequency band and ¢ = 80 of
2.7 x10~* uK?. We do not include synchrotron contam-
ination in our fiducial r likelihood model as it is deeply
subdominant to dust foregrounds at 150 GHz.

We find the cross spectrum between Planck 30 GHz
and POLARBEAR to be consistent with null. We do not
directly use this spectrum in our estimate of synchrotron
contamination as this adds no meaningful constraining
power on the synchrotron spectral index.

All twelve spectra (ten with Planck HFI and two with
Planck LFI) from the real data are shown in Figure 13.
The HFT spectra are used as the primary input to our
foreground and cosmological parameter constraints de-
scribed in Section 6.5.

6.4. Contamination from polarized point sources

Polarized point sources contribute to the level of B-
mode power in our maps as a Poisson noise term. At
frequencies < 150 GHz the source number counts are
expected to be dominated by blazars and flat spectrum
quasars. ACTPoL has reported 26 detections of radio
sources during the first two seasons on a comparable
fraction of the sky at the same frequency (Datta et al.
2019). Fourteen of these sources showed linear polariza-
tion at more than 3o significance. The mean polariza-
tion fraction of these sources is 0.028 4+ 0.005, in agree-
ment with previous studies in Puglisi et al. (2018) and
Bonavera et al. (2017).

We search our maps for statistically significant polar-
ized point sources. We first apply a matched spatial
filter to a high resolution version of our maps similar to
Vieira et al. (2010) and Marriage et al. (2011). We de-
tect 19 point sources in intensity above 5o, however do
not detect any sources in polarization at the same sig-
nificance. This null result is consistent with forecasts at
our frequency (Tucci et al. 2011). We therefore consider
the emission from polarized sources below our detection
flux.

We estimate the level of B-mode power in our maps
from undetected radio sources using the PS4C forecast-
ing tools presented in Puglisi et al. (2018). We con-
vert our sensitivity into a 50 equivalent detection flux of
60 mJy in polarization. The upper limit on the contami-
nation at £ = 80 is estimated to be Dy = 1.6 x 10~ *uK>.
This is approximately equivalent to Ar < 0.002. We
therefore neglect the point source contamination in our
parameter constraints.

6.5. Parameter constraints

We fit the B-mode power spectrum from our data and
cross correlation with Planck high frequency data to a
CMB and single dust component as done by The BI-
CEP2/Keck and Planck Collaborations: P. A. R. Ade
et al. (2015), using a likelihood model similar to HLO8
and Cardoso et al. (2008). For each bandpower, we write
& Nfreq X Nfreq Matrix of the measured cross spectra Cb,
where ngeq = 4 is the number of frequency channels
considered. The diagonal elements of this matrix con-
tain the noise bias. For the Planck channels, this is
simply a consequence of computing the auto spectrum
of the full mission frequency maps. For POLARBEAR,
this is obtained by adding the noise bias to the fiducial
B-mode power spectrum described in Section 4.5. This
makes the estimation of r more robust to misestima-
tions of the POLARBEAR noise bias than simply using
the auto spectrum of the full coadd. We simulate artifi-
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Figure 14. Normalized difference between the measured cross spectra and the best fit CMB-+foreground model shown in units

of standard deviation (left). Effective x2g of the data fit to the model as defined in Equation 27 compared to simulations (right).

The distribution shows the 96 simulations and the vertical line indicates the real data.

cially changing the POLARBEAR noise bias by 10% and
find a small shift in the uncertainty but no significant
shift in the reconstructed r value.

In the case that the underlying fields are isotropic,
Gaussian and measured on the full sky, C; follows a
Wishart distribution with ), Pps(2¢+1) degrees of free-
dom per band power where Py, is the binning operator
defined in Section 4.5. We assume that our Cj follows
the same distribution but with an effective number of
degrees of freedom v} estimated using Equation 19 for
our partial sky area. This is an approximation because
the effective number of degrees of freedom for the Planck
and the POLARBEAR maps differ somewhat due to the
anisotropy of the POLARBEAR noise. The choice be-
tween these sets of v, values has little influence on the
results; in both cases the simulations show that there
is no bias on the estimation of r and that the width
of the marginal posterior on 7 is compatible with the
dispersion of the best-fit values. We choose to use the
geometric mean of the two v, estimates for the analysis
that we describe in the rest of this section.

Under these assumptions, the likelihood £ of a true
spectrum C, given measured G, is given by

—2InL = Zl/b{ Tr[(AL‘be_l] —1In |Cbe_1| - Tlfrcq},
b

(23)
up to a constant offset. We model the underlying C; as
a sum of CMB, dust, and noise components,

Cy = CPMB 4 C™t + N, (24)

Every element of the CMB cross spectrum matrix CbCMB

is equal within a bandpower because all spectra are com-

puted in CMB temperature units. The CMB receives
contributions from lensing and tensor B-mode signals,

CbCMB _ rcltjens +Alensc%)ens~ (25)

Here r is the tensor-to-scalar ratio, Ajens is the normal-
ized amplitude of the ACDM lensing signal, C}™ is the
binned tensor B-mode signal, and Cf“s is the binned
lensing signal. The dust component is treated as a power
law in ¢ and a modified black body in frequency fol-
lowing Planck Collaboration Int. XXX (2016); Planck
Collaboration et al. (2018¢) and subsequent work. We
define a vector f(Bdust,Taust) that represents the dust
emission at for each frequency bandpass converted into
CMB temperature units, where Bqust and Tqust are the
spectral index and temperature of the modified black
body, respectively. The dust component of C; for fre-
quencies i, j can be written as

Y dust

Cil' = Aaust(fif)) (60) : (26)
where Aguss is the amplitude of the dust signal, and
Qgust 18 the power law index in ¢. We assume a pivot
value of £y = 80 and normalize f such that Aqus repre-
sents the dust emission at 353 GHz. It should be noted
that dust foregrounds are not expected to be Gaussian
or to follow a power law in ¢. The physics of inter-
stellar dust may result in a polarized frequency scaling
significantly different from a single modified black body,
a more complex ¢ dependence, or spatial decorrelation
between high frequencies and CMB channels. However,
we do not have the sensitivity to meaningfully constrain
more complex foreground models with this dataset and
therefore only consider the fiducial case.
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Figure 15. Two- and one-dimensional marginal posteriors for the four free parameters r, Aqust, Qdust, and Baust. We compare
the posteriors to simulations (light gray) for » and with the priors (red lines) for the final two parameters. The contours indicate

68% and 95% of the probability weight.

For each frequency channel we integrate over the in-
strument bandpass. The POLARBEAR channel uses the
design bandpasses from Arnold et al. (2012) and the
Planck channels use the HFI reduced instrument model.

The noise component Ny is entirely diagonal as the
noise between frequency bands and experiments is ex-
pected to be uncorrelated. The value of the diagonal ele-
ments is taken to be the power spectrum of the “signflip”
(FFP10) noise realizations for the POLARBEAR (Planck)
frequency channels using the cross spectrum (auto spec-
trum) pipelines.

The model contains six parameters, 7, Ajens, Qdust,
Bausts Taust, and Agust. We fix the values of Ajens = 1,
Tauwst = 19.6K and allow the other four to float. We

apply Gaussian priors on agust = —0.58 £ 0.21 and
Baust = 1.59 + 0.11 respectively based on the marginal
posterior from BK15 and the estimate of patch-to-patch
variation found by Planck Collaboration Int. XXX
(2016). In our fiducial likelihood we impose the prior
r > 0.

We define a goodness of fit criterion following HLO8

Xer = —2InL, (27)

and analogously find that, in the limit that vy > nireq
and that the number of fit parameters is negligible com-



pared to the total number of bins across all spectra, ngf
has expectation value and variance

nfreq (nfreq + 1)

<X§ff> = Nbins 9

var(xeg) = 2(xe), (29)

where Npins is the number of ¢ bins in each spectrum.*

This is consistent with a x2 distribution with a number
of degrees of freedom equal to the total number of bins
across all unique spectra in C, in our case 110. Figure
14 shows that the simulated x%; values are consistent
with expectations. The value of x%; from the real data
lies in the middle of the simulations with PTE = 70%.

Our parameter constraints are shown in Figure 15.
Our posteriors on agysy and Bqust are dominated by the
input prior meaning the data have little additional con-
straining power on these parameters. The prior on agyst
is not critical for the estimation of r since the dust power
in the bins and spectra with the most constraining power
on r is largely set by Agquss and SBaust- We include this
prior because it results in a more efficient exploration
of the parameter space by the Markov Chain Monte
Carlo (MCMC). Using a prior on S4ust is more impor-
tant for our r constraint since it is necessary for the
MCMC chains to converge reliably. This prior improves
our upper limit on r by ~ 30% in simulations. We find
evidence for dust B-modes in our patch with a best fit
value for Aqug of 3.6 uK2. This is marginally lower than
the value reported in BK15. The expected difference
between the two results is non-trivial to compute given
the partial overlap in data sets and different observation
strategies. We exclude zero dust foregrounds with 99%
confidence. We find a 95% confidence level upper limit
on the primordial tensor-to-scalar ratio of r < 0.90 after
marginalizing over foreground parameters.

We estimate the impact of our instrumental system-
atic and calibration errors on the final r constraint as
follows. We add the upper bounds on systematic con-
tamination reported in Table 6 to a reference theoreti-
cal power spectrum containing CMB (r = 0), dust and
noise. We analyze these spectra following the real data
and find Argye = 0.02. We additionally generate ran-
dom multiplicative calibration errors according to the
levels reported in Table 6 and run the component sep-
aration. We find that the bias on the best-fit value of
r is smaller than Arg; < 0.01 and the effect on the
estimated uncertainty is less than 10%. We therefore
neglect multiplicative calibration effects and only con-

4 If we relax the approximation that v, > Nfreq, the values of (X§ﬂ>
and var(x2g) differ from this limit by a few percent. Correcting
for the number of fit parameters is nontrivial because of the priors
we impose. For these reasons we compare the ngf we obtain from
the data with the distribution we obtain from the simulations,
and not an analytical expectation.
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sider additive systematic errors. We do not attempt to
quantify the impact of Planck systematics in our results.

Finally, for a sensitivity comparison to other experi-
ments, we remove the prior on r and provide a best-fit
estimate as the maximum of the marginal posterior. The
statistical uncertainty is estimated as the most narrow
interval that contains 68% of the integral of the distri-
bution. We find r = 0.26 7032 (stat.) + 0.02 (syst.)

where the statistical error refers to the narrowest inter-
val containing 68% of the probability weight.

7. CONCLUSIONS

We present a measurement of the CMB B-mode power
spectrum from the multipole range 50 < ¢ < 600 using
three seasons of POLARBEAR data taken with a con-
tinuously rotating HWP. We observed a 670 effective
square degree patch located near the southern celes-
tial pole that significantly overlaps with observations by
South Pole experiments including BICEP and Keck Ar-
ray. Our data achieves an effective map depth of 32 uK-
arcmin.

The use of a continuously rotating HWP for polar-
ization modulation provides a powerful mitigation of
low-frequency noise. We demonstrate control of low-
frequency noise in the data without significant sensitiv-
ity degradation above ¢ = 90. We show that our data
are consistent with a simple TOD model consisting of a
single source of low frequency noise in the time domain.

We establish that the data are cleaned of systematic
errors through a suite of jackknife null tests and direct
simulation of known effects. We find that all expected
sources of systematic contamination are below the sta-
tistical uncertainties.

We disfavor zero CfB at 2.20 using POLARBEAR data
alone. We observe a modest excess above the ACDM
lensing expectation in our lowest £ bins that is consistent
with published foreground levels.

We further compute the cross spectrum of our data
with the publicly available Planck 2018 high frequency
maps and show that the low-¢ B-mode signal is consis-
tent with Galactic dust emission. We find that our data
are consistent with a single dust foreground model. We
place an upper limit on the cosmological tensor-to-scalar
ratio r < 0.90 at 95% confidence level considering only
statistical errors.

This paper builds on the results of the ABS exper-
iment (Kusaka et al. 2018) and demonstrates another
degree-scale B-mode measurement including the deepest
CMB maps yet produced using continuous polarization
modulation. The POLARBEAR experiment has demon-
strated measurements from the degree scales shown in
this analysis to the arcminute scales shown in PB14
and PB17. Analyses using the angular resolution of
POLARBEAR to probe the CMB at smaller angular scales
using the same data set as this analysis in preparation.
Future experiments including the Simons Array (Suzuki
et al. 2016; Hasegawa et al. 2018) and Simons Observa-
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tory (The Simons Observatory collaboration: Ade, Peter et al. 2019) will build on these results with substantially
improved statistical power.

APPENDIX

A. ALTERNATE AUTO SPECTRUM PIPELINE

We define an alternate power spectrum pipeline for use in sections comparing our data to Planck data for parameter
constraints. In this pipeline we use the auto spectrum of the fully coadded map in place of the cross spectra between
map bundles. The power spectrum estimation follows the fiducial pipeline exactly with the substitution

éXY — meY*7 (Al)

where m is the Fourier transform of the apodized fully coadded map. We recompute the filter transfer function Fy for
this pipeline and find numerical values that differ at the level of a few percent from the fiducial filter transfer function.

As a consistency check we can estimate the POLARBEAR auto spectrum using this formalism and the “signflip”
noise realizations to estimate the noise bias. We find compatible results between this approach and the fiducial
power spectrum pipeline by comparing the numerical difference between the two power spectra for the real data to
the difference between the two spectra in our MC simulation set. This comparison gives x?/v = 8.5/11 indicating
good agreement. We find a marginally larger effective number of degrees of freedom per band power and therefore
marginally smaller statistical errors compared to the fiducial power spectrum estimate. This is likely due to imperfect
mode overlap between the 38 map bundles due to variation in the data selection and common mode TOD filter. We
use the fiducial internal cross spectrum for the POLARBEAR auto spectrum for all parameter constraints but use the
alternate auto spectrum for Planck data and cross spectra between the experiments.
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