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Abstract

Complete lattices and closure operators in ordered
sets are considered from the point of view of fuzzy
logic. A typical example of a fuzzy order is the
graded subsethood of fuzzy sets. Graded subset-
hood makes the set of all fuzzy sets in a given uni-
verse into a completely lattice fuzzy ordered set (i.e.
a complete lattice in fuzzy setting). Another ex-
ample of a completely lattice fuzzy ordered set is
the set of all so-called fuzzy concepts in a given
fuzzy context; the respective fuzzy order is the
graded subconcept/superconcept relation. Con-
versely, each completely lattice fuzzy ordered set is
isomorphic to some fuzzy ordered set of fuzzy con-
cepts of a given fuzzy context. These natural exam-
ples motivate us to investigate some general prop-
erties of complete lattice-type fuzzy order. Partic-
ularly, in this paper we focus mainly on closure op-
erators in fuzzy ordered sets.

1. Preliminaries

The notion of a (partial) order plays a central role
in mathematics and its applications. It goes back
to 19-th century investigations in logic [15]. The
origins are in the study of hierarchy of concepts,
i.e. the relation of being a subconcept of a super-
concept. From the point of view of fuzzy logic,
a natural question arises of whether it is reason-
able to consider the notion of a fuzzy order. The
first paper on fuzzy order is Zadeh’s [18]; there are
several further papers devoted to fuzzy order (see

g. [11]). In [3, 4], we introduced a general notion
(we use complete residuated lattices as the struc-
ture of truth values) of a fuzzy order and of a com-

plete lattice fuzzy order; the main motivation being
to find an appropriate axiomatic characterization of
the graded hierarchical structure of so-called fuzzy
concepts induced by a fuzzy context (so-called fuzzy
concept lattices, see later on). This paper brings
some new results on fuzzy order and, particularly,
focuses on closure operators in fuzzy ordered sets.
The emphasis on closure operators is motivated by
the fact that fuzzy concept lattices are, up to an
isomorphism, all completely lattice fuzzy ordered
sets and that a fuzzy concept lattice is exactly a set
of fixed points of a fuzzy closure operator.

We recall some necessary notions: It turned out
in the investigations of fuzzy logic that an im-
portant structure of truth values is that of (com-
plete) residuated lattice [7, 9, 10], i.e. an algebra
L=(L,AV,®, —,0,1) such that (1) (L, A,V,0,1)
is a (complete) lattice with the least element 0 and
the greatest element 1, (2) (L, ®,1) is a commuta-
tive monoid, (3) ®,— form an adjoint pair, i.e. we
have z @y < ziff « <y — 2. for all z,y,2 € L.
Examples of residuated lattices are: BL-algebras,
MV-algebras, Boolean algebras, Heyting algebras,
BL-algebras, Girard monoids. In particular, if ®
is a left-continuous t-norm then putting a — b :=
V{c | a®c < b}, ([0,1], min, max, ®, —,0,1) is a
complete residuated lattice.

A nonempty subset K C L is called an <-filter if for
every a,b € L such that a < b we have that b € K
whenever a € K. An <-filter K is called a filter
if a,b € K implies a ® b € K. Unless stated oth-
erwise, in what follows we denote by L a complete
residuated lattice and by K a <-filter in L (both L
and K possilbly with indicies).

Basic notions of fuzzy sets: An L-set (or fuzzy set,
if L is obvious or not important) [17, 7] A in a uni-



verse set X is any map A : X — L, A(z) being
interpreted as the truth degree of the fact “x be-
longs to A”. By L* we denote the set of all L-sets
in X. The concept of an L-relation is defined ob-
viously; we will use both prefix and infix notation
(thus, the truth degrees to which elements = and
y are related by an L-relation R are denoted by
R(z,y) or (xRy)). Operations on L extend point-
wise to LY, e.g. (AV B)(z) = A(z) vV B(z) for
A, B € LX. Following common usage, we write
A U B instead of AV B, etc. Given A,B € L¥X,
the subsethood degree [7] S(A,B) of A in B is
defined by S(A,B) = A,cx (:U) — B(z). We
write A C B if S(A,B) = 1. Analogously, the
equality degree (A = B) of A and B is defined
by (A ~ B) = A,cx(A(x) — B(x)) where a
b:=(a — b)A (b — a). It is immediate that
(A~ B) = S(A,B) ANS(B,A). For A € LX and
a € L, the set A = {z € X | A(z) > a} is called
the a-cut of A. For z € X and a € L, {a/z}
is the L-set in X defined by {@/z}(x)

{a/x}(y) =0 for y # .

A binary L-relation ~ on X is called an L-equality
if it is an L-equivalence, i.e. satisfies (z = z) =1
(reflexivity), (z = y) = (y ~ x) (symmetry), (z ~
Y)®@(y =~ 2) < (x ~ z) (transitivity), and, moreover,
(x = y) = 1 implies = y. Note that 2-equality
on X is precisely the usual equality (identity) idx
(i.e. idx(x,y) =1 for x = y and idx(z,y) = 0 for
T #Y).

= a and

2. Fuzzy order and lattice type
fuzy order

We say that a binary L-relation R between X and
Y is compatible w.r.t. L-equivalence relations ~x
and ~y (on X and Y) if R(z1,y1) ® (21 =x x2) ®
(r2 =y y2) < R(y1,y2) for any z; € X, y; € Y
(i =1,2). By L{X=x2xY'*v) we denote the set of
all L-relations between X and Y compatible w.r.t.
~x and ~y. Analogously, A € L¥ is compatible
wrt. mx if A(z) ® (21 =x z2) < A(z2). Note
that LX = L{X1dx)  Ap L-set A € LX) is called
an ~-singleton if there is some xy € X such that
A(z) = (xg =~ x) for any z € X. Clearly, an ~-
singleton is the least L-set A compatible w.r.t. =
such that A(zg) = 1. For L = 2, singletons coincide
with one-elements sets. For an L-set A in X and an
L-equivalence ~ on X we define the L-set Cx(A)
by Cx(A)(z) = V,yex A(@") @ (2" = x). It is easy
to see that Cy(A) is the smallest (w.r.t. C) L-set
in X that is compatible with =~ and contains A.
For A € LX and a € L, the a-cut of A is the set
A={ze X |a<A(x)}.

Definition 1 An L-order on a set X with an L-
equality relation ~ is a binary L-relation < which
is compatible w.r.t. =~ and satisfies

r=3zx = 1 (reflexivity)
(z=2yYAny=2z) < z=xy (antisymmetry)
ryY®@Hy 2z < =z (transitivity).

If < is an L-order on a set X with an L-equality ~,
we call the pair X = ((X,~), <) an L-ordered set.
Clearly, if L = 2, the notion of L-order coincides
with the usual notion of crisp (partial) order.

We say that L-ordered sets ((X,~x),<x) and
((Y,~y), Ry) are isomorphic if there is a bijec-
tive mapping h : X — Y such that (z =x ') =
(h(x) =y h(z)) and (z =x a') = (h(z) 2y h(z'))
is true for all z,z" € X.

Example 2 (1) For any set X # 0 and any subset
0+ MCLY, ((M,~),S) is an L-ordered set.

(2) For a residuated lattice L define = and =< by
(zry)=@—-yA(ly—2) ad(z3y)=z—
y. Then ({(L,=), <) is an L-ordered set.

Polarities and fuzzy concept lattices Let X
and Y be sets with L-equalities ~x and ~y, respec-
tively; I be an L-relation between X and Y which
is compatible w.r.t. ~x and ~y. For A € LX and
Be LY let AT € LY and B! € LY be defined by

= A\ Alx) = I(z,y) (1)

zeX

and

= A\ Bly) — I(z.y). (2)

yey

Clearly, A'(y) is the truth degree to which “for
each x from A, x and y are in I”, and similarly
for B!(z); the pair (T, !) is called an L-polarity in-
duced by I (and is denoted also by (17,17)). The
one-to-one relationship between polarities and Ga-
lois connections [13] generalizes as follows: An L-
Galois connection between (X, ~x) and (Y, ~y) is
a pair (1,!) of mappings T : L{X=x) — [V=v)
Ly L) LAXRX) gatisfying

S(A1,43) < S(ALA]) (3)
S(BlvB2) < S(B;BIT) (4)
A C Al (5)
B ¢ BY (6)

for any A, A1, Ay € LX, B,B;,By; € LY. Now,
there is an one-to-one relationship between L-
polarities and L-Galois connections (see [1]). Fur-
thermore, denote B(X,Y,I) = {(A,B) € LX x



LY | A" = B, B! = A} the set of all fixed points
of (T, 1) (which is induced by I). Consider the fol-
lowing interpretation: X is a set of objects, Y is
a set of attributes, and I is the relation “to have”
(i.e. I(z,y) is the truth degree to which the object
x has the attribute y). Then (A, B) € B(X,Y,I) iff
A is the collection of all objects sharing all the at-
tributes from B and, conversely, B is the collection
of all attributes shared by all the objects from A;
thus (A, B) € B(X,Y,I) satisfy the verbal defini-
tion of a concept that is due to so-called traditional
logic (see [3, 4, 6]). The triple (X,Y,I) is called
an (formal) L-context, pairs (A, B) are called (for-
mal) L-concepts; B(X,Y, ) is called an L-concept
lattice (the term lattice will be justified later). We
can naturally introduce the following L-relations on
B(X,Y,I)Z put (<A1,Bl> ~ <A2,BQ>) = (Al ~
Ajy) (equivalently, := (By =~ B3)); put ((A1, B1) <
(Ag, B2)) := (A1SAs) (equivalently, := (B2SBy)).
Then = is an L-equality on B(X,Y,I) and < is an
L-order, thus ((B(X,Y,I),~) =) is an L-ordered
set (easy by Example 2 (1)).

An L-order < on (X, ) is a binary L-relation be-
tween (X, ~) and (X, =). Therefore, < induces an
L-Galois connection ('=,!=) between (X,~) and
(X,~). Clearly, for an L-set A in X, AT= (A!2)
can be verbally described as the L-set of elements
which are greater (smaller) than all elements of A.
Therefore, we call AT= and A'= the upper cone and
the lower cone of A, respectively. For L = 2, we get
the usual notions of upper and lowe cone. Thus, fol-
lowing the common usage in the theory of ordered
sets, we denote A'= by U(A) and A'= by £(A), and
write UL(A) instead of U(L(A)) etc. We now in-
troduce the notion of an infimum and supremum in
an L-ordered set, and the notion of an completely
lattice L-ordered set.

Definition 3 (1) For an L-ordered set ((X,~), <)
and A € LX we define the L-sets inf(A) and sup(A)
in X by

(inf(A))(z) = (L(A))(z) A UL(A))(z),
(sup(A))(x) = (U(A)(x) A (LU(A)) ().

inf(A) and sup(A) are called the infimum and
supremum of A, respectively.

(2) An L-ordered set ((X, =), =) is said to be com-
pletely lattice L-ordered if for any A € LX both
sup(A) and inf(A) are =-singletons.

Remark (1) The notions of infimum and supremum
are generalizations of the classical notions. Indeed,
if L = 2, (inf(A))(x) is the truth value of the fact
that = belongs to both the lower cone of A and the
upper cone of the lower cone of A, i.e. x is the
greatest lower bound of A; similarly for sup(A4).

(2) Tt can be shown that in an L-ordered set,
(inf(A))(z) = 1 and (inf(A))(y) = 1 implies z = y
(and similarly for sup(A)).

(3) It is easy to see that in a completely lattice
L-ordered set X, supremum sup(A) of A € LX is
uniquely determined by the the element z € X such
that (sup(A))(xz) = 1 (and similarly for infima).
Therefore, we can denote the unique element z for
which (sup(A4))(x) = 1 directly by sup(A4) (and sim-
ilarly for inf(A)).

Note that for an L-order <, '=< (the 1-cut of =, i.e.
= ={(z,y) € X x X | (x 2 y) = 1}) is a binary
relation on X.

Theorem 4 ([3, 4]) For an L-ordered set X =
((X,=), =), the relation =< is an order on X.
Moreover, if X is completely lattice L-ordered then
1< 4s a lattice order on X.

Remark (1) Theorem 4 has the following conse-
quence: If X is a completely lattice L-ordered set,
we may speak about the infimum (supremum) of a
(crisp) subset A of X w.r.t. 1<.

(2) Note, however, that a completely lattice L-
ordered set X = ((X,~), <) is in general not de-
termined by '<. Indeed, consider the following ex-
ample: Let L be the Godel algebra on [0,1] (i.e.
a®b=min(a,b)), let X = {z,y}. Consider the bi-
valent order <= {(x,x), (z,y), (y,y)} on X. Then
X, = ((X1,~1),=%1) and Xy = ((X2,~2), =2) de-
fined by (zx <1 2) =1, (z Z1y) =1, (y =1 2) =
06, (y 21 y) =1 (x 20m) =1, (v 22 y) =1,
(y 220 x2) =08, (y 32 y) =1; and (u =; v) =
min((u <; v), (v =3 w)) (for u,v € X, i =1,2), are
two different completely lattice L-ordered sets such
that < equals both 1<, and 1=,.

We now recall a theorem characterizing L-concept
lattices and showing that they are precisley the
completely lattice L-ordered sets. Recall that for
an L-set Ain U anda € L, a® Aand a — A
denote the L-sets such that (a ® A)(u) = a ® A(u)
and (a — A)(u) = a — A(u), respectively.

If M is an L-set in Y and each y € Y is an L-set
in X, we define the L-sets (\ M and |JM in X by

(YM)(@) =\ M(A) — A(z)

AeY

(UM)(@) = \/ M(A) @ A(x).

AeYy

Clearly, (M and |JM are generalizations of an
intersection and a union of a system of sets, re-
spectively. For an L-set M in B(X,Y,I), we



put (x M = prx(M), Uy M = Uprx(M),
My M = Apry (MJ, Uy M = Upry (M), where
pry(M) is an L-set in the set {4 € LX | A =
AT of all extents of B(X,Y,I) defined by
(pryM)(A) = M(A, AT) and, similarly, pry (M)
is an L-set in the set {B € LY | B = B!} of
all intents of B(X,Y,I) defined by (pry M)(B) =
M(B', B). Thus, Ny M is the “intersection of all
extents from M” etc.

Let X be a completely lattice L-ordered set, L' C L.
A subset K C X is called L’-infimally dense in X
(L'-supremally dense in X) if for each x € X there
is some A € L' such that A(y) = 0 for all y & K
and (inf(A))(z) =1 ((sup(A))(x) =1).

The following result shows, among others, that
completely lattice fuzzy ordered sets are precisely
of the form B (X,Y,I).

Theorem 5 Let (X,Y,I) be an L-context. (1)
({B(X,Y,I),~), =) is completely lattice Li-ordered
set in which infima and suprema can be described
as follows: for an L-set M in B(X,Y,I) we have

{<ﬂ M, (ﬂM)T>} (7)
{<(ﬂ M)l,ﬂ/\/l>} (8)

inf(M)

'sup(M)

(2) Moreover, a completely lattice L-ordered
set V. = ((V,x),X) is isomorphic to
({B(X,Y,I),~),=) iff there are mappings
vy: XXxL -V, u:YxL — V, such that
(X x L) is {0,1}-supremally dense in V,
pw(Y x L) is {0,1}-infimally dense in V, and
((a®b) = I(z,y) = (v(z,a) = u(y,b)) for all
x € X,y €Y, ab e L. In particular, V 1is
isomorphic to B (V,V,=).

Theorem 4 implies that B (X,Y, ), equipped with
1<, is a complete lattice. The lattice structure of
B(X,Y,I) is characterized in [4].

A natural question arises of whether any L-ordered
set can be “embedded” into a completely lat-
tice L-ordered set. The answer is positive; we
have a generalization of the well-known Dedekind-
MacNeille completion [12] to fuzzy setting: Let
X = <<X7 %X>7 jx> and Y = <<Y, xy>,jy> be L-
ordered sets. A mapping g : X — Y is called an
embedding of X into Y if g is injective, (x <x ') =
(9(z) 2y g(2')), and (z ~x ') = (g(z) =y g(z'))
for every z,x’ € X. Therefore, the image of X un-
der g is a “copy” of X. We say that an embedding
g : X — Y preserves infima if for any M € LX
and 7 € X we have (£(M))(x) = (L(g(M)))(g())
and (UL(M))(x) = UL(G(M)))(glx)) (the case

for suprema is dual) where g(M) € LY is de-
fined by (g(M))(y) = M(z) if y = g(z) and
(g(M))(y) = 0 otherwise. Clearly, the preserva-
tion of infima (suprema) implies that (inf(M))(x) =
inf(g(M))(g(x)) ((sup(A))(z) = sup(g(A))(g(x)))-
For an L-ordered set X and € X we put

(2] :== L({1/2}) and [z) := U({1/z}). Therefore,

((#])(y) = (y = @) and ([z))(y) = (z 2 y) for each
y e X.

Theorem 6 ([3, 4]) Let X be an L-ordered set.
Then g : x — ((z], [x)) is an embedding of X into
a completely L-ordered set B (X, X, <) which pre-
serves infima and suprema. Moreover, if f is an
embedding of X into a completely lattice Li-ordered
set 'Y which preserves infima and suprema then
there is an embedding h of B (X, X, =) into Y such
that f =goh.

3. Closure operators

Recall that a closure operator in a partially ordered
set (V,<) is a mapping ¢ : V — V satisfying (i)
v < ¢(v); (ii) v1 < vo implies c(v1) < e(vy); (iii)
c(v) = c(e(v)) for all v,vy,v9 € V. For V = 2% and
< being the subsethood relation, we get the notion
of a closure operator in a set. Closure operatorsin a
set have been studied also from the point of view of
fuzzy logic (see e.g.[8] or [2]) We now introduce the
notion of a closure operator in an L-ordered set.

Definition 7 Let V = ((V, =), <) be an L-ordered
set, K be a <-filter in L. An Lg-closure operator
in 'V is a mapping c: V. — V satisfying

(i) (v=c(v) =1,

(7)) (v1 2 v2) < (e(vr) = e(va)) whenever (v; =
UQ) € K7

(iii) c(v) = c(c(v))

for any v,v1,v2 € V.

The role of K is to control the sensitivity of ¢ w.r.t.
the graded order.

Two extreme cases are important, K = L and
K = {1}. For K = L we omit the subscript and
write only L-closure operator instead of L x-closure
operator.

Lemma 8 Let ¢ be an Lx-closure operator in an
L-ordered set V.= ((V,=),<). Then c is a closure
operator in a partially ordered set (V,1=).

Proof. Immediate. O



For an Lg-closure operator in V = ((V, &), <) de-
note S, = {v € V | v = ¢(v)} the set of all fixed
points of ¢. Equipping S, with the restrictions
of ~ and =< (for simplicity, we denote the restric-
tions again by &~ and <), we get an L-ordered set

({Se, ), %)

Example 9 (1) Put V = L, let =~ be the graded
equality of L-sets in X, let = be the graded subset-
hood S. Then L -closure operators in ((V,=), <)
are exactly the Ly -closure operators in a set as in-
troduced and studied in [2, 4] (where also other ex-
amples can be found). Particularly, for V.= LX
and K = {1} we get what is usually known as fuzzy
closure operators in a set [8, 14].

(2) Let (X,Y,I) be an L-context, (1,') be the pair
of induced polarities. Then 1+ : LX — LX and 1 :
LY — LY are L-closure operators in {(LX, =),S)
and {(LY =), S), respectively. It is immediate that
Sti, Sir, and B (X, Y, I) equipped with the respective
L-relations are pairwise isomorphic L-ordered sets.
Thus, any L-concept lattice can be considered as the
set of all fized points of an L-closure operator in an
L-ordered set.

The following lemma provides a single condition
that replaces (ii) and (iii).

Lemma 10 c is an Lg-closure operator iff ¢ sat-
isfies (i) and the following condition: (iv) (v1 =<
c(v2)) < (c(v1) =< c(ve)) whenever (vy,c(ve)) € K.

Proof. Let ¢ be an Lg-closure operator, let
(1 = c(ve)) € K. We have (v; =< C(’Ug)) <
(c(1) = cle(2))) = (cvn) = e(w2)), e (i) is
true. Conversely, assume (i) and (iv ) Suppose
(1 X vg) € K. Since (v2 <X c(vz)) = 1, we have
(11 2 e(v2)) = (v1 2 v2) ® (v2 2 (v )) < (v =2
c(v2)), thus (v1 = ¢(v2)) € K (K is an <- ﬁlter)
(iv) now yields (v1 = ¢(v2)) < (e(v1) = ( 2)), thus
(v1 = vg3) < (c(v1) = c(v2)) proving (ii). Finally,
1= l0) = cl0) < (eel) = o), nd s

c(c(v )) proving (iii). o

Then next lemma shows that Lg-closure operators
“preserve equality.”

Lemma 11 Let ¢ be an Lg -closure operator on an
L-ordered set V.= ((V, =), <). Then for any u,v €
V' we have (u =~ v) < (c¢(u) = ¢(v)) whenever (u =~
v) € K.

Proof. By [3, 4], (u = v) = (u =< ( .
Therefore, (u =~ v) € K yields (u < v) € K and
(v=u) € K. By (i) we get (u = v) <

and (v 2 u) < (c¢(v) = c(u)), whence (u

(1= 0) A (0% 1) < (c{u) < o(0)) A (e(2) < eu)) =
(c(u) = ¢(v)), proving the assertion. O

Note that for K = L the foregoing lemma states
that (u = v) < (c¢(u) =~ ¢(v)); this can be read as
“if w and v are equal then ¢(u) and ¢(v) are equal.”

Next we observe that, as in the classical case, (L-
)closure operators are induced by (Lx-)Galois con-
nections.

Definition 12 Let U = (({U,=),<), V =
((V,~), <) be L-ordered sets, K be a <-filter in L.
An Lg-Galois connection between U and V is a
pair (1Y) of mappings ' : U — V, 1 :V - U
satisfying (i) (u1 < ug) < (u] < ul) whenever
(w1 = wp) € K; (i) (v < v) < (vp < vy)
whenever (v =< wo) € K; (ii) (u < ull) =1,
(v 2 uwtl) =1 for any w,u; € U, v,v; € V

(i=1,2).

Lemma 13 Let (1,!) be an Ly -Galois connection
between U = ((U,~),<) and V = ((V,=), <).
Then the composed mappings ' and are L -
closure operators on U and V, respectively.

Proof. An easy exercise. O

Example 14 Let L be a complete residuated lat-
tice, take any a € L. Define ¢ : L — L by
o(z) := = — a. Then the pair (p,p) forms
an L-Galois connection between ((L,<),—) and
({L,«<),—). Therefore, pop:x+— (x — a) — a
is an L-closure operator in ((L, <), —).

Our aim in the following is to concentrate on L-
closure operators and on the sets of their fixed
points. In the rest of the paper, we denote by
V = ((V,&), %) an arbitrary completely lattice L-
ordered set. We say that a subset U C V is closed
w.r.t. arbitrary infima if for any A € LY we have
that inf(A) € U (that is, the unique element z € V
for which inf(A)(z) = 1 belongs to U). We have
the following result.

Lemma 15 For an L-closure operator ¢ on a com-
pletely lattice L-ordered set V, S. is closed w.r.t.
arbitrary infima.

Proof. The proof is a tedious (but straightfor-
ward) verification of the fact that for any L-set A
in S, inf(A) belongs to S;; the proof will be in-
cluded in the full version of this paper. a

Let now U C V and define a mapping ¢ : V — V
by

cy(v) = inf(A)
where A(u) := (v X u).
Remark Tt can be verified that the above definition
of ¢y is equivalento to putting cy(v) = inf{u €
V|w=u)=1}



Lemma 16 If'V is a completely lattice Li-ordered
set and S C 'V is closed w.r.t. arbitrary infima then
cs is an L-closure operator on V.

Proof.  The proof is tedious (but straightforward)
verification of conditions (i)—(iii) and will be omit-
ted because of the limited scope (it will be included
in the full version of this paper). o

Theorem 17 Let V be a completely lattice L-
ordered set, ¢ be an L-closure operator on V, S CV
be closed w.r.t. arbitrary infima. Then (1) S.
is closed w.r.t. arbitrary infima; (2) cs is an L-
closure operator on V; (3) c=cs, and S = S

Proof. By Lemma 15 and Lemma 16, it is suf-
ficient to check (3). This is straightforward but
tedious; we omit the proof (it will be presented in
the full version of the paper). m]

Remark In [2, 4], fuzzy closure operators in a set X
(i.e. mappings C : LX — LX) are studied. A one-
to-one correspondence between fuzzy closure oper-
ators and special subsets of LX is shown. Namely,
it is shown that L-closure operators in X (which
are, in our terms, exactly the L-closure operators
in ((L*,~),S)) correspond in a one-to-one way to
subsets S of L which are closed w.r.t. to arbitrary
intersections and to L-shifts (i.e. for any A € S we
have a — A € S). Applying Theorem 17 we get
that a subset S C LX is closed w.r.t. arbitrary in-
fima (i.e. infima of L-sets in §) iff it is closed under
arbitrary intersections and L-shifts.
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