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#### Abstract

We study a problem of estimation of a Hermitian nonnegatively definite matrix $\rho$ of unit trace (for instance, a density matrix of a quantum system) based on $n$ i.i.d. measurements $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$, where $$
Y_{j}=\operatorname{tr}\left(\rho X_{j}\right)+\xi_{j}, j=1, \ldots, n,
$$ $\left\{X_{j}\right\}$ being random i.i.d. Hermitian matrices and $\left\{\xi_{j}\right\}$ being i.i.d. random variables with $\mathbb{E}\left(\xi_{j} \mid X_{j}\right)=0$. The estimator $$
\hat{\rho}^{\varepsilon}:=\operatorname{argmin}_{S \in \mathcal{S}}\left[n^{-1} \sum_{j=1}^{n}\left(Y_{j}-\operatorname{tr}\left(S X_{j}\right)\right)^{2}+\varepsilon \operatorname{tr}(S \log S)\right]
$$ is considered, where $\mathcal{S}$ is the set of all nonnegatively definite Hermitian $m \times m$ matrices of trace 1 . The goal is to derive oracle inequalities showing how the estimation error depends on the accuracy of approximation of the unknown state $\rho$ by low-rank matrices.
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## 1 Introduction

Let $\mathbb{M}_{m}(\mathbb{C})$ be the set of all $m \times m$ matrices with complex entries. In what follows, $\operatorname{tr}(S)$ denotes the trace of $S \in \mathbb{M}_{m}(\mathbb{C})$ and $S^{*}$ denotes its adjoint matrix. Let $\mathbb{H}_{m}(\mathbb{C})$ be the set of all Hermitian $m \times m$ matrices and let $\mathcal{S}:=\left\{S \in \mathbb{H}_{m}(\mathbb{C}): S \geq 0, \operatorname{tr}(S)=1\right\}$ be the set of all nonnegatively definite Hermitian matrices of trace 1. The matrices from the set $\mathcal{S}$ can be interpreted, for instance, as density matrices, describing the states of a quantum system. Let $X \in \mathbb{H}_{m}(\mathbb{C})$ be a matrix (an observable) with spectral representation $X=$ $\sum_{j=1}^{m} \lambda_{j} P_{j}$, where $\lambda_{j}$ are the eigenvalues of $X$ and $P_{j}$ are its spectral projectors. Then, a measurement of $X$ in a state $\rho \in \mathcal{S}$ would result in outcomes $\lambda_{j}$ with probabilities $\operatorname{tr}\left(\rho P_{j}\right)$ and its expectation is $\mathbb{E}_{\rho} X=\operatorname{tr}(\rho X)$. Let $X_{1}, \ldots, X_{n} \in \mathbb{H}_{m}(\mathbb{C})$ be given matrices (observables) and let $\rho \in \mathcal{S}$ be an unknown state of the system. An important problem in quantum state tomography is to estimate $\rho$ based on the observations $\left(X_{j}, Y_{j}\right), j=$ $1, \ldots, n$, where $Y_{1}, \ldots, Y_{n}$ are outcomes of measurements of the observables $X_{1}, \ldots, X_{n}$ for the system identically prepared $n$ times in the state $\rho$. In other words, the unknown state $\rho$ of the system is to be learned from a set of linear measurements in a number of "directions" $X_{j}, j=1, \ldots, n$ (see Artiles, Gill and Guta (2004) for a general discussion of statistical problems in quantum state tomography). In what follows, it is assumed that the design variables $X_{1}, \ldots, X_{n}$ are also random, specifically, they are i.i.d. Hermitian $m \times m$ matrices with distribution $\Pi$. In this case, the observations $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ are i.i.d. and they satisfy the following model

$$
Y_{j}=\operatorname{tr}\left(\rho X_{j}\right)+\xi_{j}, j=1, \ldots, n,
$$

$\xi_{j}, j=1, \ldots, n$ being i.i.d. random variables with $\mathbb{E}\left(\xi_{j} \mid X_{j}\right)=0, j=1, \ldots, n$.
A typical choice of the design variables already discussed in the literature (see Gross et al (2010), Gross (2011)) can be described as follows. The linear space of matrices $\mathbb{M}_{m}(\mathbb{C})$ can be equipped with the Hilbert-Schmidt inner product: $\langle A, B\rangle:=\operatorname{tr}\left(A B^{*}\right)$. Let $E_{i}, i=1, \ldots, m^{2}$ be an orthonormal basis of $\mathbb{M}_{m}(\mathbb{C})$ consisting of Hermitian matrices $E_{i}$. Let $X_{j}, j=1, \ldots, n$ be i.i.d. random variables sampled from a distribution $\Pi$ on the set $\left\{E_{1}, \ldots, E_{m^{2}}\right\}$. We will refer to this model as sampling from an orthonormal basis. Most often, the uniform distribution $\Pi$ that assigns probability $m^{-2}$ to each basis matrix $E_{i}$ is used. Note that in this case $\mathbb{E}|\langle A, X\rangle|^{2}=m^{-2}\|A\|_{2}^{2}$, where $\|\cdot\|_{2}:=\langle\cdot, \cdot\rangle^{1 / 2}$ is the Hilbert-Schmidt (or the Frobenius) norm.

The following simple example is related to the problems of matrix completion extensively discussed in the recent literature (see, e.g., Candes and Recht (2009), Candes
and Tao (2010) and references therein). More precisely, it deals with a version of matrix completion for Hermitian matrices (see Gross (2011)).

Example 1. Matrix completion. Let $\left\{e_{i}: i=1, \ldots, m\right\}$ be the canonical basis of $\mathbb{C}^{m}$. Then, the set of Hermitian matrices $\left\{E_{j k}: 1 \leq j, k \leq m\right\}$, where

$$
\begin{aligned}
& E_{j j}:=e_{j} \otimes e_{j}, j=1, \ldots, m, E_{j k}:=\frac{1}{\sqrt{2}}\left(e_{j} \otimes e_{k}+e_{k} \otimes e_{j}\right), \\
& E_{k j}:=\frac{i}{\sqrt{2}}\left(e_{j} \otimes e_{k}-e_{k} \otimes e_{j}\right), j, k=1, \ldots, m, j<k
\end{aligned}
$$

forms an orthonormal basis of $\mathbb{H}_{m}(\mathbb{C})$. Here and in what follows $\otimes$ denotes the tensor product of vectors or matrices. For $j<k$, the Fourier coefficients of a Hermitian matrix $\rho$ in this basis are equal to the real and imaginary parts of the entries $\rho_{k j}, j<k$ of matrix $\rho$ multiplied by $\sqrt{2}$; for $j=k$, they are just the diagonal entries of $\rho$ that are real. If now $\Pi$ is the uniform distribution in this basis, then $\mathbb{E}|\langle A, X\rangle|^{2}=m^{-2}\|A\|_{2}^{2}$. Sampling from this distribution is equivalent to sampling at random real and imaginary parts of the entries of matrix $\rho$.

Another example was studied by Gross et al (2010) and by Gross (2011). It is more directly related to the problems of quantum state tomography.

Example 2. Pauli basis. Let $m=2^{k}$. Consider the Pauli basis in the space of $2 \times 2$ matrices $\mathbb{M}_{2}(\mathbb{C}): W_{i}:=\frac{1}{\sqrt{2}} \sigma_{i}$, where

$$
\sigma_{1}:=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}:=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}:=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \quad \text { and } \quad \sigma_{4}:=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right)
$$

are the Pauli matrices (they are both Hermitian and unitary). The Pauli basis in $\mathbb{M}_{2}(\mathbb{C})$ can be extended to a basis in the space of $m \times m$ matrices $\mathbb{M}_{m}(\mathbb{C})$. These matrices define linear transformations acting in the linear space $\mathbb{C}^{m}=\mathbb{C}^{2 k}$ (that is, the $k$-fold tensor product of spaces $\left.\mathbb{C}^{2}: \mathbb{C}^{2^{k}}=\left(\mathbb{C}^{2}\right)^{\otimes k}\right)$. Then, the Pauli basis in the space of matrices $\mathbb{M}_{2^{k}}(\mathbb{C})$ consists of all tensor products $W_{i_{1}} \otimes \cdots \otimes W_{i_{k}},\left(i_{1}, \ldots, i_{k}\right) \in\{1,2,3,4\}^{k}$. As before, $X_{1}, \ldots, X_{n}$ are i.i.d. random variables sampled from this basis. Essentially, this is a standard measurement model for a $k$ qubit system frequently used in quantum information, in particular, in quantum state and quantum process tomography (see Nielsen and Chuang (2000), section 8.4.2).

Example 3. Subgaussian design. Another interesting class of examples includes subgaussian design matrices $X$ such that $\langle A, X\rangle$ is a subgaussian random variable for each $A \in \mathbb{H}_{m}(\mathbb{C})$. (Recall that a random variable $\eta$ is called subgaussian with parameter
$\sigma$ iff, for all $\lambda \in \mathbb{R}, \mathbb{E} e^{\lambda \eta} \leq e^{\lambda^{2} \sigma^{2} / 2}$ ). These examples are, probably, of less interest in applications to quantum state tomography, but this is an important model, closely related to randomized designs in compressed sensing, for which one can use powerful tools developed in the high-dimensional probability. For instance, one can consider the Gaussian design, where $X$ is a symmetric random matrix with real entries such that $\left\{X_{i j}: 1 \leq i \leq j \leq m\right\}$ are independent centered normal random variables with $\mathbb{E} X_{i i}^{2}=$ $1, i=1, \ldots, m$ and $\mathbb{E} X_{i j}^{2}=\frac{1}{2}, i<j$. Alternatively, one can consider the Rademacher design assuming that $X_{i i}=\varepsilon_{i i}, i=1, \ldots, m$ and $X_{i j}=\frac{1}{\sqrt{2}} \varepsilon_{i j}, i<j$, where $\left\{\varepsilon_{i j}: 1 \leq i \leq\right.$ $j \leq m\}$ are i.i.d. Rademacher random variables (that is, random variables taking values +1 or -1 with probability $1 / 2$ each $)$. In both cases, $\mathbb{E}|\langle A, X\rangle|^{2}=\|A\|_{2}^{2}, A \in \mathbb{M}_{m}(\mathbb{C})$ (such random matrices $X$ will be called isotropic) and $\langle A, X\rangle$ is a subgaussian random variable whose subgaussian parameter is equal to $\|A\|_{2}$ (up to a constant).

The problems of this nature belong to a rapidly growing area of low rank matrix recovery. The most popular methods developed so far are based on nuclear norm regularization. In what follows, the Euclidean norm in the space $\mathbb{C}^{m}$ will be denoted by $|\cdot|$ and the inner product will be denoted by $\langle\cdot, \cdot\rangle$ (with a little abuse of notation since it has been already used for the Hilbert-Schmidt inner product between matrices). We will denote by $\|\cdot\|_{p}, p \geq 1$ the Schatten $p$-norm of matrices in $\mathbb{M}_{m}(\mathbb{C})$ (and, if needed, in other matrix spaces). Specifically, $\|A\|_{p}:=\left(\sum_{j=1}^{m} \lambda_{k}^{p}(|A|)\right)^{1 / p}$, where $|A|:=\left(A^{*} A\right)^{1 / 2}$ and, for a Hermitian matrix $B, \lambda_{k}(B), k=1, \ldots, m$ are the eigenvalues of $B$ (usually arranged in the decreasing order). In particular, $\|\cdot\|_{1}$ is the usual nuclear norm and $\|\cdot\|_{2}$ is the Hilbert-Schmidt norm. We will use the notation $\|\cdot\|$ for the operator norm. Given a design distribution $\Pi$, we will write

$$
\|A\|_{L_{2}(\Pi)}^{2}:=\int\langle A, x\rangle^{2} \Pi(d x)=\mathbb{E}\langle A, X\rangle^{2}, \quad A \in \mathbb{M}_{m}(\mathbb{C}),
$$

where $X$ is sampled from $\Pi$. We will often use the corresponding $L_{2}(\Pi)$-distance between matrices, that represents the prediction error in statistical problems in question.

In the noiseless case (i.e., when $\xi_{j} \equiv 0$ ), the following estimator of $\rho$ has been extensively studied, especially, in the case of matrix completion problems (see Candes and Recht (2009), Candes and Tao (2010), Gross (2011), Recht (2009) and references therein):

$$
\hat{\rho}:=\operatorname{argmin}\left\{\|S\|_{1}: S \in \mathbb{M}_{m}(\mathbb{C}),\left\langle S, X_{j}\right\rangle=Y_{j}, j=1, \ldots, n\right\}
$$

Under so called "low coherence assumptions" on the target matrix $\rho$, it was shown that, with a high probability, $\hat{\rho}=\rho$ provided that the number $n$ of observations is sufficiently
large. Namely, up to logarithmic factors and constants, it should be of the order $m r$, where $r$ is the rank of the target matrix $\rho$.

In the noisy case, the following penalized least squares estimator, which is akin to the LASSO used in sparse regression, was proposed and studied (see, e.g., Candes and Plan (2009), Rohde and Tsybakov (2011), Koltchinskii (2011) and references therein):

$$
\begin{equation*}
\hat{\rho}^{\varepsilon}:=\operatorname{argmin}_{S \in \mathbb{M}_{m}(\mathbb{C})}\left[n^{-1} \sum_{j=1}^{n}\left(Y_{j}-\operatorname{tr}\left(S X_{j}\right)\right)^{2}+\varepsilon\|S\|_{1}\right], \tag{1.1}
\end{equation*}
$$

where $\varepsilon$ is a regularization parameter. Candes and Plan (2009) have also studied an estimator based on nuclear norm minimization subject to linear constraints that resembles the Dantzig selector; Rohde and Tsybakov (2011) suggested estimators based on nonconvex penalties involving Schatten " $p$-norms" for $p<1$; Koltchinskii, Lounici and Tsybakov (2011) studied a modification of nuclear norm penalized least squares estimator that requires the precise knowledge of the design distribution.

We will study the following estimator of the unknown state $\rho$ defined as a solution of a penalized empirical risk minimization problem

$$
\begin{equation*}
\hat{\rho}^{\varepsilon}:=\operatorname{argmin}_{S \in \mathcal{S}}\left[n^{-1} \sum_{j=1}^{n}\left(Y_{j}-\operatorname{tr}\left(S X_{j}\right)\right)^{2}+\varepsilon \operatorname{tr}(S \log S)\right], \tag{1.2}
\end{equation*}
$$

where $\varepsilon>0$ is a regularization parameter. The penalty term is based on the functional $\operatorname{tr}(S \log S)=-\mathcal{E}(S)$, where $\mathcal{E}(S)$ is the von Neumann entropy of state $S$. Thus, the method considered in this paper is based on a trade-off between fitting the model by the least squares in the class of all density matrices and maximizing the entropy of the state. Note that optimization problem (1.2) is convex (this is based on convexity of the penalty term that follows from the concavity of von Neumann entropy, see Nielsen and Chuang (2000)). It is also easy to see that the solution $\hat{\rho}^{\varepsilon}$ of (1.2) is always a full rank matrix (see the proof of Proposition 3). Nevertheless, it will be shown that when the target matrix $\rho$ is nearly low rank, $\hat{\rho}^{\varepsilon}$ is also well approximated by low rank matrices and the error $\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}$ can be controlled in terms of the "approximate rank" of $\rho$.

One can also consider a version of optimization problem (1.2) that is further constrained to a closed convex subset $\mathbb{D} \subset \mathcal{S}$ of density matrices containing the target matrix $\rho$. The analysis of such problems is exactly the same as in the case when $\mathbb{D}=\mathcal{S}$, considered in the paper, and the results are also the same (subject to straightforward modifications). In particular, when $\mathbb{D}$ is the set of all diagonal matrices with nonnegative diagonal entries summable to 1 and the design matrices $X_{j}$ are also diagonal, this allows
one to deduce the results on sparse recovery in convex hulls of finite dictionaries via entropy penalization that are akin to what was obtained earlier by Koltchinskii (2009).

## 2 An Overview of Main Results

The results of this paper include oracle inequalities for the $L_{2}(\Pi)$-error of the empirical solution $\hat{\rho}^{\varepsilon}$. They will be stated in a general form in sections 5 and 6 . Here we formulate them only in two of the special examples outlined in the Introduction: random sampling from an orthonormal basis and subgaussian isotropic design (such as Gaussian or Rademacher). Assume, for simplicity, that the noise $\left\{\xi_{j}\right\}$ is a sequence of i.i.d. $N\left(0, \sigma_{\xi}^{2}\right)$ random variables independent of $\left(X_{1}, \ldots, X_{n}\right)$ (a Gaussian noise).

In what follows, we write $f(S):=\sum_{j=1}^{m} f\left(\lambda_{j}\right)\left(\phi_{j} \otimes \phi_{j}\right)$ for any Hermitian matrix $S$ with spectral representation $S=\sum_{j=1}^{m} \lambda_{j}\left(\phi_{j} \otimes \phi_{j}\right)$ and any function $f$ defined on a set that contains the spectrum of $S$.

First, we consider the case of sampling from an orthonormal basis $\left\{E_{1}, \ldots, E_{m^{2}}\right\}$ of $\mathbb{M}_{m}(\mathbb{C})$ (that consists of Hermitian matrices). Let us call the distribution $\Pi$ in $\left\{E_{1}, \ldots, E_{m^{2}}\right\}$ nearly uniform iff there exist constants $c_{1}, c_{2}>0$ such that $\max _{1 \leq j \leq m^{2}} \Pi\left(\left\{E_{j}\right\}\right) \leq c_{1} m^{-2}$ and $\|A\|_{L_{2}(\Pi)}^{2} \geq c_{2} m^{-2}\|A\|_{2}^{2}, A \in \mathbb{H}_{m}(\mathbb{C})$. Clearly, both the matrix completion design (Example 1) and sampling from the Pauli basis (Example 2) are special cases of sampling from such nearly uniform distributions, so, the next result does apply to these two examples.

Let $t>0$ be fixed and denote $t_{m}:=t+\log (2 m), \quad \tau_{n}:=t+\log \log _{2}(2 n)$.
To simplify the bounds, assume that $\log \log _{2} n \leq \log (2 m)$ (so, $\tau_{n} \leq t_{m}$ ), that $n \geq$ $m t_{m} \log ^{2} m$, and, finally, that $\sigma_{\xi} \geq m^{-1 / 2}$. The last condition just means that the variance of the noise is not "too small" which allows one to suppress "exponential tail terms" in Bernstein type inequalities used in the derivation of the bounds.

Recall that $\rho \in \mathcal{S}$.

Theorem 1 Suppose that $X$ is sampled at random from a nearly uniform distribution $\Pi$. Then, there exists a constant $C>0$ such that, for all $\varepsilon \in[0,1]$, with probability at least $1-e^{-t}$,

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\varepsilon\left(\|\log \rho\| \wedge \log \left(\frac{m}{\varepsilon}\right)\right) \bigvee \sigma_{\xi} \sqrt{\frac{t_{m}}{n m}}\right] . \tag{2.1}
\end{equation*}
$$

In addition, for all sufficiently large $D>0$, there exists a constant $C>0$ such that, for
$\varepsilon:=D \sigma_{\xi} \sqrt{\frac{t_{m}}{m n}}$, with probability at least $1-e^{-t}$,

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq \inf _{S \in \mathcal{S}}\left[2\|S-\rho\|_{L_{2}(\Pi)}^{2}+C \sigma_{\xi}^{2} \frac{\operatorname{rank}(S) m t_{m} \log ^{2}(m n)}{n}\right] . \tag{2.2}
\end{equation*}
$$

Theorem 1 follows from the results of Section 5 (see theorems 3 and 4, the Remark after Theorem 4 and Corollary 1). A simple consequence of Theorem 1 is the following bound

$$
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\sigma_{\xi} \sqrt{\frac{t_{m}}{m n}} \log (m n) \bigwedge \sigma_{\xi}^{2} \frac{\operatorname{rank}(\rho) m t_{m} \log ^{2}(m n)}{n}\right]
$$

that holds with probability at least $1-e^{-t}$ and with some $C>0$ for $\varepsilon=D \sigma_{\xi} \sqrt{\frac{t_{m}}{m n}}$. It follows by substituting $S=\rho$ in bound (2.2) and combining it with (2.1).

Next we consider the case of subgaussian isotropic design for which $\|A\|_{L_{2}(\Pi)}=$ $\|A\|_{2}, A \in \mathbb{M}_{m}(\mathbb{C})$. To simplify the bounds, we assume again that the noise is Gaussian.

Theorem 2 Suppose $X$ is a subgaussian isotropic matrix. There exist constants $C>$ $0, c>0$ such that the following holds. Under the assumptions that $\tau_{n} \leq c n$ and $t_{m} \leq n$, for all $\varepsilon \in[0,1]$, with probability at least $1-e^{-t}$

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq C\left(\varepsilon\left(\|\log \rho\| \wedge \log \frac{m}{\varepsilon}\right) \bigvee \sigma_{\xi} \sqrt{\frac{m t_{m}}{n}} \bigvee\right. \\
& \left.\left.\left(\sigma_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m}\left(\tau_{n} \log n \vee t_{m}\right)}{n}\right)\right] . \tag{2.3}
\end{align*}
$$

Moreover, there exist a constant $c>0$ and, for all sufficiently large $D>0$, a constant $C>0$ such that, for $\varepsilon:=D \sigma_{\xi} \sqrt{\frac{m t_{m}}{n}}$, with probability at least $1-e^{-t}$,

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq \inf _{S \in \mathcal{S}}\left[2\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left(\frac{\sigma_{\xi}^{2} \operatorname{rank}(S) m t_{m} \log ^{2}(m n)}{n} \bigvee \frac{m\left(\tau_{n} \log n \vee t_{m}\right)}{n}\right)\right] . \tag{2.4}
\end{equation*}
$$

This theorem follows from the results of Section 6 (see theorems 5, 6 and Corollary 3). As it was the case with Theorem 1, one cas easily derive from Theorem 2 (by substituting $S=\rho$ in (2.4) and combining it with (2.3)) the following inequality that holds, for $\varepsilon:=D \sigma_{\xi} \sqrt{\frac{m t_{m}}{n}}$, with probability at least $1-e^{-t}$ and with some $C>0$ :
$\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\left(\sigma_{\xi} \sqrt{\frac{m t_{m}}{n}} \log \frac{m}{\varepsilon} \bigwedge \frac{\sigma_{\xi}^{2} \operatorname{rank}(\rho) m t_{m} \log ^{2}(m n)}{n}\right) \bigvee \frac{m\left(\tau_{n} \log n \vee t_{m}\right)}{n}\right]$.

Note that the first bounds of theorems 1 and 2 (bounds (2.1) and (2.3)) hold for all $\varepsilon \geq 0$, even in the case of unpenalized least squares estimator with $\varepsilon=0$. The random error parts of these bounds are (up to logarithmic factors) of the order $n^{-1 / 2}$ as $n \rightarrow \infty$. Bounds (2.2) and (2.4) are based on more subtle analysis taking into account the ranks of oracles $S$ approximating the true density matrix $\rho$. In these bounds, the size of the $L_{2}(\Pi)$-error $\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}$ is determined by a trade-off between the approximation error $\|S-\rho\|_{L_{2}(\Pi)}^{2}$ of an oracle $S$ and the random error. In the case of bounds (2.2) and (2.4), the last error is of the order $\frac{\sigma_{\xi}^{2} \operatorname{rank}(S) m}{n}$ (up to logarithmic factors), and it depends on the rank of the oracle $S$. In particular, taking $S=\rho$, we can conclude that $\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}$ is bounded by $\frac{\sigma_{\xi}^{2} \operatorname{rank}(\rho) m}{n}$ (up to constants and logarithmic factors). This means that von Neumann entropy penalization mimics oracles that know precisely which low rank matrices approximate $\rho$ well and can estimate $\rho$ by estimating a "small" number of parameters needed to describe such oracles. This is comparable with recent results for nuclear norm penalization. For instance, Candes and Plan (2009) obtained low rank oracle inequalities for the Frobenius norm under subgaussian type assumptions; Rohde and Tsybakov (2011) proved low rank bounds for the empirical prediction error; Koltchinskii, Lounici and Tsybakov (2011) obtained bounds of the same flavor as in theorems 2, 1 , but for a modification of nuclear norm penalized least squares estimator in the case of known design distribution; Negahban and Wainwright (2010) proved similar inequalities for a version of nuclear penalization method with further constraints on the $\ell_{\infty}$-norm of the matrix. Depending on the values of $\sigma_{\xi}, m, n$ and other characteristics of the problem more "rough" bounds (2.1) and (2.3) might become even sharper than more "subtle" bounds (2.2) and (2.4) (see Rohde and Tsybakov (2011) for a discussion of a similar phenomenon). Thus, the rate of convergence of the $L_{2}(\Pi)$-error to zero in a particular asymptotic scenario (when certain characteristics are large) is determined by the bounds of both types.

Theorems 1, 2 and other results of a similar nature will follow as corollaries from more general oracle inequalities that we establish under broader assumptions on the design distributions and on the noise. To prove these results, we need several tools from the empirical processes and random matrices theory, such as noncommutative Bernstein type inequalities and generic chaining bounds for empirical processes. We will discuss these results in Section 3 (as well as some properties of noncommutative Kullback-Leibler, Hellinger and other distances between density matrices). We will then study approximation error bounds for the solution of von Neumann entropy penalized true risk min-
imization problem (Section 4) and, finally, in sections 5 and 6, derive main results of the paper concerning random error bounds for the empirical solution $\hat{\rho}^{\varepsilon}$. More precisely, we bound the squared $L_{2}(\Pi)$-distance $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}$ and symmetrized Kullback-Leibler distance $K\left(\hat{\rho}^{\varepsilon} ; S\right)$ from $\hat{\rho}^{\varepsilon}$ to an arbitrary "oracle" $S \in \mathcal{S}$ and derive oracle inequalities for the squared $L_{2}(\Pi)$-error $\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}$ of the empirical solution $\hat{\rho}^{\varepsilon}$. These results are first established for oracles $S$ of full rank and expressed in terms of certain characteristics of the operator $\log S$ (which is, essentially, a subgradient of the von Neumann entropy penalty used in (1.2)). Using simple techniques discussed in Section 4, we then develop the bounds for low rank oracles $S$ (such as the bounds of theorems 1 and 2) and also obtain oracle inequalities for so called "Gibbs oracles".

Recently, several authors obtained minimax lower bounds on the errors of low rank matrix recovery, in particular, in matrix completion problems (see Rohde and Tsybakov (2011), Negahban and Wainwright (2010), Koltchinskii, Lounici and Tsybakov (2011) and references therein). Although it was not our goal in this paper, it would not be hard to extend these results to the framework of low rank density matrix estimation showing the optimality (up to logarithmic factors) of the main terms of our $L_{2}(\Pi)$-error bounds.

It is worth mentioning that the results of sections 4,5 provide a way to bound the error of estimator $\hat{\rho}^{\varepsilon}$ not only in the $L_{2}(\Pi)$-distance, but also in other statistically important distances such as noncommutative Kullback-Leibler, Hellinger and nuclear norm distance. ${ }^{1}$ For instance, under the assumptions of Theorem 2, the following bound for the Kullback-Leibler distance holds with probability at least $1-e^{-t}$

$$
\begin{equation*}
K\left(\rho \| \hat{\rho}^{\varepsilon}\right):=\mathbb{E}_{\rho}\left(\log \rho-\log \hat{\rho}^{\varepsilon}\right) \leq \frac{C}{\varepsilon}\left[\frac{\sigma_{\xi}^{2} \operatorname{rank}(\rho) m t_{m} \log ^{2}(m n)}{n} \bigvee \frac{m\left(\tau_{n} \log n \vee t_{m}\right)}{n}\right] \tag{2.5}
\end{equation*}
$$

for $\varepsilon:=D \sigma_{\xi} \sqrt{\frac{m t_{m}}{n}}$. In the case of sampling from a nearly uniform distribution in an orthonormal basis (as in Theorem 1), it is easy to derive from Theorem 4 of Section 5 (using also some bounds from the proofs of Proposition 4 and Corollary 1) the following bound on the squared Hellinger distance between $\hat{\rho}^{\varepsilon}$ and $\rho$ :

$$
H^{2}\left(\hat{\rho}^{\varepsilon} ; \rho\right) \leq C \sigma_{\xi} \frac{\operatorname{rank}(\rho) m^{3 / 2} t_{m}^{1 / 2} \log ^{2}(m n)}{\sqrt{n}}
$$

that holds with probability at least $1-e^{-t}$ for $\varepsilon=D \sigma_{\xi} \sqrt{\frac{t_{m}}{m n}}$.

[^1]
## 3 Preliminaries: Distances in $\mathcal{S}$, Empirical Processes and Exponential Inequalities for Random Matrices

Noncommutative Kullback-Leibler and other distances. We will use noncommutative extensions of classical distances between probability distributions such as KullbackLeibler and Hellinger distances. These extensions are common in quantum information theory (see Nielsen and Chuang (2000)). In particular, we will use the symmetrized Kullback-Leibler distance between two states $S_{1}, S_{2} \in \mathcal{S}$ defined as
$K\left(S_{1} ; S_{2}\right):=\mathbb{E}_{S_{1}}\left(\log S_{1}-\log S_{2}\right)+\mathbb{E}_{S_{2}}\left(\log S_{2}-\log S_{1}\right)=\operatorname{tr}\left(\left(S_{1}-S_{2}\right)\left(\log S_{1}-\log S_{2}\right)\right)$.
We will also use a noncommutative version of Hellinger distance defined as follows. For any two states $S_{1}, S_{2} \in \mathcal{S}$, let $F\left(S_{1}, S_{2}\right):=\operatorname{tr} \sqrt{S_{1}^{1 / 2} S_{2} S_{1}^{1 / 2}}$. This quantity is called the fidelity of states $S_{1}, S_{2}$ (see, e.g., Nielsen and Chuang (2000), p. 409). Then, a natural definition of the squared Hellinger distance is $H^{2}\left(S_{1}, S_{2}\right):=2\left(1-F\left(S_{1}, S_{2}\right)\right)$. A remarkable property of this distance is that

$$
H^{2}\left(S_{1}, S_{2}\right)=\sup H^{2}\left(\left\{p_{i}\right\} ;\left\{q_{i}\right\}\right)=\sup \sum_{i}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2},
$$

where the supremum is taken over all POVMs $\left\{E_{i}\right\}$ (positive operator valued measures) ${ }^{2}$ and $p_{i}:=\operatorname{tr}\left(S_{1} E_{i}\right), q_{i}:=\operatorname{tr}\left(S_{2} E_{i}\right)$. Thus, the quantum Hellinger distance is just the largest "classical" Hellinger distance between the probability distributions $\left\{p_{i}\right\},\left\{q_{i}\right\}$ of a "measurement" $\left\{E_{i}\right\}$ in the states $S_{1}, S_{2}$ (see Nielsen and Chuang (2000), p. 412). The same property also holds for two other important "distances", the trace distance $\| S_{1}-$ $S_{2} \|_{1}$ and the Kullback-Leibler distance $K\left(S_{1} ; S_{2}\right)$ (see, e.g., Klauck et al (2007)). These properties immediately imply an extension of classical inequalities for these distances:

$$
\left\|S_{1}-S_{2}\right\|_{1}^{2} \leq H^{2}\left(S_{1}, S_{2}\right) \leq K\left(S_{1} ; S_{2}\right) .
$$

They also imply the following simple proposition used below. It shows that, if two matrices $S_{1}, S_{2}$ are close in the Hellinger distance and one of them (say, $S_{2}$ ) is "approximately low rank" in the sense that there exists a subspace $L \subset \mathbb{C}^{m}$ of small dimension such that $\left\|P_{L^{\perp}} S_{2} P_{L^{\perp}}\right\|_{1}$ is small, then another matrix $S_{1}$ is also "approximately low rank" with the same "support" $L .{ }^{3}$

[^2]Proposition 1 For all subspaces $L \subset \mathbb{C}^{m}$ and all $S_{1}, S_{2} \in \mathcal{S}$,

$$
\left\|P_{L} S_{1} P_{L}\right\|_{1} \leq 2\left\|P_{L} S_{2} P_{L}\right\|_{1}+2 H^{2}\left(S_{1}, S_{2}\right)
$$

Proof. Indeed, take an orthonormal basis $\left\{e_{1}, \ldots, e_{m}\right\}$ in $\mathbb{C}^{m}$ such that $L=$ l.s. $\left(\left\{e_{1}, \ldots, e_{k}\right\}\right)$. Let $p_{j}:=\left\langle S_{1} e_{j}, e_{j}\right\rangle=\operatorname{tr}\left(S_{1}\left(e_{j} \otimes e_{j}\right)\right)$ and $q_{j}:=\left\langle S_{2} e_{j}, e_{j}\right\rangle=\operatorname{tr}\left(S_{2}\left(e_{j} \otimes e_{j}\right)\right)$. Then

$$
H^{2}\left(S_{1}, S_{2}\right) \geq \sum_{j=1}^{m}\left(\sqrt{p_{j}}-\sqrt{q_{j}}\right)^{2} \geq \sum_{j=1}^{k}\left(\sqrt{p_{j}}-\sqrt{q_{j}}\right)^{2}=\sum_{j=1}^{k} p_{j}+\sum_{j=1}^{k} q_{j}-2 \sum_{j=1}^{k} \sqrt{p_{j}} \sqrt{q_{j}},
$$

which implies (using that $2 \sqrt{a b} \leq a / 2+2 b$ )

$$
\begin{gathered}
\left\|P_{L} S_{1} P_{L}\right\|_{1}=\sum_{j=1}^{k} p_{i} \leq 2 \sum_{j=1}^{k} \sqrt{p_{j}} \sqrt{q_{j}}-\sum_{j=1}^{k} q_{j}+H^{2}\left(S_{1}, S_{2}\right) \leq \\
\frac{1}{2} \sum_{j=1}^{k} p_{j}+\sum_{j=1}^{k} q_{j}+H^{2}\left(S_{1}, S_{2}\right)=\frac{1}{2}\left\|P_{L} S_{1} P_{L}\right\|_{1}+\left\|P_{L} S_{2} P_{L}\right\|_{1}+H^{2}\left(S_{1}, S_{2}\right)
\end{gathered}
$$

and the result follows.
Empirical processes bounds. We will use several inequalities for empirical processes indexed by a class of measurable functions $\mathcal{F}$ defined on an arbitrary measurable space $(S, \mathcal{A})$. Let $X, X_{1}, \ldots, X_{n}$ be i.i.d. random variables in $(S, \mathcal{A})$ with common distribution $P$. If $\mathcal{F}$ is uniformly bounded by a number $U$, then Bousquet's version of the famous Talagrand's concentration inequality for empirical processes implies that, for all $t>0$, with probability at least $1-e^{-t}$

$$
\sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} f\left(X_{j}\right)-\mathbb{E} f(X)\right| \leq 2\left[\mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} f\left(X_{j}\right)-\mathbb{E} f(X)\right|+\sigma \sqrt{\frac{t}{n}}+U \frac{t}{n}\right]
$$

where $\sigma^{2}:=\sup _{f \in \mathcal{F}} \operatorname{Var}_{P}(f(X))$. We will also need a version of this bound for function classes that are not necessarily uniformly bounded. Such a bound was recently proved by Adamczak (2008). Recall that, for a convex increasing function $\psi$ with $\psi(0)=0$,

$$
\|f\|_{\psi}:=\inf \left\{C>0: \int_{S} \psi\left(\frac{|f|}{C}\right) d P \leq 1\right\}
$$

(see van der Vaart and Wellner (1996), p. 95). If $\psi(u)=u^{p}, u \geq 0$, for some $p \geq 1$, the corresponding $\psi$-norm is just the $L_{p}$-norm. Other important choices are functions $\psi_{\alpha}(t)=e^{t^{\alpha}}-1, t \geq 0, \alpha \geq 1$, especially, $\psi_{2}$ that is related to subgaussian tails of $f$ and $\psi_{1}$ that is related to subexponential tails. Let $F(x) \geq \sup _{f \in \mathcal{F}}|f(x)|, x \in S$, be an
envelope of the class. It follows from Theorem 4 of Adamczak (2008) that there exists a constant $K>0$ such that for all $t>0$ with probability at least $1-e^{-t}$

$$
\sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} f\left(X_{j}\right)-\mathbb{E} f(X)\right| \leq K\left[\mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} f\left(X_{j}\right)-\mathbb{E} f(X)\right|+\sigma \sqrt{\frac{t}{n}}+\left\|\max _{1 \leq j \leq n}\left|F\left(X_{j}\right)\right|\right\|_{\psi_{1}} \frac{t}{n}\right]
$$

In addition to this, we will need bounds on empirical processes indexed by the class of "squares" $\left\{f^{2}: f \in \mathcal{F}\right\}$ for a given function class $\mathcal{F}$. A usual approach to this problem is based on combining of symmetrization inequality with Talagrand's comparison (contraction) inequality for Rademacher sums (see, e.g., Ledoux and Talagrand (1991), Section 4.5). This, however, would require the class $\mathcal{F}$ to be uniformly bounded by a relatively small constant $U>0$, which is not sufficient in the case of subgaussian design considered in the last section. A more subtle approach has been developed in the recent years by Klartag and Mendelson (2005), Mendelson (2010) and it is based on generic chaining bounds. Talagrand's generic chaining complexity (see Talagrand (2005)) of a metric space $(T, d)$ is defined as follows. An admissible sequence $\left\{\Delta_{n}\right\}_{n \geq 0}$ is an increasing sequence of partitions of $T$ (i.e., each next partition is a refinement of the previous one) such that $\operatorname{card}\left(\Delta_{0}\right)=1$ and $\operatorname{card}\left(\Delta_{n}\right) \leq 2^{2^{n}}, n \geq 1$. For $t \in T, \Delta_{n}(t)$ denotes the unique subset in $\Delta_{n}$ that contains $t$. For a set $A \subset T, D(A)$ denotes its diameter. Then, define the generic chaining complexity $\gamma_{2}(T ; d)$ as

$$
\gamma_{2}(T ; d):=\inf _{\left\{\Delta_{n}\right\}_{n \geq 0}} \sup _{t \in T} \sum_{n \geq 0} 2^{n / 2} D\left(\Delta_{n}(t)\right)
$$

where the inf is taken over all admissible sequences of partitions.
The generic chaining complexities were used by Talagrand (2005) to characterize the size of the expected sup-norms of Gaussian processes. Similar quantities can be also used to control the size of empirical processes indexed by a function class $\mathcal{F}$. It is natural to define $\gamma_{2}\left(\mathcal{F} ; L_{2}(P)\right)$, that is, $\gamma_{2}(\mathcal{F} ; d)$, where $d$ is the $L_{2}(P)$-distance. Some other distances are also useful, for instance, the $\psi_{2}$-distance associated with the probability space $(S, \mathcal{A}, P)$. The generic chaining complexity that corresponds to the $\psi_{2}$-distance will be denoted by $\gamma_{2}\left(\mathcal{F} ; \psi_{2}\right)$. Mendelson (2010) proved the following deep result. Suppose that $\mathcal{F}$ is a symmetric class, that is, $f \in \mathcal{F}$ implies $-f \in \mathcal{F}$, and $\operatorname{Pf}=\mathbb{E} f(X)=0, f \in \mathcal{F}$. Then, for some universal constant $K>0$,

$$
\mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} f^{2}\left(X_{j}\right)-\mathbb{E} f^{2}(X)\right| \leq K\left[\sup _{f \in \mathcal{F}}\|f\|_{\psi_{1}} \frac{\gamma_{2}\left(\mathcal{F} ; \psi_{2}\right)}{\sqrt{n}} \bigvee \frac{\gamma_{2}^{2}\left(\mathcal{F} ; \psi_{2}\right)}{n}\right]
$$

Noncommutative Bernstein type inequalities. We will need an operator version of Bernstein's inequality which is due to Ahlswede and Winter (2002) (and which has been already successfully used in the low rank recovery problems by Gross et al (2010), Gross (2011), Recht (2009)). Assume that $X, X_{1}, \ldots, X_{n}$ are i.i.d. random Hermitian $m \times m$ matrices with $\mathbb{E} X=0$ and $\sigma_{X}^{2}:=\left\|\mathbb{E} X^{2}\right\|$. The following bound is an easy consequence of Bernstein type inequality of Ahlswede and Winter (2002): for all $t>0$, with probability at least $1-e^{-t}$

$$
\begin{equation*}
\left\|\frac{X_{1}+\cdots+X_{n}}{n}\right\| \leq 2\left(\sigma_{X} \sqrt{\frac{t+\log (2 m)}{n}} \bigvee U \frac{t+\log (2 m)}{n}\right) \tag{3.1}
\end{equation*}
$$

Moreover, it is possible to replace the $L_{\infty}$-bound $U$ on $\|X\|$ in the above inequality by bounds on the weaker $\psi_{\alpha}$-norms (see also Koltchinskii (2011)). Namely, suppose that, for $\alpha \geq 1$ and for some constant $U_{X}^{(\alpha)}, U_{X}^{(\alpha)} \geq \max \left(\| \| X\| \|_{\psi_{\alpha}}, 2 \mathbb{E}^{1 / 2}\|X\|^{2}\right)$.

Proposition 2 Let $\alpha \geq 1$. There exists a constant $C>0$ such that, for all $t>0$, with probability at least $1-e^{-t}$

$$
\begin{equation*}
\left\|\frac{X_{1}+\cdots+X_{n}}{n}\right\| \leq C\left(\sigma_{X} \sqrt{\frac{t+\log (2 m)}{n}} \bigvee U_{X}^{(\alpha)}\left(\log \frac{U_{X}^{(\alpha)}}{\sigma_{X}}\right)^{1 / \alpha} \frac{t+\log (2 m)}{n}\right) \tag{3.2}
\end{equation*}
$$

Proof. Similarly to the proof of (3.1) discussed in the literature (Ahlswede and Winter (2002), Gross (2011)), we follow the standard derivation of classical Bernstein's inequality and we use the well known Golden-Thompson inequality ${ }^{4}$ (see, e.g., Simon (1979), p. 94): for arbitrary $A, B \in \mathbb{H}_{m}(\mathbb{C}), \operatorname{tr}\left(e^{A+B}\right) \leq \operatorname{tr}\left(e^{A} e^{B}\right)$. Let $Y_{n}:=X_{1}+\cdots+X_{n}$. Note that $\left\|Y_{n}\right\|<t$ if and only if $-t I_{m}<Y_{n}<t I_{m}$ (here and in what follows $A<B$ means that $B-A$ is positively definite). Therefore,

$$
\begin{equation*}
\mathbb{P}\left\{\left\|Y_{n}\right\| \geq t\right\} \leq \mathbb{P}\left\{Y_{n} \nless t I_{m}\right\}+\mathbb{P}\left\{Y_{n} \ngtr-t I_{m}\right\} . \tag{3.3}
\end{equation*}
$$

The following bounds are straightforward by simple matrix algebra:

$$
\begin{equation*}
\mathbb{P}\left\{Y_{n} \nless t I_{m}\right\}=\mathbb{P}\left\{e^{\lambda Y_{n}} \nless e^{\lambda t I_{m}}\right\} \leq \mathbb{P}\left\{\operatorname{tr}\left(e^{\lambda Y_{n}}\right) \geq e^{\lambda t}\right\} \leq e^{-\lambda t} \mathbb{E} \operatorname{tr}\left(e^{\lambda Y_{n}}\right) . \tag{3.4}
\end{equation*}
$$

To bound the expected value in the right hand side, we use independence of random variables $X_{1}, \ldots, X_{n}$ and Golden-Thompson inequality:

$$
\mathbb{E} \operatorname{tr}\left(e^{\lambda Y_{n}}\right)=\mathbb{E} \operatorname{tr}\left(e^{\lambda Y_{n-1}+\lambda X_{n}}\right) \leq \mathbb{E} \operatorname{tr}\left(e^{\lambda Y_{n-1}} e^{\lambda X_{n}}\right)=\operatorname{tr}\left(\mathbb{E}\left(e^{\lambda Y_{n-1}} e^{\lambda X_{n}}\right)\right)=
$$

[^3]$$
\operatorname{tr}\left(\mathbb{E} e^{\lambda Y_{n-1}} \mathbb{E} e^{\lambda X_{n}}\right) \leq \mathbb{E} \operatorname{tr}\left(e^{\lambda Y_{n-1}}\right)\left\|\mathbb{E} e^{\lambda X_{n}}\right\|
$$

Since $\mathbb{E} \operatorname{tr}\left(e^{\lambda X_{1}}\right)=\operatorname{tr}\left(\mathbb{E} e^{\lambda X_{1}}\right) \leq m\left\|\mathbb{E} e^{\lambda X}\right\|$, it is easy to conclude by induction that

$$
\begin{equation*}
\mathbb{E} \operatorname{tr}\left(e^{\lambda Y_{n}}\right) \leq m\left\|\mathbb{E} e^{\lambda X}\right\|^{n} \tag{3.5}
\end{equation*}
$$

It remains to bound the norm $\left\|\mathbb{E} e^{\lambda X}\right\|$. To this end, we use Taylor expansion and the condition $\mathbb{E} X=0$ to get

$$
\begin{gathered}
\mathbb{E} e^{\lambda X}=I_{m}+\mathbb{E} \lambda^{2} X^{2}\left[\frac{1}{2!}+\frac{\lambda X}{3!}+\frac{\lambda^{2} X^{2}}{4!}+\ldots\right] \leq \\
I_{m}+\lambda^{2} \mathbb{E} X^{2}\left[\frac{1}{2!}+\frac{\lambda\|X\|}{3!}+\frac{\lambda^{2}\|X\|^{2}}{4!}+\ldots\right]=I_{m}+\lambda^{2} \mathbb{E} X^{2}\left[\frac{e^{\lambda\|X\|}-1-\lambda\|X\|}{\lambda^{2}\|X\|^{2}}\right] .
\end{gathered}
$$

Therefore, for all $\tau>0$,

$$
\begin{gathered}
\left\|\mathbb{E} e^{\lambda X}\right\| \leq 1+\lambda^{2}\left\|\mathbb{E} X^{2}\left[\frac{e^{\lambda\|X\|}-1-\lambda\|X\|}{\lambda^{2}\|X\|^{2}}\right]\right\| \leq \\
1+\lambda^{2}\left\|\mathbb{E} X^{2}\right\|\left[\frac{e^{\lambda \tau}-1-\lambda \tau}{\lambda^{2} \tau^{2}}\right]+\lambda^{2} \mathbb{E}\|X\|^{2}\left[\frac{e^{\lambda\|X\|}-1-\lambda\|X\|}{\lambda^{2}\|X\|^{2}}\right] I(\|X\| \geq \tau) .
\end{gathered}
$$

Let $M:=2(\log 2)^{1 / \alpha} U_{X}^{(\alpha)}$ and assume that $\lambda \leq 1 / M$. Then

$$
\mathbb{E}\|X\|^{2}\left[\frac{e^{\lambda\|X\|}-1-\lambda\|X\|}{\lambda^{2}\|X\|^{2}}\right] I(\|X\| \geq \tau) \leq M^{2} \mathbb{E}^{1 / 2} e^{2\|X\| / M} \mathbb{P}^{1 / 2}\{\|X\| \geq \tau\}
$$

Since, for $\alpha \geq 1, M=2(\log 2)^{1 / \alpha} U_{X}^{(\alpha)} \geq 2\| \| X\| \|_{\psi_{1}}$ (see van der Vaart and Wellner (1996), p. 95), we have $\mathbb{E} e^{2\|X\| / M} \leq 2$ and also $\mathbb{P}\{\|X\| \geq \tau\} \leq \exp \left\{-2^{\alpha} \log 2\left(\frac{\tau}{M}\right)^{\alpha}\right\}$. As a result, we get the following bound

$$
\left\|\mathbb{E} e^{\lambda X}\right\| \leq 1+\lambda^{2} \sigma_{X}^{2}\left[\frac{e^{\lambda \tau}-1-\lambda \tau}{\lambda^{2} \tau^{2}}\right]+2^{1 / 2} \lambda^{2} M^{2} \exp \left\{-2^{\alpha-1} \log 2\left(\frac{\tau}{M}\right)^{\alpha}\right\}
$$

Let $\tau:=M \frac{2^{1 / \alpha-1}}{(\log 2)^{1 / \alpha}} \log ^{1 / \alpha} \frac{M^{2}}{\sigma_{X}^{2}}$ and suppose that $\lambda$ satisfies the condition $\lambda \tau \leq 1$. Then, the following bound holds with some constant $C_{1}>0$ :

$$
\left\|\mathbb{E} e^{\lambda X}\right\| \leq 1+C_{1} \lambda^{2} \sigma_{X}^{2} \leq \exp \left\{C_{1} \lambda^{2} \sigma_{X}^{2}\right\}
$$

Thus, we proved that there exist constants $C_{1}, C_{2}>0$ such that, for all $\lambda$ satisfying the condition

$$
\begin{equation*}
\lambda U_{X}^{(\alpha)}\left(\log \frac{U_{X}^{(\alpha)}}{\sigma_{X}}\right)^{1 / \alpha} \leq C_{2} \tag{3.6}
\end{equation*}
$$

we have $\left\|\mathbb{E} e^{\lambda X}\right\| \leq \exp \left\{C_{1} \lambda^{2} \sigma_{X}^{2}\right\}$. This can be combined with (3.3), (3.4) and (3.5) to get

$$
\mathbb{P}\left\{\left\|Y_{n}\right\| \geq t\right\} \leq 2 m \exp \left\{-\lambda t+C_{1} \lambda^{2} n \sigma_{X}^{2}\right\} .
$$

It remains now to minimize the last bound with respect to all $\lambda$ satisfying (3.6) to get that, for some constant $K>0$,

$$
\mathbb{P}\left\{\left\|Y_{n}\right\| \geq t\right\} \leq 2 m \exp \left\{-\frac{1}{K} \frac{t^{2}}{n \sigma_{X}^{2}+t U_{X}^{(\alpha)} \log ^{1 / \alpha}\left(U_{X}^{(\alpha)} / \sigma_{X}\right)}\right\},
$$

which immediately implies (3.2).

Note that, in the limit $\alpha \rightarrow \infty$, inequality (3.2) coincides with (3.1) (up to a constant).

## 4 Approximation Error

A natural first step in the analysis of the problem is to study its version with the true risk instead of the empirical risk. The true risk with respect to the quadratic loss is equal to $\mathbb{E}(Y-\langle S, X\rangle)^{2}=\mathbb{E}\langle S-\rho, X\rangle^{2}+\mathbb{E} \xi^{2}$, where we used the assumption that $\mathbb{E}(\xi \mid X)=0$. Thus, the penalized true risk minimization problem becomes

$$
\begin{equation*}
\rho^{\varepsilon}:=\operatorname{argmin}_{S \in \mathcal{S}} L(S), \quad L(S):=\mathbb{E}\langle S-\rho, X\rangle^{2}+\varepsilon \operatorname{tr}(S \log S) \tag{4.1}
\end{equation*}
$$

and the goal is to study the error of approximation of $\rho$ by $\rho^{\varepsilon}$ depending on the value of regularization parameter $\varepsilon>0$. The next proposition shows that if there exists an oracle $S \in \mathcal{S}$ that provides a good approximation of the target matrix $\rho$ in a sense that $\|S-\rho\|_{L_{2}(\Pi)}$ is small, then $\rho^{\varepsilon}$ belongs to an $L_{2}(\Pi)$-ball around $S$ of small enough radius that can be controlled in terms of the operator norm $\|\log S\|$ or in terms of more subtle characteristics of the oracle $S$. It also provides upper bounds on the Kullback-Leibler distance $K\left(\rho^{\varepsilon} ; S\right)$ to the oracle and on the approximation error $\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}$. We will first obtain such bounds for an arbitrary oracle $S \in \mathcal{S}$ of full rank expressed in terms of the operator norm $\|\log S\|$ of its logarithm. For simplicity, we assume that $\|\log S\|=+\infty$ in the case when $\operatorname{rank}(S)<m$ (and $\log S$ is not defined). Note, however, that $\operatorname{tr}(S \log S)$ is well defined and finite even in the case when $\operatorname{rank}(S)<m$. To obtain more subtle bounds with approximation error of the order $O\left(\varepsilon^{2}\right)$ instead of $O(\varepsilon)$, we introduce and use the following quantity

$$
a(W):=a_{\Pi}(W):=a_{X}(W):=\sup \left\{\langle W, U\rangle: U \in \mathbb{H}_{m}(\mathbb{C}), \operatorname{tr}(U)=0,\|U\|_{L_{2}(\Pi)}=1\right\}
$$

which will be called the alignment coefficient of $W$. This is a straightforward extension of similar quantities in the commutative case (Koltchinskii (2009)). Note that, for all constants $c$,

$$
\begin{equation*}
a\left(W+c I_{m}\right)=a(W) \tag{4.2}
\end{equation*}
$$

(since $\left\langle I_{m}, U\right\rangle=0$ for all $U$ of zero trace). In addition, we have

$$
\begin{equation*}
a_{c X}(W)=\frac{1}{|c|} a_{X}(W), c \neq 0 \tag{4.3}
\end{equation*}
$$

Let $\left\{E_{i}: i=1, \ldots, m^{2}\right\}$ be an orthonormal basis of $\mathbb{M}_{m}(\mathbb{C})$ consisting of Hermitian matrices and let $\mathcal{K}:=\left(\left\langle E_{j}, E_{k}\right\rangle_{L_{2}(\Pi)}\right)_{j, k=1}^{m^{2}}$ be the Gram matrix of the functions $\left\{\left\langle E_{j}, \cdot\right\rangle\right.$ : $\left.j=1, \ldots, m^{2}\right\}$ in the space $L_{2}(\Pi)$. Clearly, the mapping $J: \mathbb{M}_{m}(\mathbb{C}) \mapsto \ell_{2}^{m^{2}}(\mathbb{C})$,

$$
J U=\left(\left\langle U, E_{j}\right\rangle: j=1, \ldots, m^{2}\right), U \in \mathbb{M}_{m}(\mathbb{C})
$$

is an isometry. If now we define $\overline{\mathcal{K}}: \mathbb{M}_{m}(\mathbb{C}) \mapsto \mathbb{M}_{m}(\mathbb{C})$ as $\overline{\mathcal{K}}:=J^{-1} \mathcal{K} J$, then we also have $\overline{\mathcal{K}}^{1 / 2}=J^{-1} \mathcal{K}^{1 / 2} J, \overline{\mathcal{K}}^{-1 / 2}=J^{-1} \mathcal{K}^{-1 / 2} J$. As a consequence, for any matrix $U=$ $\sum_{j=1}^{m^{2}} u_{j} E_{j}$,

$$
\|U\|_{L_{2}(\Pi)}^{2}=\sum_{j, k=1}^{m^{2}}\left\langle E_{j}, E_{k}\right\rangle_{L_{2}(\Pi)} u_{j} \bar{u}_{k}=\langle\mathcal{K} u, u\rangle_{\ell_{2}}=\left\|\mathcal{K}^{1 / 2} u\right\|_{\ell_{2}}^{2}=\left\|\overline{\mathcal{K}}^{1 / 2} U\right\|_{2}^{2}
$$

and it is not hard to conclude that $a(W) \leq\left\|\overline{\mathcal{K}}^{-1 / 2} W\right\|_{2}$. Moreover, in view of (4.2), for an arbitrary scalar $c, a(W) \leq\left\|\overline{\mathcal{K}}^{-1 / 2}\left(W+c I_{m}\right)\right\|_{2}$. This shows that the size of $a(W)$ depends on how $W$ is "aligned" with the eigenspaces of the Gram matrix $\mathcal{K}$. In a special case when, for all $A,\|A\|_{L_{2}(\Pi)}=\|A\|_{2}$, the functions $\left\{\left\langle E_{j}, \cdot\right\rangle: j=1, \ldots, m^{2}\right\}$ form an orthonormal system in $L_{2}(\Pi)$ and $\mathcal{K}$ is the identity matrix. In this case, we simply have the bound $a(W) \leq \inf _{c}\left\|W+c I_{m}\right\|_{2}$.

Proposition 3 For all $S \in \mathcal{S}$,

$$
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}+\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\rho^{\varepsilon} ; S\right) \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+2 \varepsilon\|\log S\|
$$

Moreover, for all $S \in \mathcal{S}$,

$$
\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+2 \varepsilon K\left(\rho^{\varepsilon} ; S\right) \leq 2\|S-\rho\|_{L_{2}(\Pi)}^{2}+\varepsilon^{2} a^{2}(\log S)
$$

and

$$
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq \inf _{S \in \mathcal{S}}\left[\|S-\rho\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon^{2}}{4} a^{2}(\log S)\right]
$$

For a differentiable mapping $g$ from an open subset $G \subset \mathbb{M}_{m}(\mathbb{C})$ into $\mathbb{M}_{m}(\mathbb{C})$, denote by $D g(A ; H)$ its differential at a matrix $A \in G$ in the direction $H \in \mathbb{M}_{m}(\mathbb{C})$, that is, $g(A+H)=g(A)+D g(A ; H)+o(\|H\|)$ as $\|H\| \rightarrow 0$ and $D g(A ; H)$ is linear with respect to $H$. The following lemma is a simple corollary of Theorem V.3.3 in Bhatia (1996):

Lemma 1 Let $f$ be a function continuously differentiable in an open interval $I \subset \mathbb{R}$. Suppose that $A$ is a Hermitian matrix whose spectrum belongs to $I$. Then the mapping $B \mapsto g(B):=\operatorname{tr}(f(B))$ is differentiable at $A$ and $D g(A ; H)=\operatorname{tr}\left(f^{\prime}(A) H\right)$.

Proof of Proposition 3. It is easy to see that the solution $\rho^{\varepsilon}$ of problem (4.1) is a full rank matrix. To prove this, assume that $\operatorname{rank}\left(\rho^{\varepsilon}\right)<m$. Let $\tilde{\rho}:=(1-\delta) \rho^{\varepsilon}+\delta I_{m}$, where $I_{m}$ is the $m \times m$ identity matrix. Then, for small enough $\delta, \tilde{\rho}$ is a full rank matrix and it is straightforward to show that the penalized risk $L(\tilde{\rho})$ is strictly smaller than $L\left(\rho^{\varepsilon}\right)$ (for some small $\delta>0$ ). It is also easy to check that, for any $S \in \mathcal{S}$ of full rank, the differential of the functional $L$ in the direction $\nu \in \mathbb{M}_{m}(\mathbb{C})$ is equal to

$$
D L(S ; \nu)=2 \mathbb{E}\langle S-\rho, X\rangle\langle\nu, X\rangle+\varepsilon \operatorname{tr}\left(\nu\left(\log S+I_{m}\right)\right) .
$$

This follows from the fact that the first term of the functional $L$ is differentiable since it is quadratic. The differentiability of the penalty term is based on Lemma 1 (it is enough to apply this lemma to the function $f(u)=u \log u)$. Since $\rho^{\varepsilon}$ is the minimal point of $L$ in $\mathcal{S}$, we can conclude that, for an arbitrary $S \in \mathcal{S}, D L\left(\rho^{\varepsilon} ; S-\rho^{\varepsilon}\right) \geq 0$. This implies that $D L\left(S ; S-\rho^{\varepsilon}\right)-D L\left(\rho^{\varepsilon} ; S-\rho^{\varepsilon}\right) \leq D L\left(S ; S-\rho^{\varepsilon}\right)$, which, by a simple algebra, becomes

$$
\begin{equation*}
2\left\|S-\rho^{\varepsilon}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(S ; \rho^{\varepsilon}\right) \leq 2\left\langle S-\rho, S-\rho^{\varepsilon}\right\rangle_{L_{2}(\Pi)}+\varepsilon\left\langle S-\rho^{\varepsilon}, \log S\right\rangle . \tag{4.4}
\end{equation*}
$$

Taking into account that

$$
2\left\langle S-\rho, S-\rho^{\varepsilon}\right\rangle_{L_{2}(\Pi)}=\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\|S-\rho\|_{L_{2}(\Pi)}^{2}-\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}
$$

(4.4) can be rewritten as

$$
\begin{equation*}
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}+\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(S ; \rho^{\varepsilon}\right) \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+\varepsilon\left\langle S-\rho^{\varepsilon}, \log S\right\rangle . \tag{4.5}
\end{equation*}
$$

The first inequality of the proposition immediately follows from (4.5) since

$$
\left|\left\langle S-\rho^{\varepsilon}, \log S\right\rangle\right| \leq\|\log S\|\left\|S-\rho^{\varepsilon}\right\|_{1} \leq 2\|\log S\| .
$$

To prove the remaining bounds, note that by the definition of alignment coefficient

$$
\varepsilon\left|\left\langle S-\rho^{\varepsilon}, \log S\right\rangle\right| \leq \varepsilon a(\log S)\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)},
$$

and, using an elementary bound

$$
\varepsilon a(\log S)\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \leq \frac{\varepsilon^{2} a^{2}(\log S)}{2 \alpha^{2}}+\frac{\alpha^{2}}{2}\left\|\rho^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}
$$

for $\alpha=1$ and $\alpha=\sqrt{2}$, it is easy to complete the proof.
A consequence of Proposition 3 is that $\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq \frac{\varepsilon^{2}}{4} a^{2}(\log \rho) \wedge \varepsilon\|\log \rho\|$.
We will now provide versions of approximation error bounds for special types of oracles $S \in \mathcal{S}$.

Low Rank Oracles. First we show how to adapt the bounds of Proposition 3 expressed in terms of the alignment coefficient $a(\log S)$ for a full rank matrix $S$ (for which $\log S$ is well defined) to the case when $S$ is an oracle of a small rank $r<m$. For a subspace $L$ of $\mathbb{C}^{m}$, denote $\Lambda(L):=\sup _{\|A\|_{L_{2}(\Pi)} \leq 1}\left\|P_{L} A P_{L}\right\|_{2}$. Suppose that $S \in \mathcal{S}$ is a matrix of rank $r$. To be specific, let $S=\sum_{j=1}^{r} \gamma_{j}\left(e_{j} \otimes e_{j}\right)$, where $\gamma_{j}$ are positive eigenvalues of $S$ and $\left\{e_{1}, \ldots, e_{m}\right\}$ is an orthonormal basis of $\mathbb{C}^{m}$. Let $L$ be the linear span of the vectors $e_{1}, \ldots, e_{r}$.

Proposition 4 There exists a numerical constant $C>0$ such that, for all $\varepsilon>0$,

$$
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\left(\|S-\rho\|_{L_{2}(\Pi)}+C \mathbb{E}^{1 / 2}\|X\|^{2} \varepsilon\right)^{2}+C \varepsilon^{2} \Lambda^{2}(L) r \log ^{2}\left(1+\frac{m}{\varepsilon \wedge 1}\right) .
$$

Proof. Note that, for all matrices $W$ of rank $r$ "supported" in the space $L$ in the sense that $W=P_{L} W P_{L}$, we have

$$
a(W) \leq \sup _{\|U\|_{L_{2}(\Pi)} \leq 1}\langle W, U\rangle=\sup _{\|U\|_{L_{2}(\Pi)} \leq 1}\left\langle W, P_{L} U P_{L}\right\rangle \leq \Lambda(L)\|W\|_{2} .
$$

For $\delta \in(0,1)$, consider $S_{\delta}:=(1-\delta) S+\delta \frac{I_{m}}{m}$. Then, using the fact that $a\left(W+c I_{m}\right)=$ $a(W)$, we get

$$
\log S_{\delta}=\sum_{j=1}^{r}\left(\log \left((1-\delta) \gamma_{j}+\delta / m\right)-\log (\delta / m)\right)\left(e_{j} \otimes e_{j}\right)+\log (\delta / m) I_{m}
$$

and

$$
\begin{gathered}
a\left(\log S_{\delta}\right)=a\left(\sum_{j=1}^{r}\left(\log \left((1-\delta) \gamma_{j}+\delta / m\right)-\log (\delta / m)\right)\left(e_{j} \otimes e_{j}\right)\right) \leq \\
\Lambda(L)\left\|\sum_{j=1}^{r}\left(\log \left((1-\delta) \gamma_{j}+\delta / m\right)-\log (\delta / m)\right)\left(e_{j} \otimes e_{j}\right)\right\|_{2} \leq
\end{gathered}
$$

$$
\Lambda(L)\left(\sum_{j=1}^{r} \log ^{2}\left(1+\frac{m \gamma_{j}}{\delta}\right)\right)^{1 / 2} \leq \Lambda(L) \sqrt{r} \log \left(1+\frac{m\|S\|}{\delta}\right) .
$$

Note also that $\left\|S-S_{\delta}\right\|_{L_{2}(\Pi)}^{2}=\delta^{2}\left\|S-I_{m} / m\right\|_{L_{2}(\Pi)}^{2} \leq 4 \delta^{2} \mathbb{E}\|X\|^{2}$, since

$$
\begin{gathered}
\left\|S-I_{m} / m\right\|_{L_{2}(\Pi)}^{2} \leq 2\left(\mathbb{E}\langle S, X\rangle^{2}+\mathbb{E}\left\langle I_{m} / m, X\right\rangle^{2}\right) \leq \\
2\left(\|S\|_{1}^{2} \mathbb{E}\|X\|^{2}+\left\|I_{m} / m\right\|_{1}^{2} \mathbb{E}\|X\|^{2}\right) \leq 4 \mathbb{E}\|X\|^{2} .
\end{gathered}
$$

Thus, it easily follows from the last bound of Proposition 3 that

$$
\begin{gathered}
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\left\|S_{\delta}-\rho\right\|_{L_{2}(\Pi)}^{2}+\left(\varepsilon^{2} / 4\right) a^{2}\left(\log S_{\delta}\right) \leq \\
\left(\|S-\rho\|_{L_{2}(\Pi)}+\left\|S_{\delta}-S\right\|_{L_{2}(\Pi)}\right)^{2}+\left(\varepsilon^{2} / 4\right) \Lambda^{2}(L) r \log ^{2}\left(1+\frac{m}{\delta}\right) .
\end{gathered}
$$

Taking $\delta=\varepsilon \wedge 1$ and using the bound on $\left\|S-S_{\delta}\right\|_{L_{2}(\Pi)}$, this yields the claim of the proposition.

Note that if $\left\{E_{i}, i=1, \ldots, m^{2}\right\}$ is an orthonormal basis of $\mathbb{M}_{m}(\mathbb{C})$ consisting of Hermitian matrices and $X$ is uniformly distributed in $\left\{E_{i}, i=1, \ldots, m^{2}\right\}$, then, for all Hermitian $A,\|A\|_{L_{2}(\Pi)}^{2}=m^{-2}\|A\|_{2}^{2}$. Therefore $\Lambda(L) \leq \sup _{\|A\|_{L_{2}(\Pi)} \leq 1}\|A\|_{2}=$ $\sup _{\|A\|_{2} \leq m}\|A\|_{2}=m$. Also, in this case $\|X\| \leq\|X\|_{2}=1$. Thus, Proposition 4 yields

$$
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\left(\|S-\rho\|_{L_{2}(\Pi)}+C \varepsilon\right)^{2}+C m^{2} r \varepsilon^{2} \log ^{2}\left(1+\frac{m}{\varepsilon \wedge 1}\right) .
$$

Gibbs Oracles. Let $H$ be a Hermitian matrix ("a Hamiltonian") and let $\beta>0$. Consider the following density matrix (a "Gibbs oracle"): $\rho_{H, \beta}:=\frac{e^{-\beta H}}{\operatorname{tr}\left(e^{-\beta H}\right)}$. For simplicity, assume in what follows that $\beta=1$ (in fact, one can always replace $H$ by $\beta H$ ) and denote $\rho_{H}:=\frac{e^{-H}}{\operatorname{tr}\left(e^{-H}\right)}$. Let $\gamma_{1} \leq \gamma_{2} \leq \cdots \leq \gamma_{m}$ be the eigenvalues of $H$ and $e_{1}, \ldots, e_{m}$ be the corresponding eigenvectors. Let $L_{r}=$ l.s. $\left(\left\{e_{1}, \ldots, e_{r}\right\}\right)$ and

$$
H_{\leq r}:=\sum_{j=1}^{r} \gamma_{j}\left(e_{j} \otimes e_{j}\right), \quad H_{>r}:=\sum_{j=r+1}^{m} \gamma_{j}\left(e_{j} \otimes e_{j}\right) .
$$

It is easy to see that

$$
\left\|P_{L_{\stackrel{\perp}{r}}^{\perp}} \rho_{H} P_{L_{r}^{\perp}}\right\|_{1}=\frac{\sum_{k \geq r+1} e^{-\gamma_{k}}}{\sum_{k \geq 1} e^{-\gamma_{k}}}=: \delta_{r}(H) .
$$

Denote $\tilde{\delta}_{r}(H):=\max _{1 \leq k \leq m} \mathbb{E}^{1 / 2}\left\langle X e_{k}, e_{k}\right\rangle^{2} \delta_{r}(H)$. Under reasonable conditions on the spectrum of $H$, the quantity $\tilde{\delta}_{r}(H)$ decreases fast enough when $r$ increases. Thus, $\rho_{H}$ can be well approximated by low rank matrices.

The next statement follows immediately from Proposition 3. Here the unknown density matrix $\rho$ is approximated by a Gibbs model with an arbitrary Hamiltonian. The error is controlled in terms of the $L_{2}(\Pi)$-distance between $\rho$ and the oracle $\rho_{H}$ and also in terms of the alignment coefficient $a\left(H_{\leq r}\right)$ for a "low rank part" $H_{\leq r}$ of the Hamiltonian $H$ and the quantity $\delta_{r}(H)$.

Proposition 5 For all Hermitian nonnegatively definite matrices $H$ and for all $\varepsilon>0$,

$$
\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\left(\left\|\rho_{H}-\rho\right\|_{L_{2}(\Pi)}+2 \tilde{\delta}_{r}(H)\right)^{2}+a^{2}\left(H_{\leq r}\right) \varepsilon^{2}
$$

Proof. We will use the last bound of proposition 3 with $S=\rho_{H_{\leq r}}$. Note that

$$
a\left(\log \rho_{H_{\leq r}}\right)=a\left(-H_{\leq r}-\log \operatorname{tr}\left(e^{-H_{\leq r}}\right) I_{m}\right)=a\left(H_{\leq r}\right)
$$

Therefore, we have $\left\|\rho^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\left\|\rho_{H_{\leq r}}-\rho\right\|_{L_{2}(\Pi)}^{2}+\left(\varepsilon^{2} / 4\right) a^{2}\left(H_{\leq r}\right)$. In addition to this,

$$
\left\|\rho_{H}-\rho_{H_{\leq r}}\right\|_{L_{2}(\Pi)}=\left\|\frac{\sum_{k=1}^{m} e^{-\gamma_{k}}\left(e_{k} \otimes e_{k}\right)}{\sum_{k=1}^{m} e^{-\gamma_{k}}}-\frac{\sum_{k=1}^{r} e^{-\gamma_{k}}\left(e_{k} \otimes e_{k}\right)}{\sum_{k=1}^{r} e^{-\gamma_{k}}}\right\|_{L_{2}(\Pi)},
$$

which can be easily bounded from above by

$$
2 \delta_{r}(H) \max _{1 \leq k \leq m}\left\|e_{k} \otimes e_{k}\right\|_{L_{2}(\Pi)}=2 \delta_{r}(H) \max _{1 \leq k \leq m} \mathbb{E}^{1 / 2}\left\langle X e_{k}, e_{k}\right\rangle^{2}=2 \tilde{\delta}_{r}(H)
$$

The result follows immediately.

## 5 Random Error Bounds and Oracle Inequalities

We now turn to the analysis of random error of the estimator $\hat{\rho}^{\varepsilon}$. We obtain upper bounds on the $L_{2}(\Pi)$ and Kullback-Leibler distances of this estimator to an arbitrary oracle $S \in \mathcal{S}$ of full rank, and, as a consequence, oracle inequalities for the empirical solution $\hat{\rho}^{\varepsilon}$. The size of both errors $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}$ and $K\left(\hat{\rho}^{\varepsilon} ; S\right)$ will be controlled in terms of the squared $L_{2}(\Pi)$-distance $\|S-\rho\|_{L_{2}(\Pi)}^{2}$ from the oracle to the target density matrix $\rho$ and also in terms of such characteristics of the oracle as the norm $\|\log S\|$ or the alignment coefficient $a(\log S)$ that have been already used in the approximation error bounds of the previous section (see Proposition 3). However, in the case of the random error, we also need some additional quantities that describe the properties of the design distribution $\Pi$ and of the noise $\xi$. These quantities are explicitly involved in the statements of the results below which makes them somewhat complicated. At the
same time, it is easy to control these quantities in concrete examples and to derive in special cases the bounds that are easier to understand.

Assumptions on the design distribution. In this section, it will be assumed that $X$ is a random Hermitian $m \times m$ matrix and that, for some constants $0<U \leq U_{2},\|X\| \leq$ $U$ and $\|X\|_{2} \leq U_{2}$. We will denote $\sigma_{X}^{2}:=\left\|\mathbb{E} X^{2}\right\|, \quad \sigma_{X \otimes X}^{2}:=\left\|\mathbb{E}(X \otimes X-\mathbb{E}(X \otimes X))^{2}\right\|$. 5

Let $L \subset \mathbb{C}^{m}$ be a subspace of dimension $r \leq m$ and let $\mathcal{P}_{L}: \mathbb{M}_{m}(\mathbb{C}) \mapsto \mathbb{M}_{m}(\mathbb{C})$, $\mathcal{P}_{L} x:=x-P_{L^{\perp}} x P_{L^{\perp}}$. We will use the following quantity:

$$
\beta(L):=\sup _{A \in \mathbb{H}_{m}(\mathbb{C}),\|A\|_{L_{2}(\Pi)} \leq 1}\left\|\mathcal{P}_{L} A\right\|_{L_{2}(\Pi)}
$$

Note that $\left\|\mathcal{P}_{L} A\right\|_{2} \leq\|A\|_{2}$ (for a proof, choose a basis $\left\{e_{1}, \ldots, e_{m}\right\}$ of $\mathbb{C}^{m}$ such that $L=$ 1.s. $\left(e_{1}, \ldots, e_{r}\right)$ and represent $A, \mathcal{P}_{L} A$ in this basis). If, for all $A, K_{1}\|A\|_{2} \leq\|A\|_{L_{2}(\Pi)} \leq$ $K_{2}\|A\|_{2}$, then $\beta(L) \leq K_{2} / K_{1}$. In particular, if $K_{1}=K_{2}$, then $\beta(L)=1$ (which is the case, for instance, when $X$ is sampled at random from an orthonormal basis).

Assumptions on the noise. Let $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ be i.i.d. copies of $(X, Y)$. Denote $\xi:=Y-\operatorname{tr}(\rho X)$. Then $\xi_{1}, \ldots, \xi_{n}$ are i.i.d. copies of $\xi$. Recall also that $\mathbb{E}(\xi \mid X)=0$ and assume that $\mathbb{P}$ a.s. $\mathbb{E}\left(\xi^{2} \mid X\right) \leq \sigma_{\xi}^{2}$, where $\sigma_{\xi}^{2} \geq 0$ is a constant. We will further assume that the noise is uniformly bounded by a constant $c_{\xi}>0:|\xi| \leq c_{\xi}$.

Given $t>0$, denote $t_{m}:=t+\log (2 m), \quad \tau_{n}:=t+\log \log _{2}(2 n)$ and

$$
\varepsilon_{n, m}:=\left(\sigma_{\xi} \sigma_{X} \vee \sigma_{X \otimes X}\right) \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{t_{m}}{n}
$$

We will start with a simple result akin to the first bound of Proposition 3.

Theorem 3 There exists a constant $C>0$ such that, for all $S \in \mathcal{S}$ and for all $\varepsilon \geq 0$, with probability at least $1-e^{-t}$

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[\varepsilon(\|\log S\| \bigwedge \log \Gamma) \bigvee\|S-\rho\|_{L_{2}(\Pi)} U \sqrt{\frac{t_{m}}{n}} \bigvee\right. \\
& \left.\left(\sigma_{\xi} \sigma_{X} \vee \sigma_{X \otimes X}\right) \sqrt{\frac{t_{m}}{n}} \bigvee\left(c_{\xi} U \vee U_{2}^{2}\right) \frac{t_{m}}{n}\right] \tag{5.1}
\end{align*}
$$

[^4]and
\[

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[\varepsilon(\|\log S\| \wedge \log \Gamma) \bigvee\|S-\rho\|_{L_{2}(\Pi)} U \sqrt{\frac{t_{m}}{n}} \bigvee\right. \\
& \left.\left(\sigma_{\xi} \sigma_{X} \vee \sigma_{X \otimes X}\right) \sqrt{\frac{t_{m}}{n}} \bigvee\left(c_{\xi} U \vee U_{2}^{2}\right) \frac{t_{m}}{n}\right] \tag{5.2}
\end{align*}
$$
\]

where $\Gamma:=\frac{m \mathbb{E}^{1 / 2}\|X\|^{2}}{\sqrt{\varepsilon}} \vee m$. In particular,

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\varepsilon(\|\log \rho\| \wedge \log \Gamma) \bigvee\left(\sigma_{\xi} \sigma_{X} \vee \sigma_{X \otimes X}\right) \sqrt{\frac{t_{m}}{n}} \bigvee\left(c_{\xi} U \vee U_{2}^{2}\right) \frac{t_{m}}{n}\right] \tag{5.3}
\end{equation*}
$$

Note that this result holds for all $\varepsilon \geq 0$, including the case of $\varepsilon=0$ that corresponds to the least squares estimator over the set $\mathcal{S}$ of all density matrices. The approximation error term $\|\log S\| \varepsilon$ in the bounds of Theorem 3 is of the order $O(\varepsilon)$ (as in the first bound of Proposition 3) and the random error terms are, up to logarithmic factors, of the order $O\left(\frac{1}{\sqrt{n}}\right)$ with respect to the sample size $n$.

The next result provides a more subtle oracle inequality in spirit of the second and third bounds of Proposition 3. In this oracle inequality, the approximation error term due to von Neumann entropy penalization is $a^{2}(\log S) \varepsilon^{2}$ (as in Proposition 3), so, it is of the order $O\left(\varepsilon^{2}\right)$. Note that it is assumed implicitly that $a^{2}(\log S)<+\infty$, i.e., that $S$ is of full rank and the matrix $\log S$ is well defined. The random error terms are of the order $O\left(n^{-1}\right)$ as $n \rightarrow \infty$ (up to logarithmic factors) with an exception of the term $\sigma_{\xi} \sigma_{X}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{t_{m}}{n}}$, which depends on how well the oracle $S$ is approximated by low rank matrices. If $\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1}$ is small, say of the order $n^{-1 / 2}$ for a subspace $L$ of a small dimension $r$, this term becomes comparable to other terms in the bound, or even smaller. The inequalities hold only for the values of regularization parameter $\varepsilon$ above certain threshold. The first bound shows that if there is an oracle $S \in \mathcal{S}$ such that: (a) it is "well aligned", that is, $a(\log S)$ is small; (b) there exists a subspace $L$ of small dimension $r$ such that the oracle matrix $S$ is "almost supported" in $L$, that is, $\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1}$ is small; and (c) $S$ provides a good approximation of the density matrix $\rho$, that is, $\|S-\rho\|_{L_{2}(\Pi)}^{2}$ is small, then the empirical solution $\hat{\rho}^{\varepsilon}$ will be in the intersection of the $L_{2}(\Pi)$-ball and the Kullback-Leibler "ball" of small enough radii around the oracle $S$. The second bound is an oracle inequality showing how the $L_{2}(\Pi)$-error $\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}$ depends on the properties of the oracle $S$.

Theorem 4 There exist numerical constants $C>0, D>0$ such that the following holds. For all $t>0$, for all $\varepsilon \geq D \varepsilon_{n, m}$, for all subspaces $L \subset \mathbb{C}^{m}$ with $\operatorname{dim}(L):=r$, and for all
$S \in \mathcal{S}$, with probability at least $1-e^{-t}$,

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq 2\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[a^{2}(\log S) \varepsilon^{2} \bigvee\right.  \tag{5.4}\\
& \left.\sigma_{\xi}^{2} \beta^{2}(L) \frac{m r+\tau_{n}}{n} \bigvee \sigma_{\xi} \sigma_{X}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n} \bigvee U_{2}^{2} \frac{t_{m}}{n}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[a^{2}(\log S) \varepsilon^{2} \bigvee\|S-\rho\|_{L_{2}(\Pi)} U \sqrt{\frac{t_{m}}{n}} \bigvee\right. \\
& \left.\sigma_{\xi}^{2} \beta^{2}(L) \frac{m r+\tau_{n}}{n} \bigvee \sigma_{\xi} \sigma_{X}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n} \bigvee U_{2}^{2} \frac{t_{m}}{n}\right] \tag{5.5}
\end{align*}
$$

Remark. In the case when the noise is not necessarily bounded, but $\|\xi\|_{\psi_{1}}<+\infty$ (for instance, Gaussian noise), the results still hold with the following simple modifications. In bounds (5.1), (5.2), (5.3) and in the definition of $\varepsilon_{n, m}$, the term $c_{\xi} U \frac{t_{m}}{n}$ is to be replaced by $\|\xi\|_{\psi_{1}} U \log \left(\frac{\|\xi\| \|_{\psi_{1}}}{\sigma_{\xi}} \frac{U}{\sigma_{X}}\right) \frac{t_{m}}{n}$. In the bounds of Theorem 4, the term $c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n}$ is to be replaced by $\|\xi\|_{\psi_{1}} U \frac{\tau_{n} \log n}{n} \bigvee\|\xi\|_{\psi_{1}} U \log \left(\frac{\|\xi\| \psi_{\psi_{1}}}{\sigma_{\xi}} \frac{U}{\sigma_{X}}\right) \frac{t_{m}}{n}$. For such an unbounded noise, one should replace in the proofs of theorems 3 and 4 the noncommutative Bernstein inequality of Ahlswede and Winter by the bound of Proposition 2. One should also use a version of concentration inequality for empirical processes by Adamczak (2008) instead of the usual version of Talagrand for bounded function classes (see Section 3).

We will provide a detailed proof of Theorem 4. The proof of Theorem 3 is its simplified version and it will be skipped. Throughout the proofs below, $C, C_{1}, \ldots$ are numerical constants whose values might be different in different places.

Proof of Theorem 4. Denote

$$
L_{n}(S):=n^{-1} \sum_{j=1}^{n}\left(Y_{j}-\operatorname{tr}\left(S X_{j}\right)\right)^{2}+\varepsilon \operatorname{tr}(S \log S) .
$$

For any $S \in \mathcal{S}$ of full rank and any direction $\nu \in \mathbb{M}_{m}(\mathbb{C})$, we have

$$
D L_{n}(S ; \nu)=2 n^{-1} \sum_{j=1}^{n}\left(\left\langle S, X_{j}\right\rangle-Y_{j}\right)\left\langle\nu, X_{j}\right\rangle+\varepsilon \operatorname{tr}\left(\nu\left(\log S+I_{m}\right)\right) .
$$

By necessary conditions of extrema in the convex optimization problem (1.2), $D L_{n}\left(\hat{\rho}^{\varepsilon} ; \hat{\rho}^{\varepsilon}-\right.$ $S) \leq 0$, which implies

$$
\begin{equation*}
D L\left(\hat{\rho}^{\varepsilon} ; \hat{\rho}^{\varepsilon}-S\right)-D L\left(S ; \hat{\rho}^{\varepsilon}-S\right) \leq-D L\left(S ; \hat{\rho}^{\varepsilon}-S\right)+D L\left(\hat{\rho}^{\varepsilon} ; \hat{\rho}^{\varepsilon}-S\right)-D L_{n}\left(\hat{\rho}^{\varepsilon} ; \hat{\rho}^{\varepsilon}-S\right) . \tag{5.6}
\end{equation*}
$$

By a simple algebra similar to what has been already used in the proof of Proposition 3 (see the derivation of (4.4), (4.5)), we get from (5.6) the following bound:

$$
\begin{align*}
& 2\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+2\left\langle S-\rho, \hat{\rho}^{\varepsilon}-S\right\rangle_{L_{2}(\Pi)}+\varepsilon K\left(\hat{\rho}^{\varepsilon} ; S\right)=  \tag{5.7}\\
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}-\|S-\rho\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq \\
& \varepsilon a(\log S)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}-\frac{2}{n} \sum_{j=1}^{n}\left(\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle^{2}-\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2}\right)+ \\
& \frac{2}{n} \sum_{j=1}^{n}\left(\left\langle S-\rho, X_{j}\right\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle-\mathbb{E}\langle S-\rho, X\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle\right)-\frac{2}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle,
\end{align*}
$$

where we also used that $\varepsilon\left|\operatorname{tr}\left(\left(\hat{\rho}^{\varepsilon}-S\right) \log S\right)\right| \leq \varepsilon a(\log S)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}$.
We need to bound the empirical processes in the right hand side of bound (5.7). We will do it in three steps by bounding each term separately (which leads to different ingredients in bounds (5.4) and (5.5)). The first two steps are based on simple applications of noncommutative Bernstein's inequality (3.1); the third step relies in addition on Talagrand's concentration inequality and empirical processes bounds.

Step 1. To bound the first term note that
$\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle^{2}-\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2}\right)=\left\langle\left(\hat{\rho}^{\varepsilon}-S\right) \otimes\left(\hat{\rho}^{\varepsilon}-S\right), \frac{1}{n} \sum_{j=1}^{n}\left(\left(X_{j} \otimes X_{j}\right)-\mathbb{E}(X \otimes X)\right)\right\rangle$.
Applying (3.1) to the sum of independent random matrices $X_{j} \otimes X_{j}-\mathbb{E}(X \otimes X)$, we can claim that with probability at least $1-e^{-t}$

$$
\begin{gathered}
\left|\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle^{2}-\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2}\right)\right| \leq\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2}\left\|\frac{1}{n} \sum_{j=1}^{n}\left(\left(X_{j} \otimes X_{j}\right)-\mathbb{E}(X \otimes X)\right)\right\| \leq \\
4\left(\sigma_{X \otimes X} \sqrt{\frac{t+\log \left(2 m^{2}\right)}{n}} \bigvee U_{2}^{2} \frac{t+\log \left(2 m^{2}\right)}{n}\right)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2} \leq \\
4 \sigma_{X \otimes X} \sqrt{\frac{t+\log \left(2 m^{2}\right)}{n}}\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2} \bigvee 16 U_{2}^{2} \frac{t+\log \left(2 m^{2}\right)}{n} .
\end{gathered}
$$

We also used the fact that $\|X \otimes X\|=\|X\|_{2}^{2} \leq U_{2}^{2},\|X \otimes X-\mathbb{E}(X \otimes X)\| \leq 2 U_{2}^{2}$ as well as the bounds $\left\|\left(\hat{\rho}^{\varepsilon}-S\right) \otimes\left(\hat{\rho}^{\varepsilon}-S\right)\right\|_{1}=\left\|\hat{\rho}^{\varepsilon}-S\right\|_{2}^{2} \leq\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2}$ and $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1} \leq 2$.

Note that the term $\sigma_{X \otimes X} \sqrt{\frac{t_{m}}{n}}$ in the threshold $\varepsilon_{n, m}$ originates in this step.
Step 2. The second term can be written as

$$
\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle S-\rho, X_{j}\right\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle-\mathbb{E}\langle S-\rho, X\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle\right)=
$$

$$
\left\langle\hat{\rho}^{\varepsilon}-S, \frac{1}{n} \sum_{j=1}^{n}\left(\left\langle S-\rho, X_{j}\right\rangle X_{j}-\mathbb{E}\langle S-\rho, X\rangle X\right)\right\rangle
$$

and bounded as follows: with probability at least $1-e^{-t}$,

$$
\begin{gathered}
\left|\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle S-\rho, X_{j}\right\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle-\mathbb{E}\langle S-\rho, X\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle\right)\right| \leq \\
\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}\left\|\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle S-\rho, X_{j}\right\rangle X_{j}-\mathbb{E}\langle S-\rho, X\rangle X\right)\right\| \leq \\
2\left\|\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle S-\rho, X_{j}\right\rangle X_{j}-\mathbb{E}\langle S-\rho, X\rangle X\right)\right\| \leq \\
8 U\|S-\rho\|_{L_{2}(\Pi)} \sqrt{\frac{t+\log (2 m)}{n}} \bigvee 8 U^{2}\|S-\rho\|_{1} \frac{t+\log (2 m)}{n}
\end{gathered}
$$

Here we applied bound (3.1) to sums of independent random matrices $Y_{j}-\mathbb{E} Y_{j}$, where $Y_{j}=\left\langle S-\rho, X_{j}\right\rangle\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle$ and also used simple bounds
$\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1} \leq 2, \quad\left\|\mathbb{E}\langle S-\rho, X\rangle^{2} X^{2}\right\| \leq U^{2}\|S-\rho\|_{L_{2}(\Pi)}^{2} \quad$ and $\quad\|\langle S-\rho, X\rangle X\| \leq U^{2}\|S-\rho\|_{1}$.
The bound of this step is the origin of the terms $\|S-\rho\|_{L_{2}(\Pi)} \sqrt{\frac{t_{m}}{n}}, U^{2} \frac{t_{m}}{n}$ in the inequalities of the Theorem.

Step 3. We turn now to bounding the third term in the right hand side of (5.7). It is easy to decompose it as follows:

$$
\begin{align*}
& \frac{1}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle=\left\langle P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}, \frac{1}{n} \sum_{j=1}^{n} \xi_{j} P_{L^{\perp}} X_{j} P_{L^{\perp}}\right\rangle+ \\
& \frac{1}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\hat{\rho}^{\varepsilon}-S, \mathcal{P}_{L} X_{j}\right\rangle \tag{5.8}
\end{align*}
$$

Note that

$$
\left|\left\langle P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}, \frac{1}{n} \sum_{j=1}^{n} \xi_{j} P_{L^{\perp}} X_{j} P_{L^{\perp}}\right\rangle\right| \leq\left\|P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}\right\|_{1}\left\|\frac{1}{n} \sum_{j=1}^{n} \xi_{j} P_{L^{\perp}} X_{j} P_{L^{\perp}}\right\|
$$

Applying bound (3.1) one more time, we have that with probability at least $1-e^{-t}$

$$
\left|\left\langle P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}, \frac{1}{n} \sum_{j=1}^{n} \xi_{j} P_{L^{\perp}} X_{j} P_{L^{\perp}}\right\rangle\right| \leq
$$

$$
2\left\|P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}\right\|_{1}\left[\sigma_{\xi} \sigma_{X} \sqrt{\frac{t+\log (2 m)}{n}} \bigvee 2 c_{\xi} U \frac{t+\log (2 m)}{n}\right],
$$

where we also used a simple bound $\left\|\mathbb{E} \xi^{2}\left(P_{L^{\perp}} X P_{L^{\perp}}\right)^{2}\right\| \leq \sigma_{\xi}^{2}\left\|\mathbb{E} X^{2}\right\|=\sigma_{\xi}^{2} \sigma_{X}^{2}$.
To bound the second term in the right hand side of (5.8), denote

$$
\alpha_{n}(\delta):=\sup _{\rho_{1}, \rho_{2} \in \mathcal{S},\left\|\rho_{1}-\rho_{2}\right\|_{L_{2}(\Pi)} \leq \delta}\left|\frac{1}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\rho_{1}-\rho_{2}, \mathcal{P}_{L} X_{j}\right\rangle\right| .
$$

Clearly, $\left|\frac{1}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\hat{\rho}^{\varepsilon}-S, \mathcal{P}_{L} X_{j}\right\rangle\right| \leq \alpha_{n}\left(\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}\right)$. To control $\alpha_{n}(\delta)$, we use Talagrand's concentration inequality for empirical processes. It implies that, for all $\delta>0$, with probability at least $1-e^{-s}$,

$$
\begin{equation*}
\alpha_{n}(\delta) \leq 2\left[\mathbb{E} \alpha_{n}(\delta)+\sigma_{\xi} \beta(L) \delta \sqrt{\frac{s}{n}}+4 c_{\xi} U \frac{s}{n}\right] . \tag{5.9}
\end{equation*}
$$

Here we used the facts that $\mathbb{E} \xi^{2}\left\langle\rho_{1}-\rho_{2}, \mathcal{P}_{L} X\right\rangle^{2} \leq \sigma_{\xi}^{2} \beta^{2}(L)\left\|\rho_{1}-\rho_{2}\right\|_{L_{2}(\Pi)}^{2}$ and

$$
\left|\xi\left\langle\rho_{1}-\rho_{2}, \mathcal{P}_{L} X\right\rangle\right| \leq c_{\xi}\left\|\rho_{1}-\rho_{2}\right\|_{1}\left\|\mathcal{P}_{L} X\right\| \leq 2 c_{\xi}\left(\|X\|+\left\|P_{L^{\perp}} X P_{L^{\perp}}\right\|\right) \leq 4 c_{\xi}\|X\| \leq 4 c_{\xi} U
$$

We will make the bound on $\alpha_{n}(\delta)$ uniform in $\delta \in\left[U n^{-1}, 2 U\right]$. To this end, we apply bound (5.9) for $\delta=\delta_{j}=2^{-j+1} U, j=0,1, \ldots$ and with $s=\tau_{n}:=t+\log \log _{2}(2 n)$. The union bound and the monotonicity of $\alpha_{n}(\delta)$ with respect to $\delta$ implies that with probability at least $1-e^{-t}$ for all $\delta \in\left[U n^{-1}, 2 U\right]$

$$
\begin{equation*}
\alpha_{n}(\delta) \leq C\left[\mathbb{E} \alpha_{n}(\delta)+\sigma_{\xi} \beta(L) \delta \sqrt{\frac{\tau_{n}}{n}}+c_{\xi} U \frac{\tau_{n}}{n}\right], \tag{5.10}
\end{equation*}
$$

where $C>0$ is a numerical constant. Now it remains to bound the expected value $\mathbb{E} \alpha_{n}(\delta)$. Let $e_{1}, \ldots, e_{m}$ be the orthonormal basis of $\mathbb{C}^{m}$ such that $L=$ l.s. $\left\{e_{1}, \ldots, e_{r}\right\}$. Denote $E_{i j}(x)$ the entries of the linear transformation $x \in \mathbb{M}_{m}(\mathbb{C})$ in this basis. Clearly, the function $\left\langle\rho_{1}-\rho_{2}, \mathcal{P}_{L} x\right\rangle$ belongs to the space $\mathcal{L}:=$ l.s. $\left\{E_{i j}: i \leq r\right.$ or $\left.j \leq r\right\}$ of dimension $m^{2}-(m-r)^{2}=2 m r-r^{2}$. Therefore,

$$
\mathbb{E} \alpha_{n}(\delta) \leq \mathbb{E} \sup _{f \in \mathcal{L},\|f\|_{L_{2}(\mathrm{I})} \leq \beta(L) \delta}\left|\frac{2}{n} \sum_{j=1}^{n} \xi_{j} f\left(X_{j}\right)\right| .
$$

Using standard bounds for empirical processes indexed by finite dimensional function classes, we get $\mathbb{E} \alpha_{n}(\delta) \leq 2 \sqrt{2} \sigma_{\xi} \beta(L) \delta \sqrt{\frac{m r}{n}}$. We can conclude that the following bound on $\alpha_{n}(\delta)$ holds with probability at least $1-e^{-t}$ for all $\delta \in\left[U n^{-1}, 2 U\right]$ :

$$
\begin{equation*}
\alpha_{n}(\delta) \leq C\left[\sigma_{\xi} \beta(L) \delta \sqrt{\frac{m r}{n}}+\sigma_{\xi} \beta(L) \delta \sqrt{\frac{\tau_{n}}{n}}+c_{\xi} U \frac{\tau_{n}}{n}\right] . \tag{5.11}
\end{equation*}
$$

Note that since $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1} \leq 2$ and $\|X\| \leq U$, we have $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}=\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2} \leq 4 U^{2}$, so, $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \leq 2 U$. As a result, with probability at least $1-e^{-t}$, we either have $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}<U n^{-1}$, or

$$
\left|\frac{1}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\hat{\rho}^{\varepsilon}-S, \mathcal{P}_{L} X_{j}\right\rangle\right| \leq C\left[\sigma_{\xi} \beta(L)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \sqrt{\frac{m r}{n}}+\sigma_{\xi} \beta(L)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \sqrt{\frac{\tau_{n}}{n}}+c_{\xi} U \frac{\tau_{n}}{n}\right]
$$

In the first case, we still have

$$
\left|\frac{1}{n} \sum_{j=1}^{n} \xi_{j}\left\langle\hat{\rho}^{\varepsilon}-S, \mathcal{P}_{L} X_{j}\right\rangle\right| \leq C\left[\sigma_{\xi} \beta(L) \frac{U}{n} \sqrt{\frac{m r}{n}}+\sigma_{\xi} \beta(L) \frac{U}{n} \sqrt{\frac{\tau_{n}}{n}}+c_{\xi} U \frac{\tau_{n}}{n}\right]
$$

Let us assume in what follows that $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \geq U n^{-1}$ since another case is even easier to handle.

The terms $\sigma_{\xi}^{2} \beta^{2}(L) \frac{m r+\tau_{n}}{n}, \sigma_{\xi} \sigma_{X}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{t_{m}}{n}}$ in the inequalities of the Theorem have their origin in this step.

We now substitute the bounds of steps $1-3$ in the right hand side of (5.7) to get the following inequality that holds with some constant $C>0$ and with probability at least $1-4 e^{-t}$ :

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq  \tag{5.12}\\
& \|S-\rho\|_{L_{2}(\Pi)}^{2}+\varepsilon a(\log S)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}+ \\
& 16 \sigma_{X \otimes X} \sqrt{\frac{t_{m}}{n}}\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2}+64 U_{2}^{2} \frac{t_{m}}{n}+16 U\|S-\rho\|_{L_{2}(\Pi)} \sqrt{\frac{t_{m}}{n}} \bigvee 16 U^{2} \frac{t_{m}}{n}+ \\
& 4\left\|P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}\right\|_{1}\left[\sigma_{\xi} \sigma_{X} \sqrt{\frac{t_{m}}{n}} \bigvee 2 c_{\xi} U \frac{t_{m}}{n}\right]+ \\
& C\left[\sigma_{\xi} \beta(L)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \sqrt{\frac{m r+\tau_{n}}{n}} \bigvee c_{\xi} U \frac{\tau_{n}}{n}\right] .
\end{align*}
$$

Under the assumption $\varepsilon \geq D \varepsilon_{n, m}$ with a sufficiently large constant $D>0$, it is easy to get that

$$
\begin{equation*}
16 \sigma_{X \otimes X} \sqrt{\frac{t_{m}}{n}}\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2} \leq \frac{\varepsilon}{2}\left\|\hat{\rho}^{\varepsilon}-S\right\|_{1}^{2} \leq \frac{\varepsilon}{2} K\left(\hat{\rho}^{\varepsilon} ; S\right) . \tag{5.13}
\end{equation*}
$$

Also, by Proposition 1,

$$
\left\|P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}\right\|_{1} \leq\left\|P_{L^{\perp}} \hat{\rho}^{\varepsilon} P_{L^{\perp}}\right\|_{1}+\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \leq 3\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1}+2 K\left(\hat{\rho}^{\varepsilon} ; S\right),
$$

and, under the same assumption that $\varepsilon \geq D \varepsilon_{n, m}$ with a sufficiently large constant $D>0$,

$$
\begin{align*}
& 4\left\|P_{L^{\perp}}\left(\hat{\rho}^{\varepsilon}-S\right) P_{L^{\perp}}\right\|_{1}\left[\sigma_{\xi} \sigma_{X} \sqrt{\frac{t_{m}}{n}} \bigvee 2 c_{\xi} U \frac{t_{m}}{n}\right] \leq  \tag{5.14}\\
& C\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1}\left[\sigma_{\xi} \sigma_{X} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{t_{m}}{n}\right]+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right)
\end{align*}
$$

Combining bounds (5.13) and (5.14) with (5.12) yields

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq  \tag{5.15}\\
& \|S-\rho\|_{L_{2}(\Pi)}^{2}+\varepsilon a(\log S)\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}+ \\
& C\left[\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \sigma_{\xi} \beta(L) \sqrt{\frac{m r+\tau_{n}}{n}} \bigvee U\|S-\rho\|_{L_{2}(\Pi)} \sqrt{\frac{t_{m}}{n}} \bigvee\right. \\
& \left.\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sigma_{\xi} \sigma_{X} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n} \bigvee U_{2}^{2} \frac{t_{m}}{n}\right]
\end{align*}
$$

with some constant $C>0$. It follows from the last inequality that

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \leq A\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}+B-\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right), \tag{5.16}
\end{equation*}
$$

where $A:=\frac{\varepsilon}{2} a(\log S)+C \sigma_{\xi} \beta(L) \sqrt{\frac{m r+\tau_{n}}{n}}$ and

$$
\begin{aligned}
& B:=\|S-\rho\|_{L_{2}(\Pi)}^{2}-\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}+ \\
& C\left[\|S-\rho\|_{L_{2}(\Pi)} U \sqrt{\frac{t_{m}}{n}} \bigvee\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sigma_{\xi} \sigma_{X} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n} \bigvee U_{2}^{2} \frac{t_{m}}{n}\right] .
\end{aligned}
$$

It is easy to check that

$$
\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \leq\left(\frac{A+\sqrt{A^{2}+4\left(B-(\varepsilon / 4) K\left(\hat{\rho}^{\varepsilon} ; S\right)\right)}}{2}\right)^{2} \leq\left(A+\sqrt{\left(B-\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right)\right)_{+}}\right)^{2} .
$$

If $\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \geq B$, then $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \leq A^{2}$, which, in view of (5.16), implies

$$
\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq A^{2}+B .
$$

Otherwise, we have $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \leq A^{2}+2 A \sqrt{B}+B-\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right)$, which implies that

$$
\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq 3 A^{2}+\frac{3}{2} B .
$$

Thus, the last bound holds in both cases, and, by the definitions of $A$ and $B$ and elementary algebra, one can easily get that

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\frac{3}{2}\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq \\
& \frac{3}{2}\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[a^{2}(\log S) \varepsilon^{2} \bigvee\|S-\rho\|_{L_{2}(\Pi)} U \sqrt{\frac{t_{m}}{n}} \bigvee \sigma_{\xi}^{2} \beta^{2}(L) \frac{m r+\tau_{n}}{n} \bigvee\right. \\
& \left.\sigma_{\xi} \sigma_{X}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n} \bigvee U_{2}^{2} \frac{t_{m}}{n}\right] \tag{5.17}
\end{align*}
$$

which holds with probability at least $1-4 e^{-t}$ and with a sufficiently large constant $C$. To replace the probability $1-4 e^{-t}$ by $1-e^{-t}$, it is enough to replace $t$ by $t+\log 4$ and to adjust the values of constants $C, D$ accordingly. Then, (5.17) easily imply the bounds of the theorem.

Remark. Note that replacing in Step 1 of the proof rather simple bounds based on Ahlswede-Winter inequality by a more sophisticated argument based on Talagrand's generic chaining, one can obtain another version of the bounds of Theorem 4 that might be stronger in certain applications. For instance, one can use Theorem 3 in [4] (that relies on the results of [11]) to obtain the following version of (5.5) that holds for $\varepsilon \geq D \varepsilon_{n, m}$ with $\varepsilon_{n, m}=\sigma_{\xi} \sigma_{X} \sqrt{\frac{t_{m}}{n}} \vee c_{\xi} U \frac{t_{m}}{n}:$

$$
\begin{aligned}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[a^{2}(\log S) \varepsilon^{2} \bigvee\|S-\rho\|_{L_{2}(\Pi)} U \sqrt{\frac{t_{m}}{n}} \bigvee\right. \\
& \left.\sigma_{\xi}^{2} \beta^{2}(L) \frac{m r+\tau_{n}}{n} \bigvee \sigma_{\xi} \sigma_{X}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{t_{m}}{n}} \bigvee c_{\xi} U \frac{\tau_{n} \vee t_{m}}{n} \bigvee U^{2} \frac{t+\log ^{5} m \log n}{n}\right]
\end{aligned}
$$

This could be better than (5.5) since there is no term $\sigma_{X \otimes X} \sqrt{\frac{t_{m}}{n}}$ in the new definition of $\varepsilon_{n, m}$ and also because $U^{2} \frac{t+\log ^{5} m \log n}{n}$ could be smaller than $U_{2}^{2} \frac{t_{m}}{n}$ when $U$ is much smaller than $U_{2}$ (for instance, in the case of sampling from the Pauli basis, $U_{2}=1$ and $\left.U=m^{-1 / 2}\right)$.

Example. Sampling from an orthonormal basis. Recall that in this case $\Pi$ is the distribution in an orthonormal basis $E_{1}, \ldots, E_{m^{2}}$ that consists of Hermitian matrices. Since $\|X\|_{2}=1$, one can always assume that $U_{2}=1$ and $U \leq 1$. Denote $\pi_{j}:=\Pi\left(\left\{E_{j}\right\}\right)$ and $\bar{\pi}_{m}:=\max _{1 \leq j \leq m^{2}} \pi_{j}$. Then, it is easy to check that $\sigma_{X}^{2} \leq m \bar{\pi}_{m}, \quad \sigma_{X \otimes X}^{2} \leq \bar{\pi}_{m}$.

Indeed, for an orthonormal basis $e_{1}, \ldots, e_{m}$ of $\mathbb{C}^{m}$,

$$
\begin{aligned}
& \sigma_{X}^{2}=\left\|\mathbb{E} X^{2}\right\|=\sup _{v \in \mathbb{C}^{m},|v|=1} \mathbb{E}\left\langle X^{2} v, v\right\rangle=\sup _{v \in \mathbb{C}^{m},|v|=1} \mathbb{E}\langle X v, X v\rangle=\sup _{v \in \mathbb{C}^{m},|v|=1} \mathbb{E}|X v|^{2}= \\
& \sup _{v \in \mathbb{C}^{m},|v|=1} \sum_{j=1}^{m} \mathbb{E}\left|\left\langle X v, e_{j}\right\rangle\right|^{2}=\sup _{v \in \mathbb{C}^{m},|v|=1} \sum_{j=1}^{m} \sum_{k=1}^{m^{2}} \pi_{k}\left|\left\langle E_{k}, v \otimes e_{j}\right\rangle\right|^{2} \leq \\
& \bar{\pi}_{m} \sup _{v \in \mathbb{C}^{m},|v|=1} \sum_{j=1}^{m}\left\|v \otimes e_{j}\right\|_{2}^{2} \leq m \bar{\pi}_{m}
\end{aligned}
$$

where we used Bessel's inequality for the basis $\left\{E_{1}, \ldots, E_{m^{2}}\right\}$. Similarly,

$$
\begin{aligned}
& \sigma_{X \otimes X}^{2} \leq\left\|\mathbb{E}(X \otimes X)^{2}\right\|=\sup _{\|V\|_{2}=1} \mathbb{E}\|(X \otimes X) V\|_{2}^{2}=\sup _{\|V\|_{2}=1} \mathbb{E}|\langle X, V\rangle|_{2}^{2}\|X\|_{2}^{2} \leq \\
& \sup _{\|V\|_{2}=1} \sum_{k=1}^{m^{2}} \pi_{k}\left|\left\langle E_{k}, V\right\rangle\right|_{2}^{2} \leq \bar{\pi}_{m} \sup _{\|V\|_{2}=1}\|V\|_{2}^{2}=\bar{\pi}_{m},
\end{aligned}
$$

where we used the fact that $\|X\|_{2}=1$ and, again, Bessel's inequality. Note also that $\|A\|_{L_{2}(\Pi)}^{2} \leq \bar{\pi}_{m}\|A\|_{2}^{2}, A \in \mathbb{M}_{m}(\mathbb{C})$.

In the case of a nearly uniform design already defined in Section 2, $\sigma_{X}^{2} \leq$ $c_{1} m^{-1}, \sigma_{X \otimes X}^{2} \leq c_{1} m^{-2}$, and $\|A\|_{L_{2}(\Pi)}^{2} \leq c_{1} m^{-2}\|A\|_{2}^{2}$. We also have that $\|A\|_{L_{2}(\Pi)}^{2} \geq$ $c_{2} m^{-2}\|A\|_{2}^{2}, A \in \mathbb{H}_{m}(\mathbb{C})$, which implies that the quantity $\beta(L)$ involved in Theorem 4 is bounded by $\sqrt{\frac{c_{1}}{c_{2}}}$.

We can derive the following corollary of Theorem 4 . To simplify its statement, we will assume that, for some $\lambda>0$,

$$
\begin{equation*}
\log \log _{2}(2 n) \leq \log (2 m), \quad \sigma_{\xi} \geq m^{-1 / 2}, \quad c_{\xi} U \leq \lambda\left(\sigma_{\xi} \sqrt{\frac{n}{m t_{m}}} \bigwedge \sigma_{\xi}^{2} m \log ^{2}(m n)\right) \tag{5.18}
\end{equation*}
$$

Essentially, it means that the variance $\sigma_{\xi}^{2}$ of the noise is not too small ${ }^{6}$ and the constant $c_{\xi}$ is not too large comparing with the variance, which makes it possible to suppress the exponential tails in Bernstein type inequalities. In this case, we can take $\varepsilon_{n, m}:=\sigma_{\xi} \sqrt{\frac{t_{m}}{m n}}$ and let $\varepsilon=D \varepsilon_{n, m}$ for a sufficiently large constant $D>0$.

Corollary 1 Suppose that $\Pi$ is a nearly uniform distribution in a basis $\left\{E_{1}, \ldots, E_{m^{2}}\right\}$ that consists of Hermitian matrices. There exists a numerical constant $C>0$ such that

[^5]the following holds. For all $t>0$, for all sufficiently large $D$ and for $\varepsilon=D \varepsilon_{n, m}$, with probability at least $1-e^{-t}$,
\[

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq \inf _{S \in \mathcal{S}}\left[2\|S-\rho\|_{L_{2}(\Pi)}^{2}+C D^{2} \sigma_{\xi}^{2} \frac{\operatorname{rank}(S) m t_{m} \log ^{2}(m n)}{n}\right] . \tag{5.19}
\end{equation*}
$$

\]

Proof (sketch). We will use the second bound of Theorem 4. Note that in the case under consideration $\Lambda(L) \leq \frac{m}{\sqrt{c 2}} \cdot{ }^{7}$ Suppose now that $S \in \mathcal{S}$ is an arbitrary oracle of rank $r$. Then there exists a subspace $L$ of dimension $r$ such that $P_{L^{\perp}} S P_{L^{\perp}}=0$. We will use bound (5.5) for $S_{\delta}:=(1-\delta) S+\delta \frac{I_{m}}{m}$, where $\delta=\varepsilon \wedge 1$, as we did in the proof of Proposition 4. As in this proof, we have, for some constant $C_{1}>0$,

$$
a\left(\log S_{\delta}\right) \leq m \sqrt{r} \log \left(1+\frac{m}{\delta}\right) \leq C_{1} m \sqrt{r} \log (m n)
$$

and $\left\|S-S_{\delta}\right\|_{L_{2}(\Pi)}^{2} \leq 4 \delta^{2} \mathbb{E}\|X\|^{2} \leq 4 \delta^{2} \leq 4 \varepsilon^{2}$. Finally, note that

$$
\left\|P_{L^{\perp}} S_{\delta} P_{L^{\perp}}\right\|_{1} \leq(1-\delta)\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1}+\delta\left\|P_{L^{\perp}}\left(I_{m} / m\right) P_{L^{\perp}}\right\|_{1} \leq \delta \leq \varepsilon
$$

Substituting these inequalities in (5.5) (with $S$ replaced by $S_{\delta}$ ), taking into account the bounds on $\sigma_{X}, \sigma_{X \otimes X}$ and $\beta(L)$ that hold in the case of nearly uniform design and bounding $\left\|S_{\delta}-\rho\right\|_{L_{2}(\Pi)}^{2}$ in terms of $\|S-\rho\|_{L_{2}(\Pi)}^{2}$ and $\left\|S_{\delta}-S\right\|_{L_{2}(\Pi)}^{2}$ (similarly to what was done in the proof of Proposition 4), it is easy to derive (5.19) from (5.5).

Similarly, it is easy to obtain another corollary where the $L_{2}(\Pi)$-error of estimator $\hat{\rho}^{\varepsilon}$ is controlled in terms of Gibbs oracles. Recall the notations at the end of Section 4 and also denote $\Gamma_{r}:=\left\|H_{\leq r}\right\|_{2}^{2}=\sum_{k=1}^{r} \gamma_{k}^{2}$. and assume that $\Gamma_{1} \geq 1$ and also that (5.18) holds.

Corollary 2 There exists a numerical constant $C>0$ such that the following holds. For all $t>0$, for all sufficiently large $D$ and for $\varepsilon=D \varepsilon_{n, m}$, for all Hermitian matrices $H$ and for all $r \leq m$, with probability at least $1-e^{-t}$,

$$
\begin{equation*}
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq 2\left\|\rho_{H}-\rho\right\|_{L_{2}(\Pi)}^{2}+C\left[\frac{\sigma_{\xi}^{2}\left(D^{2} t_{m} \Gamma_{r}+r\right) m}{n} \bigvee m^{-2} \delta_{r}^{2}(H)\right] \tag{5.20}
\end{equation*}
$$

Remarks. Note that both the matrix completion design of Example 1 in the Introduction and sampling from the Pauli basis (Example 2) are special cases of nearly uniform design. In the case of matrix completion $c_{1}=2, c_{2}=1$ and $U=1$. In the

[^6]case of sampling from the Pauli basis, $c_{1}=c_{2}=1$ and it is easy to see that $U=m^{-1 / 2}$. Thus, in these two examples the statements of corollaries 1 and 2 hold under assumption (5.18) with proper values of $U$.

Note also that the bounds of theorems 3, 4 and corollaries 1,2 can be proved in the case when the noise is unbounded, in particular, Gaussian (see the remark after Theorem 4). This immediately leads to Theorem 1 stated in the Introduction. To this end, it is enough to modify slightly conditions (5.18) by replacing $c_{\xi}$ by another quantity defined in terms of $\|\xi\|_{\psi_{1}}$, which, in the case of Gaussian noise, is of the same order as $\sigma_{\xi}$ (again, see the remark after Theorem 4). Then, the bound of Corollary 1 becomes the second bound of Theorem 1; the first bound follows from Theorem 3.

## 6 Oracle Inequalities: Subgaussian Design Case

In this section, we turn to the case of subgaussian design matrices. More precisely, we assume that $X$ is a Hermitian random matrix with distribution $\Pi$ such that, for some constant $b_{0}>0$ and for all Hermitian matrices $A \in \mathbb{M}_{m}(\mathbb{C}),\langle A, X\rangle$ is a subgaussian random variable with parameter $b_{0}\|A\|_{L_{2}(\Pi)}$. This implies that $\mathbb{E} X=0$ and, for some constant $b_{1}>0$,

$$
\begin{equation*}
\|\langle A, X\rangle\|_{\psi_{2}} \leq b_{1}\|A\|_{L_{2}(\Pi)}, A \in \mathbb{M}_{m}(\mathbb{C}) . \tag{6.1}
\end{equation*}
$$

In addition to this, assume that, for some constant $b_{2}>0$,

$$
\begin{equation*}
\|A\|_{L_{2}(\Pi)}=\|\langle A, X\rangle\|_{L_{2}(\Pi)} \leq b_{2}\|A\|_{2}, A \in \mathbb{M}_{m}(\mathbb{C}) . \tag{6.2}
\end{equation*}
$$

A Hermitian random matrix $X$ satisfying the above conditions will be called a subgaussian matrix. Moreover, if $X$ also satisfies the condition

$$
\begin{equation*}
\|A\|_{L_{2}(\Pi)}^{2}=\mathbb{E}|\langle A, X\rangle|^{2}=\|A\|_{2}^{2}, \quad A \in \mathbb{M}_{m}(\mathbb{C}) \tag{6.3}
\end{equation*}
$$

then it will be called an isotropic subgaussian matrix. As it was already mentioned in the introduction, the last class of matrices includes such examples as Gaussian and Rademacher design matrices. It easily follows from the basic properties of Orlicz norms (see, e.g., van der Vaart and Wellner (1996), p. 95) that for subgaussian matrices $\|A\|_{L_{p}(\Pi)}=$ $\mathbb{E}^{1 / p}|\langle A, X\rangle|^{p} \leq c_{p} b_{1} b_{2}\|A\|_{2}^{2}$ and $\|A\|_{\psi_{1}}:=\|\langle A, X\rangle\|_{\psi_{1}} \leq c b_{1} b_{2}\|A\|_{2}, A \in \mathbb{M}_{m}(\mathbb{C}), p \geq 1$, with some numerical constants $c_{p}>0$ and $c>0$. The following fact is well known (see, e.g., Rudelson and Vershynin (2010), Proposition 2.4).

Proposition 6 Let $X$ be a subgaussian $m \times m$ matrix. Then, there exists a constant $B>0$ such that $\|\|X\|\|_{\psi_{2}} \leq B \sqrt{m}$.

Below, we give oracle inequalities and random error bounds in the subgaussian design case. We will use the following notations. Given $t>0$, let

$$
t_{m}:=t+\log (2 m), \quad \tau_{n}:=t+\log \log _{2}(2 n), \quad \text { and } \quad t_{n, m}:=\tau_{n} \log n \vee t_{m}
$$

In what follows, the noise satisfies the assumptions of the previous section except the boundedness assumption. Instead, it is supposed that $\|\xi\|_{\psi_{2}}<+\infty$. Denote $c_{\xi}:=$ $\|\xi\|_{\psi_{2}} \log \frac{\|\xi\| \psi_{2}}{\sigma_{\xi}}$ and let

$$
\varepsilon_{n, m}:=\sigma_{\xi} \sqrt{\frac{m t_{m}}{n}} \bigvee c_{\xi} \frac{\sqrt{m} t_{m}}{n}
$$

Theorem 5 There exist constants $C>0, c>0$ such that the following holds. For all $t>0$ such that $\tau_{n} \leq c n$, for all $S \in \mathcal{S}$ and for all $\varepsilon \in[0,1]$, with probability at least $1-e^{-t}$

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \leq 2\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[\varepsilon\left(\|\log S\| \bigwedge \log \frac{m}{\varepsilon}\right) \bigvee \sigma_{\xi} \sqrt{\frac{m t_{m}}{n}} \bigvee\right. \\
& \left.\frac{m t_{m}}{n} \bigvee\left(c_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m} t_{n, m}}{n}\right] \tag{6.4}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[\varepsilon\left(\|\log S\| \wedge \log \frac{m}{\varepsilon}\right) \bigvee\|S-\rho\|_{L_{2}(\Pi)} \sqrt{\frac{m t_{m}}{n}} \bigvee\right. \\
& \left.\sigma_{\xi} \sqrt{\frac{m t_{m}}{n}} \bigvee \frac{m t_{m}}{n} \bigvee\left(c_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m} t_{n, m}}{n}\right] . \tag{6.5}
\end{align*}
$$

In particular,

$$
\left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\varepsilon\left(\|\log \rho\| \wedge \log \frac{m}{\varepsilon}\right) \bigvee \sigma_{\xi} \sqrt{\frac{m t_{m}}{n}} \bigvee\left(c_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m} t_{n, m}}{n}\right]
$$

We now turn to more subtle oracle inequalities that take into account low rank properties of oracles $S \in \mathcal{S}$.

Theorem 6 There exist numerical constants $C>0, D>0, c>0$ such that the following holds. For all $t>0$ such that $\tau_{n} \leq c n$, for all $\varepsilon \geq D \varepsilon_{n, m}$, for all subspaces $L \subset \mathbb{C}^{m}$ with
$\operatorname{dim}(L):=r$ and for all $S \in \mathcal{S}$, with probability at least $1-e^{-t}$,

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2}+\frac{\varepsilon}{4} K\left(\hat{\rho}^{\varepsilon} ; S\right) \leq 2\|S-\rho\|_{L_{2}(\Pi)}^{2}+  \tag{6.6}\\
& C\left[a^{2}(\log S) \varepsilon^{2} \bigvee \sigma_{\xi}^{2} \beta^{2}(L) \frac{m r+\tau_{n}}{n} \bigvee \sigma_{\xi}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{m t_{m}}{n}} \bigvee\left(c_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m} t_{n, m}}{n}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[a^{2}(\log S) \varepsilon^{2} \bigvee\|S-\rho\|_{L_{2}(\Pi)} \sqrt{\frac{m t_{m}}{n}} \bigvee\right. \\
& \left.\sigma_{\xi}^{2} \frac{m r+\tau_{n}}{n} \bigvee \sigma_{\xi}\left\|P_{L^{\perp}} S P_{L^{\perp}}\right\|_{1} \sqrt{\frac{m t_{m}}{n}} \bigvee\left(c_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m} t_{n, m}}{n}\right] \tag{6.7}
\end{align*}
$$

Proof of Theorem 6. It follows the lines of the proof of Theorem 4 very closely with only minor modifications in steps 2,3 and with more substantial changes in Step 1, where one has to control $\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle^{2}-\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2}\right)$. To this end, we will study the empirical process

$$
\Delta_{n}(\delta):=\sup _{f \in \mathcal{F}_{\delta}}\left|n^{-1} \sum_{j=1}^{n}\left(f^{2}\left(X_{j}\right)-P f^{2}\right)\right|,
$$

where $\mathcal{F}_{\delta}:=\left\{\left\langle S_{1}-S_{2}, \cdot\right\rangle: S_{1}, S_{2} \in \mathcal{S},\left\|S_{1}-S_{2}\right\|_{L_{2}(\Pi)} \leq \delta\right\}$. Clearly,

$$
\left|\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle^{2}-\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2}\right)\right| \leq \Delta_{n}\left(\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}\right) .
$$

Our goal is to obtain an upper bound on $\Delta_{n}(\delta)$ uniformly in $\delta \in\left[(m / n)^{1 / 2}, 2 b_{2}\right]$. First we use a version of Talagrand's concentration inequality for empirical processes indexed by unbounded functions due to Adamczak (see Section 3). It implies that with some constant $C>0$ and with probability at least $1-e^{-t}$

$$
\begin{equation*}
\Delta_{n}(\delta) \leq 2 \mathbb{E} \Delta_{n}(\delta)+C \delta^{2} \sqrt{\frac{t}{n}}+C \frac{m t \log n}{n} \tag{6.8}
\end{equation*}
$$

Here we used the following bounds on the uniform variance and on the envelope of the function class $\mathcal{F}_{\delta}^{2}$ : for the uniform variance, with some constant $c>0$,

$$
\sup _{f \in \mathcal{F}_{\delta}}\left(P f^{4}\right)^{1 / 2}=\sup _{S_{1}, S_{2} \in \mathcal{S},\left\|S_{1}-S_{2}\right\|_{L_{2}(\Pi)} \leq \delta}\left\|S_{1}-S_{2}\right\|_{L_{4}(\Pi)}^{2} \leq c \delta^{2}
$$

by the equivalence properties of the norms in Orlicz spaces. For the envelope,

$$
\sup _{f \in \mathcal{F}_{\delta}} f^{2}(X)=\sup _{S_{1}, S_{2} \in \mathcal{S},\left\|S_{1}-S_{2}\right\|_{L_{2}(\Pi)} \leq \delta}\left\langle S_{1}-S_{2}, X\right\rangle^{2} \leq 4\|X\|^{2}
$$

and

$$
\left\|\max _{1 \leq i \leq n} \sup _{f \in \mathcal{F}_{\delta}} f^{2}\left(X_{i}\right)\right\|_{\psi_{1}} \leq c_{1}\| \| X\left\|^{2}\right\|_{\psi_{1}} \log n \leq c_{2}\| \| X\| \|_{\psi_{2}}^{2} \log n \leq c_{3} m \log n
$$

for some constants $c_{1}, c_{2}, c_{3}>0$, where we used well known inequalities for maxima of random variables in Orlicz spaces (see, e.g., Lemma 2.2.2 in van der Vaart and Wellner (1996)).

To bound the expectation $\mathbb{E} \Delta_{n}(\delta)$ we use a recent result by Mendelson (2010) (see Section 3). ${ }^{8}$ It gives

$$
\begin{equation*}
\mathbb{E} \Delta_{n}(\delta) \leq c\left[\sup _{f \in \mathcal{F}_{\delta}}\|f\|_{\psi_{1}} \frac{\gamma_{2}\left(\mathcal{F}_{\delta} ; \psi_{2}\right)}{\sqrt{n}} \bigvee \frac{\gamma_{2}^{2}\left(\mathcal{F}_{\delta} ; \psi_{2}\right)}{n}\right] \tag{6.9}
\end{equation*}
$$

with some constant $c>0$. It follows from (6.1) that the $\psi_{1}$ and $\psi_{2}$-norms of functions from the class $\mathcal{F}_{\delta}$ can be bounded from above by a constant times the $L_{2}(P)$-norm. As a result,

$$
\begin{equation*}
\sup _{f \in \mathcal{F}_{\delta}}\|f\|_{\psi_{1}} \leq c \delta \tag{6.10}
\end{equation*}
$$

and the following bound holds for Talagrand's generic chaining complexities:

$$
\begin{equation*}
\gamma_{2}\left(\mathcal{F}_{\delta} ; \psi_{2}\right) \leq \gamma_{2}\left(\mathcal{F}_{\delta} ; c\|\cdot\|_{L_{2}(\Pi)}\right), \tag{6.11}
\end{equation*}
$$

where $c$ is a constant. Let $G$ be a symmetric real valued random matrix with independent centered Gaussian entries $\left\{g_{i j}\right\}$ on the diagonal and above, where $\mathbb{E} g_{i i}^{2}=1$ and $\mathbb{E} g_{i j}^{2}=$ $\frac{1}{2}, i \neq j$. Under condition (6.2), $\mathbb{E}\left|\left\langle S_{1}, G\right\rangle-\left\langle S_{2}, G\right\rangle\right|^{2}=\left\|S_{1}-S_{2}\right\|_{2}^{2} \geq c_{1}\left\|S_{1}-S_{2}\right\|_{L_{2}(\Pi)}^{2}$ for some constant $c_{1}$, and it easily follows from Talagrand's generic chaining bound that, for some constant $C>0$,

$$
\begin{equation*}
\gamma_{2}\left(\mathcal{F}_{\delta} ; c\|\cdot\|_{L_{2}(\Pi)}\right) \leq C \mathbb{E} \sup _{S_{1}, S_{2} \in \mathcal{S},\left\|S_{1}-S_{2}\right\|_{L_{2}(\Pi)} \leq \delta}\left|\left\langle S_{1}-S_{2}, G\right\rangle\right|=: C \omega(G ; \delta) . \tag{6.12}
\end{equation*}
$$

It follows from (6.9), (6.10), (6.11) and (6.12) that

$$
\begin{equation*}
\mathbb{E} \Delta_{n}(\delta) \leq C\left[\delta \frac{\omega(G ; \delta)}{\sqrt{n}} \bigvee \frac{\omega^{2}(G ; \delta)}{n}\right] \tag{6.13}
\end{equation*}
$$

By Proposition 6, we get
$\omega(G ; \delta)=\mathbb{E} \sup _{S_{1}, S_{2} \in \mathcal{S},\left\|S_{1}-S_{2}\right\|_{L_{2}(\Pi)} \leq \delta}\left|\left\langle S_{1}-S_{2}, G\right\rangle\right| \leq \mathbb{E}\|G\| \sup _{S_{1}, S_{2} \in \mathcal{S}}\left\|S_{1}-S_{2}\right\|_{1} \leq 2 \mathbb{E}\|G\| \leq c \sqrt{m}$.

[^7]Substituting this bound in (6.13) yields that, for some constant $C>0$,

$$
\begin{equation*}
\mathbb{E} \Delta_{n}(\delta) \leq C\left[\delta \sqrt{\frac{m}{n}} \bigvee \frac{m}{n}\right] \tag{6.14}
\end{equation*}
$$

and combining (6.14) with (6.8) gives that with probability at least $1-e^{-t}$

$$
\begin{equation*}
\Delta_{n}(\delta) \leq C\left[\delta \sqrt{\frac{m}{n}} \bigvee \frac{m}{n} \bigvee \delta^{2} \sqrt{\frac{t}{n}} \bigvee \frac{m t \log n}{n}\right] \tag{6.15}
\end{equation*}
$$

It is easy to make bound (6.15) uniform in $\delta \in\left[(m / n)^{1 / 2}, 2 b_{2}\right]$ by a simple discretization argument (as we did in Step 3 of the proof of Theorem 4). This leads to the following result: with probability at least $1-e^{-t}$, for all $\delta \in\left[(m / n)^{1 / 2}, 2 b_{2}\right]$,

$$
\begin{equation*}
\Delta_{n}(\delta) \leq C\left[\delta \sqrt{\frac{m}{n}} \bigvee \frac{m}{n} \bigvee \delta^{2} \sqrt{\frac{\tau_{n}}{n}} \bigvee \frac{m \tau_{n} \log n}{n}\right] \tag{6.16}
\end{equation*}
$$

where $\tau_{n}=t+\log \log _{2}(2 n)$. Thus, with the same probability and with a proper choice of constant $C>0$

$$
\begin{gathered}
\left|\frac{1}{n} \sum_{j=1}^{n}\left(\left\langle\hat{\rho}^{\varepsilon}-S, X_{j}\right\rangle^{2}-\mathbb{E}\left\langle\hat{\rho}^{\varepsilon}-S, X\right\rangle^{2}\right)\right| \leq \\
C\left[\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \sqrt{\frac{m}{n}} \bigvee \frac{m}{n} \bigvee\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)}^{2} \sqrt{\frac{\tau_{n}}{n}} \bigvee \frac{m \tau_{n} \log n}{n}\right]
\end{gathered}
$$

provided that $\left\|\hat{\rho}^{\varepsilon}-S\right\|_{L_{2}(\Pi)} \in\left[(m / n)^{1 / 2}, 2 b_{2}\right]$.
The rest is a straightforward modification of the proof of Theorem 4.
For simplicity, we state the next corollary (similar to corollary 1) only in the case of subgaussian isotropic design. Recall that in this case $\|\cdot\|_{L_{2}(\Pi)}=\|\cdot\|_{2}$ and $\beta(L)=1$.

Corollary 3 There exist numerical constants $C>0, c>0$ such that the following holds. For all $t>0$ such that $\tau_{n} \leq c n$, for all sufficiently large $D>0$ and for $\varepsilon=D \varepsilon_{n, m}$, for all matrices $S \in \mathcal{S}$ of rank $r$, with probability at least $1-e^{-t}$,

$$
\begin{align*}
& \left\|\hat{\rho}^{\varepsilon}-\rho\right\|_{L_{2}(\Pi)}^{2} \leq 2\|S-\rho\|_{L_{2}(\Pi)}^{2}+C\left[D^{2}\left(\sigma_{\xi}^{2} \frac{r m t_{m}}{n} \bigvee c_{\xi}^{2} \frac{r m t_{m}^{2}}{n^{2}}\right) \log ^{2}(m n) \bigvee\right. \\
& \left.\sigma_{\xi}^{2} \frac{\tau_{n}}{n} \bigvee\left(c_{\xi} \vee \sqrt{m}\right) \frac{\sqrt{m} t_{n, m}}{n}\right] \tag{6.17}
\end{align*}
$$

In a special case of Gaussian noise, the bounds of the above corollary can be simplified since in this case $c_{\xi} \leq c \sigma_{\xi}$ for some numerical constant $c$. In particular, Theorem 5 and Corollary 3 immediately imply the bounds of Theorem 2 in the Introduction (to this end, one just has to drop the terms in the bounds of Theorem 5 and Corollary 3 that are dominated by the main terms under the assumption that the noise is Gaussian and other assumptions of Theorem 2).
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[^1]:    ${ }^{1}$ A possibility to control Kullback-Leibler and Hellinger distances can be viewed as an advantage of von Neumann entropy penalization method.

[^2]:    ${ }^{2}$ In the discrete case, a positive operator valued measure is a set $\left\{E_{i}\right\}$ of Hermitian nonnegatively definite matrices such that $\sum_{i} E_{i}=I$.
    ${ }^{3}$ Here and in what follows $P_{L}$ denotes the orthogonal projection onto $L$ and $L^{\perp}$ denotes the orthogonal complement of $L$.

[^3]:    ${ }^{4}$ See Oliveira (2010), Tropp (2010), Koltchinskii (2011) for other approahes that do not rely on Golden-Thompson inequality.

[^4]:    ${ }^{5}$ In this section, the notation $A \otimes B$ means the tensor product of the matrices $A, B$ viewed as vectors of the Euclidean space $\left(\mathbb{M}_{m}(\mathbb{C}),\langle\cdot, \cdot\rangle\right):(A \otimes B) V=A\langle B, V\rangle, V \in \mathbb{M}_{m}(\mathbb{C})$.

[^5]:    ${ }^{6}$ Using the remark after the proof of Theorem 4, one can drop the condition that $\sigma_{\xi} \geq m^{-1 / 2}$; however, some additional terms will be needed in the bound of Corollary 1.

[^6]:    ${ }^{7}$ recall the definition of $\Lambda(L)$ given before Proposition 4

[^7]:    ${ }^{8}$ In fact, even earlier result by Klartag and Mendelson (2005) with the $\psi_{2}$-diameter instead of $\psi_{1}$ diameter would suffice for our purposes.

