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ABSTRACT. We study a continuous time random walk, X, on Zd in an environment
of random conductances taking values in (0,∞). We assume that the law of the
conductances is ergodic with respect to space shifts. We prove a quenched invari-
ance principle for X under some moment conditions on the environment. The key
result on the sublinearity of the corrector is obtained by Moser’s iteration scheme.
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1. INTRODUCTION

1.1. The model. Consider the d-dimensional Euclidean lattice, (Vd, Ed), for d ≥ 2.
The vertex set, Vd, of this graph equals Zd and the edge set, Ed, is given by the set of
all nonoriented nearest neighbor bonds, i.e. Ed := {{x, y} : x, y ∈ Zd, |x− y| = 1}.

Let (Ω,F) =
(
(0,∞)Ed ,B((0,∞))⊗Ed

)
be a measurable space. Assume further

that the graph (Vd, Ed) is endowed with positive weights, that is, we consider a
family ω = {ω(e) : e ∈ Ed} ∈ Ω. We refer to ω(e) as the conductance on an edge, e.
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We will henceforth denote by P a probability measure on (Ω,F), and we write E to
denote the expectation with respect to P. To lighten notation, for any x, y ∈ Zd, we
set

ωxy = ωyx := ω({x, y}), ∀ {x, y} ∈ Ed, ωxy := 0, ∀ {x, y} 6∈ Ed.

A space shift by z ∈ Zd is a map τz : Ω→ Ω

(τzω)xy := ωx+z,y+z, ∀ {x, y} ∈ Ed. (1.1)

The set
{
τx : x ∈ Zd

}
together with the operation τx ◦ τy := τx+y defines the group

of space shifts.
We will study the nearest neighbor random conductance model. For any fixed

realization ω, it is a reversible continuous time Markov chain, X = {Xt : t ≥ 0}, on
Zd with generator Lω acting on bounded functions f : Zd → R as(

Lωf)(x) =
∑
y∈Zd

ωxy
(
f(y)− f(x)

)
.

We denote by Pωx the law of the process starting at the vertex x ∈ Zd. The cor-
responding expectation will be denoted by Eωx . Setting µω(x) :=

∑
y∈Zd ωxy and

pω(x, y) := ωxy/µ
ω(x), this random walk waits at x an exponential time with mean

1/µω(x) and chooses its next position y with probability pω(x, y). Since the law
of the waiting times depends on the location, X is also called the variable speed
random walk (VSRW).

We denote by pω(t, x, y) := Pωx [Xt = y] for x, y ∈ Zd and t ≥ 0 the transition
densities with respect to the counting measure. As a consequence of (1.1) we have

pτzω(t, x, y) = pω(t, x+ z, y + z).

Assumption 1.1. Assume that P satisfies the following conditions:

(i) P
[
0 < ω(e) <∞

]
= 1 and E

[
ω(e)

]
<∞ for all e ∈ Ed.

(ii) P is ergodic with respect to translations of Zd, that is, P ◦ τ−1x = P for all x ∈ Zd
and P[A] ∈ {0, 1} for any A ∈ F such that τx(A) = A for all x ∈ Zd.

1.2. Results. We are interested in the P-almost sure or quenched long range be-
havior, in particular in obtaining a quenched functional central limit theorem for
the process X in the sense of the following definition.

Definition 1.2. Set X(n)
t := 1

nXn2t, t ≥ 0. We say that the Quenched Functional CLT
(QFCLT) or quenched invariance principle holds for X if for P-a.e. ω under Pω0 , X(n)

converges in law to a Brownian motion on Rd with covariance matrix Σ2 = Σ · ΣT .
That is, for every T > 0 and every bounded continuous function F on the Skorohod
space D([0, T ],Rd), setting ψn = Eω0 [F (X(n))] and ψ∞ = EBM

0 [Σ ·W ] with (W,PBM
0 )

being a Brownian motion started at 0, we have that ψn → ψ∞ P-a.s.

As our main result we establish a QFCLT for X under some additional moment
conditions on the conductances.
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Theorem 1.3. Suppose that d ≥ 2 and Assumption 1.1 holds. Let p, q ∈ (1,∞] be
such that 1/p+ 1/q < 2/d and assume that

E
[
(ω(e))p

]
<∞ and E

[
(1/ω(e))q

]
<∞ (1.2)

for any e ∈ Ed. Then, the QFCLT holds for X with a deterministic nondegenerate
covariance matrix Σ2.

Remark 1.4. If the law P of the conductances is also invariant under symmetries of
Zd, then the limiting covariance matrix Σ2 must be invariant under symmetries as
well, so Σ2 is of the form Σ2 = σ2I for some σ > 0. (Here I denotes the identity
matrix.)

Remark 1.5. Given a speed measure πω : Zd → (0,∞) satisfying πω(x) = πτxω(0)

and 0 < E[πω(0)] < ∞, one can also consider the process, Y = {Yt : t ≥ 0} on
Zd that is defined by a time change of X, that is, Yt := Xat for t ≥ 0, where
at := inf{s ≥ 0 : As > t} denotes the right continuous inverse of the functional

At =

∫ t

0
πω(Xs) ds, t ≥ 0.

Its generator is given by

LωY f(x) =
∑
y∈Zd

ωxy
πω(x)

(
f(y)− f(x)

)
.

Suppose that X satisfies an invariance principle, that is, the rescaled process con-
verges to a Brownian motion on Rd with covariance matrix Σ2

X . As it was shown in
[2, Section 6.2], the process Y satisfies an invariance principle as well. In this
case, the covariance matrix of its limiting Brownian motion is given by Σ2

Y =

E[πω(0)]−1Σ2
X .

A natural choice for the speed measure would be πω = µω. In such a case, Y
is called constant speed random walk (CSRW). In contrast to the VSRW X whose
waiting time at any site x ∈ Zd depends on x, the process Y waits at each site an
exponential time with mean 1.

Remark 1.6. Note that Assumption 1.1 (i) ensures the stochastic completeness of
the process X, that is, it does not explode in finite time almost surely.

Invariance principles for the random conductance model have been studied by a
number of different authors under various restrictions on the law of the environ-
ment. A weak FCLT, that is, where the convergence of ψn to ψ∞ in Definition 1.2
only takes place in P-probability, has been proved already in [21] (cf. also [29])
for general ergodic environments under the first moment condition E[ω(e)] < ∞.
However, it took quite some time to extend this result to P-almost sure convergence
in the special case of a uniformly elliptic environment with conductances which are
bounded both from above and below, that is, P[1/c ≤ ω(e) < c] = 1 for some c > 0;
see [36].
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In the very special case of i.i.d. conductances, that is when P is a product mea-
sure, it turns out that no moment conditions are required for the QFCLT, cf. [2], see
also [10, 31] for the corresponding supercritical percolation model and [14, 30, 8]
for similar results. In the setting of balanced random walks in random environ-
ment, a similar type of result holds, namely the QFCLT is true for general ergodic
environments under some moment conditions [27], whereas in the i.i.d. case no el-
lipticity is needed [11]. Finally, for a recent result on random walks under random
conductances on domains with boundary, we refer to [18].

In the case of a general ergodic environment, it is clear that some moment condi-
tions are needed, in particular, in [6, 7] Barlow, Burdzy and Timar give an example
on Z2, for which the weak FCLT holds but the QFCLT fails. In their model, (1.2)
is assumed for p, q ∈ (0, 1) but E[ω(e)] = ∞ and E[1/ω(e)] = ∞. Recently, in [13]
Biskup proved the QFCLT for the special case d = 2 under the moment condition
(1.2) with p = q = 1. We believe that this is a natural optimal condition for general
ergodic environments. Nevertheless, the proof relies on arguments – inspired by
[10] for the percolation case – which only work in the very special two-dimensional
case (see below) and do not seem to be extendable to higher dimensions. Recently,
in [33], a QFCLT has been proven for simple random walks on percolation models
on Zd with long-range correlations such as random interlacements or the level set
of the Gaussian free field.

Finally, let us remark that under the moment conditions (1.2) the result in [12]
guarantees that the random walk X has vanishing speed.

1.3. The Method. The main ingredient to prove a QFCLT is to introduce harmonic
coordinates, that is one constructs a corrector χ : Ω× Zd → Rd such that

Φ(ω, x) = x− χ(ω, x)

is an Lω-harmonic function, that is, for P-a.e. ω and every x ∈ Zd,

LωΦ(ω, x) =
∑
y

ωxy
(
Φ(ω, y)− Φ(ω, x)

)
= 0.

This can be rephrased by saying that χ is a solution of the Poisson equation

Lωu = ∇∗V ω, (1.3)

where V ω : Ed → Rd is the local drift given by V ω(x, y) := ωxy (y − x) and ∇∗
denotes the divergence operator associated with the discrete gradient.

Moreover, the corrector χ needs to be shift invariant in the sense that it satisfies
P-a.s. the following cocycle property:

χ(ω, x+ y)− χ(ω, x) = χ(τxω, y), x, y ∈ Zd.

The construction of the corrector follows from a simple projection argument of the
trivial cocycle Π(ω, x) = x under the first moment condition E[ω(e)] < ∞. The
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Lω-harmonicity of Φ implies that

Mt = Xt − χ(ω,Xt)

is a martingale under Pω0 for P-a.e. ω, and a QFCLT for the martingale part M can
be easily shown by standard arguments. We thus get a QFCLT for X once we verify
that P-almost surely the corrector is sublinear:

lim
n→∞

max
|x|≤n

|χ(ω, x)|
n

= 0. (1.4)

This control on the corrector implies that for any T > 0 and P-a.e ω

sup
0≤ t≤T

1

n

∣∣∣χ(ω, nX(n)
t

)∣∣∣ −→
n→∞

0 in Pω0 -probability

(see Proposition 2.13 below). Combined with the QFCLT for the martingale part
this gives Theorem 1.3.

The main challenge in the proof of the QFCLT is to prove (1.4). Using the cocycle
property and ergodicity of the environment, it is easy to verify that the corrector is
sublinear along each line parallel to the axis:

lim
n→∞

1

n
χ(ω, n ei) = 0, i = 1, . . . , d P -a.s.

In dimension d = 2, this and the fact that χ solves the Poisson equation (1.3)
suffices for (1.4) to hold, cf. [10] and [13]. In higher dimensions d ≥ 3, heat
kernel estimates for the transition density, cf. [22, 5, 32], have been used so far
in the proofs of the quenched functional CLT, cf. [2, 8, 10, 14, 30, 31, 36]. This
method is very performing, provided one has a good control on the geometry of the
”bad” configurations which are the connected components of very low or very high
conductances. This is the case in the i.i.d. setting and would probably work under
good mixing properties, but this is not likely to be the case in a general ergodic
environment.

An alternative proof would be to get Lp(P) estimates of the corrector for p >
d and use ergodic theory for cocycle established in [16]. However, so far these
estimates have only been derived for nicely mixing elliptic environments [26].

Motivated by the method of [24, 25], where diffusions in divergence form in
a random environment are considered, we present in this paper a control of the
corrector using the Moser iteration. Moser’s iteration is based on two main ideas:
the Sobolev inequality (cf. Proposition 3.5 below) which allows to control the `r-
norm with r = r(d) = d/(d − 2) > 1 in terms of the Dirichlet form, and a control
of the Dirichlet form of the solution of the Poisson equation (1.3) (see Lemma 3.8
below). In the uniformly elliptic case, this is rather standard. In our case where
the conductances are unbounded from above and below, we need to work with a
dimension dependent weighted Sobolev inequality, which we obtain from Hölder’s
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inequality. That is, we replace the coefficient r(d) by

r(d, p, q) =
d− d/p

(d− 2) + d/q

(cf. Remark 3.6 below). For the Moser iteration, we need r(d, p, q) > 1, of course,
which is equivalent to 1/p+ 1/q < 2/d appearing in (1.2).

Although we do not quite recover Biskup’s optimal result in d = 2, we believe
that our method is very efficient for the following reasons: First, we present a
proof in higher dimensions which does not rely on heat kernel estimates. Second,
our method is very robust and can be extended to both the random graph setting
(cf. [33]), provided some a priori isoperimetric inequality, and also for the time-
dynamic conductance models, cf. [1].

Recently, in [4], Ba and Mathieu have established a QFCLT for diffusions in Rd
with a locally integrable periodic potential. Their approach is also based on a
Sobolev-type inequality, where the sublinearity of the corrector is only obtained
along the path of the process.

Let us remark that our result applies to a random conductance model given by

ωxy = exp(φ(x) + φ(y)), {x, y} ∈ Ed,

where for d ≥ 3, {φ(x) : x ∈ Zd} is the discrete massless Gaussian free field, cf. [17].
In this case, the moment condition (1.2) holds for any p, q ∈ (0,∞), of course.

Finally, in [3], we will apply the adaptations of the Moser iteration technique
in this work to derive both elliptic and parabolic Harnack inequalities under the
assumptions of Theorem 1.3, which can be used to derive a quenched local limit
theorem.

The paper is organized as follows: In Section 2, we prove our main result, where
we first recall the construction of the corrector. Then we prove the sublinearity of
the corrector (1.4) and complete the proof of the QFCLT. In order to obtain (1.4)
we first show that in a space-averaged `1-norm the rescaled corrector vanishes in
the limit. We then need the Moser iteration technique, which provides us with a
control on the maximum norm in terms of any averaged `p-norm. This estimate
is proven in a more general context in Section 3. Finally, the Appendix contains a
collection of some elementary estimates needed in the proofs.

Throughout the paper, we write c to denote a positive constant which may change
on each appearance. Constants denotedCi will be the same through each argument.

2. QUENCHED INVARIANCE PRINCIPLE

2.1. Harmonic embedding and the corrector. In this subsection, we first prove
the existence of a corrector to the process X such that Mt = Xt − χ(ω,Xt) is a
martingale under Pω0 for P a.e. ω. In a second step, we show an invariance principle
for the martingale part.



QUENCHED CLT FOR RCM WITH ERGODIC CONDUCTANCES 7

Definition 2.1. A measurable function, also called random field, Ψ : Ω × Zd → R
satisfies the cocycle property if for P-a.e. ω, it holds that

Ψ(τxω, y − x) = Ψ(ω, y) − Ψ(ω, x), for all x, y ∈ Zd.

We denote by L2
cov the set of functions Ψ: Ω×Zd → R satisfying the cocycle property

such that ∥∥Ψ
∥∥2
L2
cov

:= E
[∑

x∈Zd ω0x Ψ2(ω, x)
]
< ∞.

It can easily be checked that L2
cov is a Hilbert space.

Lemma 2.2. Consider a Ψ ∈ L2
cov. Then:

(i) for P-a.e. ω, Ψ(ω, 0) = 0 and Ψ(τxω,−x) = −Ψ(ω, x) for all x ∈ Zd.
(ii) If x0, x1, . . . , xn ∈ Zd then

n∑
i=1

Ψ(τxi−1ω, xi − xi−1) = Ψ(ω, xn)−Ψ(ω, x0). (2.1)

Proof. (i) follows immediately from the definition. (ii) Since Ψ satisfies the cocycle
property, Ψ(τxi−1ω, xi − xi−1) = Ψ(ω, xi)−Ψ(ω, xi−1) and (2.1). �

Recall that Ω = (0,∞)Ed . We say a function φ : Ω → R is local if it only depends
on the value of ω at a finite number of edges. We associate to φ a (horizontal)
gradient Dφ : Ω× Zd → R defined by

Dφ(ω, x) = φ(τxω)− φ(ω), x ∈ Zd.

Obviously, if the function φ is bounded, Dφ is an element of L2
cov. Following [31],

we introduce an orthogonal decomposition of the space L2
cov. Set

L2
pot = cl

{
Dφ | φ : Ω→ R local

}
in L2

cov,

being the subspace of ”potential” random fields and let L2
sol be the orthogonal com-

plement of L2
pot in L2

cov called ”solenoidal” random fields.
In order to define the corrector, we introduce the position field Π : Ω × Zd → Rd

with Π(ω, x) = x. We write Πj for the jth coordinate of Π. Since Πj(ω, y − x) =

Πj(ω, y)−Πj(ω, x), Πj satisfies the cocycle property. Moreover,∥∥Πj

∥∥2
L2
cov

= E
[∑

x ω0x|xj |2
]

= 2E[ω0ej ] < ∞, (2.2)

where ej denotes the jth coordinate unit vector. Hence, Πj ∈ L2
cov. So, we can

define χj ∈ L2
pot and Φj ∈ L2

sol by the property

Πj = χj + Φj ∈ L2
pot ⊕ L2

sol.

This gives a definition of the corrector χ = (χ1, . . . , χd) : Ω × Zd → Rd. Note that
conventions about the sign of the corrector differ – compare [36] and [13]. We set

Mt = Φ(ω,Xt) = Xt − χ(ω,Xt). (2.3)

The following proposition summarizes the properties of χ, Φ and M ; see, for exam-
ple, [2], [8] or [13] for detailed proofs.
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Proposition 2.3. Assume that P satisfies the Assumption 1.1. Then, for P-a.e. ω,

LωΦ(x) =
∑
y∈Zd

ωxy
(
Φ(ω, y)− Φ(ω, x)

)
= 0, Φ(ω, 0) = 0. (2.4)

In other words, for P-a.e. ω and for every v ∈ Rd, M and v ·M are Pω0 -martingales.
The covariance process of the latter is given by

〈v ·M〉t =

∫ t

0

∑
x

(τXsω)0x
(
v · Φ(τXsω, x)

)2
ds.

Moreover, provided that E
[
1/ω(e)

]
< ∞ for all e ∈ Ed, it holds that χ( · , x) ∈ L1(P)

with E[χ(ω, x)] = 0 for all x ∈ Zd.

Based on the above construction, we now show that an invariance principle holds
for M . This is standard and follows from the ergodicity of the environment and the
process of the environment as seen from the particle. We shall proceed as in [2] and
[31].

Recall that by the irreducibility of the random walk the ergodicity of the shift
operator transfers to the process of the environment seen from the particle which is
crucial in the proof of the invariance principle for the martingale part. The environ-
ment seen from the particle is defined as the process {τXtω : t ≥ 0}, taking values
in the environment space Ω, whose generator is given by

L̂φ(ω) =
∑
x∈Zd

ω0x

(
φ(τxω)− φ(ω)

)
and the transition semigroup is given by

P̂tφ(ω) =
∑
x∈Zd

pω(t, 0, x)φ(τxω), t ≥ 0.

Lemma 2.4. Suppose that Assumption 1.1 holds. Then the measure P is stationary,
reversible and ergodic for the environment process {τXtω}t≥0.

Proof. By the invariance of P with respect to space shifts, we have that

E[L̂φ] =
∑
x∈Zd

(
E
[
(τxω)−x0 φ ◦ τx

]
− E

[
ω0x φ

])
=
∑
x∈Zd

(
E
[
ω0,−x φ

]
− E

[
ω0x φ

])
= 0.

Thus, P is an invariant measure for {τXtω}. To prove that P is also ergodic, let now
A ∈ F with P̂t1lA = 1lA. Then, for all ω ∈ Ω and all t ≥ 0,

0 = 1lAc(ω)
(
P̂t1lA

)
(ω) =

∑
x∈Zd

1lAc(ω) pω(t, 0, x) 1lA(τxω).

In particular, 1lAc(ω) pω(t, 0, x) 1lA(τxω) = 0 for all ω ∈ Ω, all t ≥ 0 and every x ∈ Zd.
But from Assumption 1.1 we can deduce that the random walk X is irreducible in
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the sense that for every x ∈ Zd

P
[{
ω : supt≥0 p

ω(t, 0, x) > 0
}]

= 1.

Hence, for every x ∈ Zd

1lAc(ω) · 1lA(τxω) = 0 for P -a.e. ω.

Thus, there exists a set N with P[N ] = 0 such that the set A \N is invariant under
τx. Since P is ergodic with respect to τx, we conclude that A is P-trivial and the
claim follows. �

Proposition 2.5. Suppose Assumption 1.1 holds and assume that E
[
1/ω(e)

]
<∞ for

any e ∈ Ed. Further, let M (n)
t := 1

nMn2t, t ≥ 0. Then, for P-a.e. ω, the sequence
of processes {M (n)} converges in law in the Skorohod topology to a Brownian motion
with a non-degenerate covariance matrix Σ2 given by

Σ2
ij = E

[∑
x∈Zd ω0x Φi(ω, x) Φj(ω, x)

]
.

Proof. The proof is based on the martingale convergence theorem by Helland (see
Theorem 5.1a) in [28]); see [2] or [31] for details. The argument is based on the
fact that the quadratic variation of M (n) converges, for which the ergodicity of the
environment process in Lemma 2.4 is needed. Finally, we refer to Proposition 4.1
in [13] for a proof that Σ2 is nondegenerate. �

2.2. Sublinearity of the corrector. To start with, let us denote by B(x, r) a closed
ball with respect to the graph distance with center x ∈ Zd and radius r. To lighten
notation, we write B(r) = B(0, r) and χ(n)(ω, x) := 1

n χ(ω, x). The cardinality of
A ⊂ Zd is denoted by |A|. Further, for a nonempty, finite A ⊂ Zd, we define a locally
space-averaged norm on functions f : Zd → R by∥∥f∥∥p,A :=

(
1

|A|
∑
x∈A
|f(x)|p

)1/p
, p ∈ [1,∞).

The key ingredient in the proof of Theorem 1.3 is the sublinearity of the corrector
which we formalize as

Proposition 2.6. Let d ≥ 2 and suppose that Assumption 1.1 and the moment condi-
tion (1.2) hold. Then, for any L ≥ 1 and j = 1, . . . , d,

lim
n→∞

max
x∈B(Ln)

∣∣χ(n)
j (ω, x)

∣∣ = 0, P - a.s. (2.5)

The proof is based on both ergodic theory and purely analytic tools. Using the
spatial ergodic theorem, we show in a first step that the corrector χ(n) averaged
over cubes with side length of order n vanishes P-a.s. when n tends to infinity. In
a second step, we show by means of the `1-Poincaré inequality on Zd that χ(n) also
converges to zero in the ‖ · ‖1,B(n)-norm. The final step uses the maximum inequal-
ity, which we establish in the next section, to bound from above the maximum of
χ(n) in B(n) by ‖χ(n)‖1,B(n).
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We start with some immediate consequences from the ergodic theorem. To sim-
plify notation, let us define the following measures µω and νω on Zd:

µω(x) =
∑
x∼y

ωxy and νω(x) =
∑
x∼y

1

ωxy
.

Lemma 2.7. Suppose E
[
(ω(e))p

]
<∞ and E

[
(1/ω(e))q

]
<∞ for some p, q ∈ [1,∞).

Then, for P-a.e. ω,

lim
n→∞

∥∥µω∥∥pp,B(n) = E
[
µω(0)p

]
and lim

n→∞

∥∥νω∥∥qq,B(n) = E
[
νω(0)q

]
Further, if E

[
1/ω(e)

]
<∞ then we have for every j = 1, . . . , d,

lim
n→∞

1

|B(n)|
∑

x,y∈B(n)
x∼y

∣∣χj(ω, y)− χj(ω, x)
∣∣ ≤ E

[
νω(0)

]1/2 ∥∥χj∥∥L2
cov

(2.6)

Proof. The first two assertions are an immediate consequence of the spatial ergodic
theorem. For instance, we have

lim
n→∞

∥∥µω∥∥pp,B(n) = lim
n→∞

1

|B(n)|
∑

x∈B(n)

(
µτxω(0)

)p
= E

[
µω(0)p

]
.

To prove the last assertion, notice first that by the Cauchy–Schwarz inequality we
have for every j = 1, . . . , d,

E
[∑

0∼x |χj(ω, x)|
]2
≤ E

[
νω(0)

]
E
[∑

0∼x ω0x|χj(ω, x)|2
]

= E
[
νω(0)

] ∥∥χj∥∥2L2
cov
.

Due to the fact that E
[
1/ω(e)

]
< ∞ for all e ∈ Ed and χj ∈ L2

cov the right-hand
side of the equation above is finite. Moreover, by the cocycle property it holds that
χj(ω, y)−χj(ω, x) = χj(τxω, y−x). Thus, a further application of the spatial ergodic
theorem yields

lim
n→∞

1

|B(n)|
∑

x,y∈B(n)
x∼y

∣∣χj(τxω, y − x)
∣∣ ≤ E

[∑
0∼x |χj(ω, x)|

]
≤ E

[
νω(0)

]1/2∥∥χj∥∥L2
cov
.

�

Lemma 2.8. Suppose Assumption 1.1 holds and assume that E
[
1/ω(e)

]
< ∞. Let

C be any cube in Rd of the form C =
∏d
i=1[ai, bi] with ai < bi, i = 1, . . . , d and set

C(n) := nC ∩ Zd. Then, for any j = 1, . . . , d and P-a.e. ω,

lim
n→∞

1

nd

∑
x∈C(n)

χ
(n)
j (ω, x) = 0. (2.7)

Proof. We will restrict the proof to the case where C is of the form C =
∏d
i=1[0, Li]

with Li > 0, i = 1, . . . , d. For generalC, the statement follows by similar arguments.
We will proceed as in [36, pp. 229–230]. Let us denote by Cj(n) :=

∏j
i=1[0, nLi]×

{0}d−j , j = 1, . . . , d. When x = (x1, . . . , xd) ∈ Zd, we write x = (y, xd) with



QUENCHED CLT FOR RCM WITH ERGODIC CONDUCTANCES 11

y = (x1, . . . , xd−1) ∈ Zd−1, and we identify Zd−1 with Zd−1 × {0} ⊆ Zd. Then, by
Lemma 2.2, we have for P-a.e. ω and for any j = 1, . . . , d,

1

nd

∑
x∈Cd(n)

χ
(n)
j (ω, x)

=
1

nd

∑
y∈Cd−1(n)
0≤xd≤nLd

(
χ
(n)
j (ω, y) +

xd−1∑
k=0

χ
(n)
j

(
τy+kedω, ed

))

=
[nLd] + 1

n

1

nd−1

∑
y∈Cd−1(n)

χ
(n)
j (ω, y) +

1

nd

∑
x∈Cd(n)

[nLd]− xd
n

χj(τxω, ed).

(Here [·] denotes the integer part.) Since E[|χj(ω, x)|] < ∞ for all x ∈ Zd, an
application of the spatial ergodic theorem (see Theorem 3 in [15]) gives that P-a.s.
and in L1(P)

lim
n→∞

1

nd

∑
x∈Cd(n)

[nLd]− xd
n

χj(τxω, ed) =

∫
C

(
Ld − vd

)
dv E

[
χj(ω, ed)

]
= 0.

The claim follows now by induction. Indeed, in each step we use the spatial ergodic
theorem with respect to the subgroup of space shifts to obtain that the limit

lim
n→∞

1

nd−k

∑
x∈Cd−k(n)

[nLd−k]− xd−k
n

χ
(n)
j (τxω, ed−k) =: Fk(ω),

exists P-a.s. and in L1(P) for every k = 0, . . . , d − 1. Further, E[Fk] = 0 and by
construction it is clear that Fk ◦ τe1 = Fk P-a.s. for every k. Hence,

lim
n→∞

1

nd

∑
x∈C(n)

χ
(n)
j (ω, x) =: F (ω),

also exists P-a.s. and in L1(P) and is invariant under τe1 . By symmetry in the above
calculation, F is also invariant under τei , i = 1, . . . , d. Therefore, by using ergodicity
we have that F = 0. �

Proposition 2.9. Suppose Assumption 1.1 holds and assume that E
[
1/ω(e)

]
< ∞.

Then, for any j = 1, . . . , d and P-a.e. ω,

lim
n→∞

1

nd

∑
x∈B(n)

∣∣χ(n)
j (ω, x)

∣∣ = 0. (2.8)

Proof. The following proof is based on an argument similar to the one given in [31].
For any k ∈ N, consider a partition of the cube [−1, 1]d into kd cubes Ci = Ci,k,
i = 1, . . . kd, with side length 1/k. For n ≥ 2k, set Ci(n) = Ci,k(n) := nCi,k ∩Zd. By
construction, B(n) = B(0, n) is contained in the union of the cubes Ci(n). Denoting
by zi ∈ Zd the lattice point approximation of the barycenter of Ci(n), we further
have that Bi(n) = B(zi, 2n/k) ⊃ Ci,k(n).
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Consider a function u : Zd → R. Then, by means of the `1-Poincaré inequality on
Zd (see [23]), we have that∑

x∈Bi(n)

∣∣u(x)
∣∣ ≤ (

1 +
|Bi(n)|
|Ci(n)|

) ∑
x∈Bi(n)

∣∣u(x)− uBi(n)
∣∣ + |Bi(n)|

∣∣uCi(n)∣∣
≤ CP

2n

k

(
1 +
|Bi(n)|
|Ci(n)|

) ∑
x,y∈Bi(n)

x∼y

∣∣u(x)− u(y)
∣∣ + |Bi(n)|

∣∣uCi(n)∣∣
where uB = |B|−1

∑
x∈B u(x) and CP ∈ (0,∞). Mind that the ratio |Bi(n)|/|Ci(n)|

is bounded from above by a constant independent of k. Moreover, any edge {x, y}
with x, y ∈ B(2n) is contained in at most 2d different balls Bi(n). Thus, by summing
over i we obtain∑

x∈B(n)

∣∣u(x)
∣∣ ≤ c

n

k

∑
x,y∈B(2n)

x∼y

∣∣u(x)− u(y)
∣∣ +

∑
1≤i≤kd

|Bi(n)|
∣∣uCi(n)∣∣. (2.9)

Let us now apply (2.9) to χ(n)
j (ω, x) with j = 1, . . . , d. Then, in view of (2.7) and

(2.6), we obtain that for P-a.a. ω

lim sup
n→∞

1

nd

∑
x∈B(n)

∣∣χ(n)
j (ω, x)

∣∣
≤ c

k
E
[
νω(0)

]1/2 ∥∥χj∥∥L2
cov

+
∑

1≤i≤kd

c

kd

∣∣∣∣ lim sup
n→∞

1

(n/k)d

∑
x∈Ci,k(n)

χ
(n)
j (ω, x)

∣∣∣∣
≤ c

k
E
[
νω(0)

]1/2 ∥∥χj∥∥L2
cov
,

and since k is arbitrary, the claim follows. �

Remark 2.10. Under the assumption that E
[
(1/ω(e))p/(2−p)

]
<∞, one can prove by

arguments similar to the ones given in the proof of Lemma 2.8 that ‖χ(n)‖p,B(n) <∞
(cf. also [36]). Combined with the so-called sublinearity on average of the corrector,
proven in Proposition 4.15 in [13] (cf. also [10]), this also allows to deduce (2.8),
but under stronger conditions on the inverse moments.

Remark 2.11. Note that on Zd the `p-Poincaré inequality for p > d also holds. As it
was shown in [19, Théorème 4.1] (mind the typo in the statement), the `p-Poincaré
inequality implies a version of the Gagliardo–Nirenberg inequality. By using this
inequality instead of the `1-Poincaré inequality in the proof of Proposition 2.9, one
can show the following estimate:

max
x∈B(n)

1

n

∣∣χj(ω, x)
∣∣ ≤ c

k

(
1

nd

∑
x∈B(2n)
x∼y

∣∣χj(τxω, y − x)
∣∣p)1/p +

∑
1≤i≤kd

c

kd

∣∣∣( 1
nχj

)
Ci(n)

∣∣∣.
Thus, provided that E

[
|χ(ω, x)|p

]
< ∞ for p > d – which can be established in

certain well mixing situations [26] – the sublinearity of the corrector is immediate
(cf. [16]).
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The next proposition will be proven in a more general context in Section 3 below.

Proposition 2.12. Let p, q ∈ [1,∞) be such that 1/p + 1/q < 2/d. Then, for every
α > 0, there exist γ′ > 0 and κ′ > 0 and c ≡ c(p, q, d) <∞ such that

max
x∈B(n)

∣∣χ(n)
j (ω, x)

∣∣ ≤ c
(

1 ∨
∥∥µω∥∥p,B(2n)

∥∥νω∥∥q,B(2n)

)κ ∥∥χ(n)
j (ω, ·)

∥∥γ′
α,B(2n) (2.10)

for j = 1, . . . , d.

Proof. It is obvious that Zd satisfies the properties of the general graphs considered
in Section 3. Then the assertion for χ(n)

j follows directly from Corollary 3.9 with
σ = 1, σ′ = 1/2 and n replaced by 2n. Note that, in view of (2.4) and (2.3), the
function V ω

j appearing in Corollary 3.9 is given V ω
j (x, y) = 1

n ωxy (yj − xj). �

Proposition 2.6 is now immediate from Proposition 2.12 with the choice α = 1,
Proposition 2.9 and Lemma 2.7.

2.3. Proof of Theorem 1.3. In order to conclude the proof of the invariance prin-
ciple, it remains to show an almost sure uniform control of the corrector, which is a
direct consequence from the sublinearity of corrector established in Section 2.2.

Proposition 2.13. Let T > 0. For P-a.e. ω,

sup
0≤ t≤T

1

n

∣∣∣χ(ω, nX(n)
t

)∣∣∣ −→
n→∞

0 in Pω0 -probability. (2.11)

Proof. We proceed as in [24, 25]. Recall that χ(n)(ω, x) := 1
n χ(ω, x). Fix T > 0,

L > 1 and denote by TL,n the exit time of X(n) from the cube C = [−L,L]d. By
Proposition 2.6, we have

lim
n→∞

sup
0≤ t<TL,n

∣∣∣χ(n)
(
ω, nX

(n)
t

)∣∣∣ = 0, P -a.s.

Hence, we can choose n0 ∈ N such that sup0≤ t<TL,n
∣∣χ(n)

(
ω, nX

(n)
t

)∣∣ < 1 for all
n ≥ n0. Then, for such n we have

Pω0

[
sup

0≤ t≤T

∣∣X(n)
t

∣∣ > L

]
= Pω0

[
TL,n ≤ T, sup

0≤ t<TL,n

∣∣M (n)
t

∣∣ > L− 1

]

≤ Pω0

[
sup

0≤ t≤T

∣∣M (n)
t

∣∣ ≥ L− 1

]
.

Since M (n) converges weakly to a Brownian motion, we have by Doob’s maximal
inequality that there exists c <∞ such that

lim sup
n→∞

Pω0

[
sup

0≤ t≤T

∣∣M (n)
t

∣∣ ≥ L− 1

]
≤ c

L− 1
.
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Thus, for any δ > 0, we have

lim sup
n→∞

Pω0

[
sup

0≤ t≤T

∣∣∣χ(n)
(
ω, nX

(n)
t

)∣∣∣ ≥ δ]

≤ lim sup
n→∞

(
Pω0

[
sup

0≤ t<TL,n

∣∣∣χ(n)
(
ω, nX

(n)
t

)∣∣∣ ≥ δ] + Pω0

[
sup

0≤ t≤T

∣∣X(n)
t

∣∣ ≥ L])

≤ c

L− 1
. (2.12)

Since L > 1 is arbitrary, the claim follows. �

Theorem 1.3 now follows from Proposition 2.5 and Proposition 2.13.

3. MOSER ITERATION ON GENERAL WEIGHTED GRAPHS

Let us consider an infinite, connected, locally finite graph G = (V,E) with vertex
set V and edge set E. We will write x ∼ y if {x, y} ∈ E. A path of length n between
x and y in G is a sequence {xi : i = 0, . . . , n} with the property that x0 = x, xn = y

and xi ∼ xi+1. Let d be the natural graph distance on G, that is, d(x, y) is the
minimal length of a path between x and y. We denote by B(x, r) the closed ball
with center x and radius r, that is, B(x, r) := {y ∈ V | d(x, y) ≤ r}.

The graph is endowed with the counting measure, that is, the measure of A ⊂ V
is simply the number |A| of elements in A. For functions f : A → R, where either
A ⊆ V or A ⊆ E, the `p-norm ‖f‖`p(A) will be taken with respect to the counting
measure. The corresponding scalar products in `2(V ) and `2(E) are denoted by
〈·, ·〉`2(V ) and 〈·, ·〉`2(E), respectively.

For a given set B ⊂ V , we define the relative internal boundary of A ⊂ B by

∂BA :=
{
x ∈ A

∣∣ ∃ y ∈ B \A s.th. {x, y} ∈ E
}

and we simply write ∂A instead of ∂VA.

Assumption 3.1. For some d ≥ 2, the graph G satisfies the following conditions:

(i) volume regularity of order d, that is, there exists Creg ∈ (0,∞) such that

C−1reg r
d ≤ |B(x, r)| ≤ Creg r

d ∀x ∈ V, r ≥ 1. (3.1)

(ii) relative isoperimetric inequality, that is, there exists Criso ∈ (0,∞) such that for
all x ∈ V and r ≥ 1

|∂B(x,r)A|
|A|

≥ Criso

r
∀ A ⊂ B(x, r) s.th. |A| < 1

2 |B(x, r)|. (3.2)

Remark 3.2. The Euclidean lattice, (Zd, Ed), satisfies Assumption 3.1.

Remark 3.3. The following Sobolev inequality (S1
d) holds, that is,(∑

x∈V
|u(x)|d/(d−1)

)(d−1)/d
≤ CS1

∑
{x,y}∈E

∣∣u(x)− u(y)
∣∣ (3.3)
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for all functions u : V → R with finite support.
This can be seen as follows. First, suppose that the graph (V,E) satisfies con-

dition (ii) in Assumption 3.1. Then, by means of a discrete version of the co-area
formula, the classical `1-Poincaré inequality can be easily established; see, for exam-
ple, [34, Lemma 3.3.3]. Second, provided that the counting measure also satisfies
the doubling property and balls in V have a regular volume growth, which are both
ensured by the condition (i) in Assumption 3.1, the `1-Poincaré inequality implies
the usual isoperimetric inequality; see, for example, [20, Proposition. 2.9]. But, the
latter is equivalent to the Sobolev inequality (S1

d), [20, Proposition. 2.3].

Remark 3.4. It is well known [9, 32] that on random graphs, for example, on su-
percritical percolation clusters, the inequality (3.2) holds only on large sets. How-
ever, one can expect that for some θ ∈ (0, 1) and x0 ∈ V the following relative
θ-isoperimetric inequality holds: There exists R0 = R0(x0) < ∞ such that for all
R ≥ R0 (3.2) holds for every B(x, r) ⊂ B(x0, R) with r > Rθ. Nevertheless, as
it was communicated to us by M. Barlow, for functions u with suppu ⊂ B(x0, R)

one can establish a Sobolev-type ineqality (3.3) provided that d is replaced by the
d′ = d/γ with γ ∈ [0, 1− θ) and CS1 is replaced by CS1R

1−γ . Let us stress that since
suppu ⊂ B(x0, R), we obtain even in this situation that(

1

|B(x0, R)|
∑

x∈B(x0,R)

|u(x)|d′/(d′−1)
)(d′−1)/d′

≤ CS1

R

|B(x0, R)|
∑

x,y ∈B(x0,R)
{x,y}∈E

∣∣u(x)− u(y)
∣∣.

In the particular case of supercritical percolation clusters on Zd, a stronger isoperi-
metric inequality has been proven in [32]. More precisely, on the intersection of
the cluster and a box with side length n an isoperimetric inequality with dimension
d′(n) > d is obtained, from which also such a type of Sobolev inequality follows.

Assume that the graph, G, is endowed with positive weights, that is, we consider
a family ω = {ω(e) : e ∈ E} ∈ (0,∞)E . To lighten notation, we set ω(x, y) =

ω(y, x) := ω({x, y}) for all {x, y} ∈ E and ω(x, y) := 0 for all {x, y} 6∈ E. Let us
further define measures µω and νω on V by

µω(x) :=
∑
x∼y

ω(x, y) and νω(x) :=
∑
x∼y

1

ω(x, y)
.

For each non-oriented edge e ∈ E, we specify out of its two endpoints one as its
initial vertex e− and the other one as its terminal vertex e+. Nothing of what will
follow depend on the particular choice. Given a weighted graph (V,E, ω), we define
the discrete Laplacian, Lω, acting on bounded functions f : V → R by(

Lωf
)
(x) :=

∑
x∼y

ω(x, y)
(
f(y)− f(x)

)
= −∇∗(ω∇f)(x),
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where the operators ∇ and ∇∗ are defined by ∇f : E → R and ∇∗F : V → R

∇f(e) := f(e+)− f(e−), and ∇∗F (x) :=
∑

e:e+=x

F (e) −
∑

e:e−=x

F (e)

for f : V → R and F : E → R. Mind that ∇∗ is the adjoint of ∇, that is, for all
f ∈ `2(V ) and F ∈ `2(E), it holds 〈∇f, F 〉`2(E) = 〈f,∇∗F 〉`2(V ). We define the
products f · F and F · f between a function, f , defined on the vertex set and a
function, F , defined on the edge set in the following way:(

f · F
)
(e) := f(e−)F (e), and

(
F · f

)
(e) := f(e+)F (e).

Then the discrete analog of the product rule can be written as

∇(fg) =
(
g · ∇f

)
+
(
∇g · f

)
. (3.4)

In contrast to the continuum setting, a discrete version of the chain rule cannot
be established. However, by means of the estimate (A.1), |∇fα| for f ≥ 0 can be
bounded from above by

1

1 ∨ |α|
∣∣∇fα∣∣ ≤ ∣∣fα−1 · ∇f ∣∣ +

∣∣∇f · fα−1∣∣, ∀α ∈ R. (3.5)

On the other hand, the estimate (A.3) implies the following lower bound

2
∣∣∇fα∣∣ ≥ ∣∣fα−1 · ∇f ∣∣ +

∣∣∇f · fα−1∣∣, ∀α ≥ 1. (3.6)

The Dirichlet form or energy associated to Lω is defined by

Eω(f, g) := 〈f,−Lωg〉`2(V ) = 〈∇f, ω∇g〉`2(E) , Eω(f) ≡ Eω(f, f). (3.7)

For a given function η : B ⊂ V → R, we denote by Eωη2(u) the Dirichlet form where
ω(e) is replaced by 1

2(η2(e−) + η2(e+))ω(e) for e ∈ E. Mind that

Eωη2(u) =
〈
∇u, (η2 · ω)∇u

〉
`2(E)

.

Finally, for any nonempty, finite A ⊂ V and p ∈ [1,∞), we introduce space-
averaged `p-norms on functions f : A→ R by the usual formula

∥∥f∥∥p,A :=

(
1

|A|
∑
x∈A
|f(x)|p

)1/p
and

∥∥f∥∥p,A,µω :=

(
1

|A|
∑
x∈A

µω(x) |f(x)|p
)1/p
.

3.1. Sobolev inequality. The main objective in this subsection is to establish a
weighted version of Sobolev inequality (S2

d) which is the key that allows us to use
Moser’s iteration technique. Starting point for our further considerations is the
Sobolev inequality (S1

d) on the unweighted graph (V,E) in Remark 3.3∥∥u∥∥
`d/(d−1)(V )

≤ CS1

∥∥∇u∥∥`1(E) (3.8)

for any function u on V with finite support. Our task is to establish a corresponding
version on a weighted graph. For this purpose, define for q ≥ 1

ρ = ρ(d, q) :=
d

(d− 2) + d/q
. (3.9)
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Notice that ρ(d, q) is monotone increasing in q and converges as q tends to infinity
to d/(d− 2). Moreover, ρ(d, d/2) = 1.

Proposition 3.5 (Sobolev inequality). Suppose that the graph, G = (V,E), satisfies
Assumption 3.1 and let B ⊂ V be finite and connected. Consider a non-negative
function η with

supp η ⊂ B, 0 ≤ η ≤ 1 and η ≡ 0 on ∂B.

Then, for any q ∈ [1,∞), there exists CS ≡ C S(d, q) <∞ such that for any u : V → R,∥∥(η u)2
∥∥
ρ,B ≤ CS |B|

2
d

∥∥νω∥∥q,B (Eωη2(u)

|B|
+
∥∥∇η∥∥2`∞(E)

∥∥u2∥∥1,B,µω). (3.10)

If d ≥ 3, (3.10) also holds for q =∞.

Remark 3.6. By Hölder’s inequality with 1/p+ 1/p∗ = 1 and p ∈ (1,∞], we have∥∥(η u)2
∥∥
ρ/p∗,B,µω ≤

∥∥µω∥∥p∗/ρp,B

∥∥(η u)2
∥∥
ρ,B,µω .

Thus, in view of (3.10), we obtain that∥∥(η u)2
∥∥
r,B,µω ≤ CS |B|2/d

∥∥νω∥∥q,B ∥∥µω∥∥1/rp,B

(Eωη2(u)

|B|
+
∥∥∇η∥∥2`∞(E)

∥∥u2∥∥1,B,µω),
(3.11)

where r ≡ r(d, p, q) := ρ(d, q)/p∗ =
(
d− d/p

)
/
(
d− 2 + d/q

)
.

Proof. First of all notice that ∇(ηu) = η · ∇u+∇η · u due to (3.4). This implies that

Eω(η u) ≤ 2 Eωη2(u) + 2
∥∥∇η∥∥2`∞(E)

∥∥u2µω∥∥`1(B). (3.12)

Hence, it suffices to prove that for any function v : V → R with supp v ⊂ B∥∥v2∥∥ρ,B ≤ CS

2
|B|2/d

∥∥νω∥∥
q,B

Eω(v)

|B|
. (3.13)

But, an application of (3.8) to the function |v|α with α = 2ρ(q, d)(d− 1)/d yields∥∥|v|α∥∥
`d/(d−1)(V )

≤ CS1

∥∥∇|v|α∥∥`1(E)

≤ 2CS1 max{1, α}
∥∥|v|α−1 · ∇|v|∥∥`1(E), (3.14)

where we used (3.5) in the last step. By using the Cauchy–Schwarz inequality, we
find ∥∥|v|α−1 · ∇|v|∥∥`1(E) ≤ |B|

1/2 Eω(v)1/2
∥∥|v|2(α−1) νω∥∥1/21,B, (3.15)

where we used that Eω(|v|) ≤ Eω(v). If q = 1, then α = 1 and (3.13) follows
immediately from (3.14) and (3.15) after normalizing the norms. In the case q > 1,
Hölder’s inequality with 1/q + 1/q∗ = 1 and q ∈ (1,∞] yields∥∥|v|2(α−1) νω∥∥1/21,B ≤

∥∥|v|2(α−1)∥∥1/2q∗,B

∥∥νω∥∥1/2q,B.

But, due to the definition of ρ(q, d), we have that αd/(d − 1) = 2q∗(α − 1) = 2ρ.
Thus, combining the last estimate with (3.14) and (3.15) and solving for ‖v2‖ρ,B,
(3.13) is immediate. �
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3.2. Maximum inequality for Poisson equations. In this section, our main objec-
tive is to establish a maximum inequality for the solution of a particular Poisson
equation where the right-hand side is in divergence form. More precisely, denote
by u the solution of

Lωu = ∇∗V ω, on B ⊂ V finite (3.16)

where V ω : E → R is given by

V ω(e) := ω(e)∇f(e) (3.17)

for some function f : V → R.

Theorem 3.7. For any x0 ∈ V and n ≥ 1 let B(n) ≡ B(x0, n). Suppose that Lωu =

∇∗V ω on B(n). Assume that the function f in (3.17) satisfies |∇f(e)| ≤ 1/n for all
e ∈ E. Then, for any p, q ∈ (1,∞] with

1

p
+

1

q
<

2

d
(3.18)

there exists γ ∈ (0, 1], κ ≡ κ(d, p, q) ∈ (1,∞) and C1 ≡ C1(d) < ∞ such that for all
1/2 ≤ σ′ < σ ≤ 1

max
x∈B(σ′n)

|u(x)| ≤ C1

(
1 ∨ ‖µω‖p,B(n) ‖νω‖q,B(n)

(σ − σ′)2

)κ ∥∥u∥∥γ2ρ,B(σn), (3.19)

where ρ = ρ(q, d) is given by (3.9).

As a first step, we establish the following lemma.

Lemma 3.8. Let B be a connected, finite subset of V and η be a nonnegative function
with supp η ⊂ B, bounded by 1 and η ≡ 0 on ∂B. Suppose that Lωu = ∇∗V ω on B.
Then there exists C2 <∞ such that for all α ≥ 1

Eωη2(ũα)

|B|
≤ C2

α4

(2α−1)2
∥∥∇η∥∥2`∞(E)

∥∥u∥∥2α2α,B,µω
+ C2

α4

(2α−1)2
∥∥∇f∥∥2`∞(E)

∥∥u∥∥2(α−1)2(α−1),B,µω

+ C2
α2

2α−1
∥∥(∇η)(∇f)

∥∥
`∞(E)

∥∥u∥∥2α−1(2α−1),B,µω , (3.20)

where ũα denotes the function ũα := |u|α · signu.

Proof. Since u solves the Poisson equation Lωu = ∇∗V ω, (3.7) implies〈
∇(η2ũ2α−1), ω∇u

〉
`2(E)

=
〈
η2ũ2α−1,−Lωu

〉
`2(V )

= −
〈
∇(η2ũ2α−1), V ω

〉
`2(E)

.

Hence,〈
η2 · ∇ũ2α−1, ω∇u

〉
`2(E)

≤
∥∥ω (∇u) (∇η2) · |u|2α−1

∥∥
`1(E) +

∥∥∇(η2ũ2α−1)V ω
∥∥
`1(E). (3.21)
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As an immediate consequence of (A.2), we get〈
η2 · ∇ũ2α−1, ω∇u

〉
`2(E)

≥ 2α−1
α2 Eωη2(ũα). (3.22)

The constant c ∈ (0,∞) appearing in the computations below is independent of α
but may change from line to line. Consider the first term on the right-hand side of
(3.21). Since (A.4) is applicable after a suitable symmetrization, we find∥∥ω (∇u) (∇η2) · |u|2α−1

∥∥
`1(E) ≤ c

∥∥ω (∇ũα) (∇η2) · |u|α
∥∥
`1(E)

≤ c ε Eωη2(ũα) +
c

ε

∥∥∇η∥∥2`∞(E)

∥∥|u|2αµω∥∥`1(B),

where we used the Young’s inequality |ab| ≤ 1
2(εa2 + b2/ε). On the other hand, by

(3.4) the second term on the right-hand side of (3.21) reads∥∥η2 · (∇ũ2α−1)V ω
∥∥
`1(E) +

∥∥V ω (∇η2) · |u|2α−1)
∥∥
`1(E).

Since η is bounded by 1,∥∥V ω∇η2 · |u|2α−1
∥∥
`1(E) ≤ 2

∥∥(∇η)(∇f)
∥∥
`∞(E)

∥∥|u|2α−1µω∥∥`1(B).

By applying (A.1) and again Young’s inequality, we find∥∥η2 · (∇ũ2α−1)V ω
∥∥
`1(E) ≤ c

∥∥η2 |u|α−1 · ω (∇ũα) (∇f)
∥∥
`1(E)

≤ c ε Eωη2(ũα) +
c

ε

∥∥∇f∥∥2`∞(E)

∥∥|u|2(α−1)µω∥∥`1(B)

Hence, by combining the estimates above and solving for Eωη2(ũα), we obtain(
1− c ε α2

2α−1

) Eωη2(ũα)

|B|
≤ a+ b

with

a =
c

ε
α2

2α−1

(∥∥∇η∥∥2`∞(E)

∥∥|u|2α∥∥1,B,µω +
∥∥∇f∥∥2`∞(E)

∥∥|u|2(α−1)∥∥1,B,µω)
and

b = c α2

2α−1
∥∥(∇η)(∇f)

∥∥
`∞(E)

∥∥|u|2α−1∥∥1,B,µω .
By choosing ε = (2α− 1)/2c α2, the assertion follows. �

Proof of Theorem 3.7. For fixed 1/2 ≤ σ′ < σ ≤ 1, consider a sequence {B(σkn)}k
of balls with radius σkn centered at some x0, where

σk = σ′ + 2−k(σ − σ′) and τk = 2−k−1(σ − σ′), k = 0, 1, . . .

Mind that σk = σk+1 + τk and σ0 = σ. Note that for any p, q ∈ (1,∞) the condition
in (3.18) implies that ρ > p∗ ≡ p/(p− 1). Hence, by setting αk = (ρ/p∗)

k, we have
that αk > 1 for every k ≥ 1.

Let ηk be a cut-off function with supp ηk ⊂ B(σkn) having the property that ηk ≡
1 on B(σk+1n), ηk ≡ 0 on ∂B(σkn) and ηk decays linearly on B(σkn)\B(σk+1n). In
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B(σk+1n)

B(σkn)

ηk

V

1 0

FIGURE 1. Ilustration of both the balls B(σkn) and B(σk+1n) and
the corresponding cut-off function ηk

particular, this choice of ηk implies that |∇ηk(e)| ≤ 1/τkn for all e ∈ E. By applying
the Sobolev inequality (3.10) to ũαk and using Hölder’s inequality, we obtain∥∥(η ũαk)2

∥∥
ρ,B(σkn)

≤ CS |B(σkn)|2/d
∥∥νω∥∥q,B(σkn)

(Eω
η2k

(ũαk)

|B(σkn)|
+
‖µω‖p,B(σkn)

(τkn)2
∥∥ũ2αk∥∥p∗,B(σkn)

)
.

On the other hand, by means of Jensen’s inequality we obtain from (3.20) that

Eω
η2k

(ũαk)

|B(σkn)|
≤ 3C2

∥∥µω∥∥p,B(σkn)

(
αk
τkn

)2 ∥∥u∥∥2αkγk2αkp∗,B(σkn)
,

where γk = 1 if ‖u‖2αkp∗,B(σkn) ≥ 1 and γk = 1 − 1
αk

if ‖u‖2αkp∗,B(σkn) < 1. By
combining these two estimates and using that αk+1p∗ = αkρ, we find

∥∥u∥∥2αk+1p∗,B(σk+1n) ≤
(
c

22k α2
k

(σ − σ′)2
∥∥µω∥∥p,B(n)

∥∥νω∥∥q,B(n)

)1/(2αk) ∥∥u∥∥γk2αkp∗,B(σkn)

for some c <∞. By iterating the inequality above and using the fact that

max
x∈B(σ′n)

|u(x)| ≤ |B(σnn)|1/(2αnp∗)
∥∥u∥∥2αnp∗,B(σnn) ≤ c

∥∥u∥∥2αnp∗,B(σnn)

we get

max
x∈B(σ′n)

|u(x)| ≤ C1

n∏
k=1

(
‖µω‖p,B(n) ‖νω‖q,B(n)

(σ − σ′)2

)1/(2αk) ∥∥u∥∥γ2ρ,B(σn)

where 0 < γ =
∏∞
k=1 γk ≤ 1 and C1 < ∞ is a constant independent of k, since∑∞

k=0 k/αk < ∞. Finally, choosing κ = 1
2

∑∞
k=0 1/αk < ∞, the claim is immediate.

�
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Corollary 3.9. Suppose u satisfies the assumptions of Theorem 3.7. Then, for all
α ∈ (0,∞) and for any 1/2 ≤ σ′ < σ ≤ 1, there exists C3 < ∞, γ′ ≡ γ′(γ, α, ρ) and
κ′ ≡ κ′(κ, γ, α, ρ) <∞ such that

max
x∈B(σ′n)

|u(x)| ≤ C3

(
1 ∨ ‖µω‖p,B(n) ‖νω‖q,B(n)

(σ − σ′)2

)κ′ ∥∥u∥∥γ′α,B(σn). (3.23)

Proof. In view of (3.19), for any α > 2ρ the statement (3.23) is an immediate
consequence of Jensen’s inequality. It remains to consider the case α ∈ (0, 2ρ). But
from (3.19) we have for any 1/2 ≤ σ′ < σ ≤ 1

max
x∈B(σ′n)

|u(x)| ≤ C2

(
1 ∨ ‖µω‖p,B(n) ‖νω‖q,B(n)

(σ − σ′)2

)κ ∥∥u∥∥γ2ρ,B(σn). (3.24)

The remaining part of the proof follows the arguments in [35, Theorem 2.2.3]. In
the sequel, let 1/2 ≤ σ′ < σ ≤ 1 be arbitrary but fixed and set σk = σ − 2−k(σ − σ′)
for any k ∈ N0. Now, by Hölder’s inequality, we have for any α ∈ (0, 2ρ)∥∥u∥∥2ρ,B(σkn) ≤

∥∥u∥∥θα,B(σkn)

∥∥u∥∥1−θ∞,B(σkn)

where θ = α/2ρ. Hence, in view of (3.24) and the volume regularity which implies
that |B(σn)|/|B(σ′n)| ≤ C2

reg2d, it holds that∥∥u∥∥∞,B(σk−1n) ≤ 22κk J
∥∥u∥∥γθα,B(σn)

∥∥u∥∥γ−γθ∞,B(σkn)
,

where we introduced J = c
(
1∨‖µω‖p,B(n) ‖νω‖q,B(n)/(σ−σ′)2

)κ to lighten notation.
By iteration, we get∥∥u∥∥∞,B(σ′n) ≤ 22κ

∑i−1
k=0(k+1)(γ−γθ)k

(
J
∥∥u∥∥γθα,B(σn)

)∑i−1
k=0(γ−γθ)

k ∥∥u∥∥(γ−γθ)i∞,B(σin)
.

Since γ(1− θ) ∈ (0, 1), as i tends to infinity, this yields

max
x∈B(σ′n)

|u(x)| ≤ 2
2κ

(1−γ+γθ)2 J
1

1−γ+γθ
∥∥u∥∥ γθ

1−γ+γθ
α,B(σn)

and (3.23) is immediate. �

APPENDIX A. TECHNICAL ESTIMATES

In this section, we provide proofs of some technical estimates needed in the proof
of the Moser iteration. In a sense, some of them may be seen as a replacement for
a discrete chain rule. Some extra care is required since the solution of the Poisson
equation may be negative.

Lemma A.1. For a ∈ R, we write ãα := |a|α · sign a for any α ∈ R \ {0}.
(i) For all a, b ∈ R and any α, β 6= 0,∣∣ãα − b̃α∣∣ ≤ (

1 ∨
∣∣∣α
β

∣∣∣) ∣∣ãβ − b̃β∣∣ ( |a|α−β + |b|α−β
)
. (A.1)
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(ii) For all a, b ∈ R and any α > 1/2,(
ãα − b̃α

)2 ≤ ∣∣∣∣ α2

2α− 1

∣∣∣∣ (a− b) (ã2α−1 − b̃2α−1). (A.2)

In particular, if a, b ∈ R+ then (A.2) holds for all α 6∈ {0, 1/2}.
(iii) For all a, b ∈ R and any α, β ≥ 0,(

|a|α + |b|α
) ∣∣ãβ − b̃β

∣∣ ≤ 2
∣∣ãα+β − b̃α+β

∣∣. (A.3)

(iv) For all a, b ∈ R and any α ≥ 1/2,(
|a|2α−1 + |b|2α−1

) ∣∣a− b∣∣ ≤ 4
∣∣ãα − b̃α∣∣ (|a|α + |b|α

)
. (A.4)

Proof. (i) First of all assume that a, b ≥ 0 or a, b ≤ 0. Then, for all α, β 6= 0,∣∣ãα − b̃α∣∣ =
∣∣|a|α − |b|α∣∣ =

∣∣∣∣α ∫ |a|
|b|

tβ−1 tα−β dt

∣∣∣∣ ≤ ∣∣∣∣αβ
∣∣∣∣( max

t∈[|b|,|a|]
tα−β

)∣∣ãβ − b̃β∣∣.
Since t 7→ tα−β for t ≥ 0 is monotone decreasing if α − β < 0 and monotone
increasing if α− β > 0, the maximum is attained at one of the boundary points. In
particular, maxt∈[|b|,|a|] t

α−β ≤ |a|α−β + |b|α−β. On the other hand, for a ≥ 0, b ≤ 0

or a ≤ 0, b ≥ 0, it holds that
∣∣ãα − b̃α∣∣ = |a|α + |b|α. Hence,∣∣ãα − b̃α∣∣ ≤ (

|a|β + |b|β
)(
|a|α−β + |b|α−β

)
=
∣∣ãβ − b̃β∣∣(|a|α−β + |b|α−β

)
.

(ii) Notice that for all a, b ∈ R and for any α > 0,(
ãα − b̃α

)2
=

(
α

∫ a

b
|t|α−1 dt

)2
.

Hence, for any α > 1/2, an application of the Cauchy–Schwarz inequality yields(
α

∫ a

b
|t|α−1dt

)2
≤ α2

∫ a

b
dt

∫ a

b
|t|2α−2dt =

α2

2α− 1

(
a− b

) (
ã2α−1 − b̃2α−1

)
.

(iii) Let us first assume that a ≥ 0, b ≤ 0 or a ≤ 0, b ≥ 0. Then, for all α, β ≥ 0,(
|a|α + |b|α

) ∣∣ãβ − b̃β
∣∣ =

(
|a|α + |b|α

) (
|a|β + |b|β

)
= 2

(
|a|α+β + |b|α+β

)
−
(
|a|α − |b|α

)(
|a|β − |b|β

)
.

One sees easily that the last term is positive as long as α, β ≥ 0. It remains to
consider the case when a, b ≥ 0 or a, b ≤ 0. Since the assertion is trivial, if a = 0,
we assume that a 6= 0 and set z = b/a ≥ 0. Then the left-hand side of (A.3) reads(
1 + zα

) ∣∣1 − zβ∣∣. Provided that α ≥ 0, by distinguishing two cases, z ∈ [0, 1) or
z ≥ 1, we obtain(

1 + zα
) ∣∣1− zβ∣∣ = 2

∣∣1− zα+β∣∣ − ∣∣1− zα∣∣ (1 + zβ
)
≤ 2

∣∣1− zα+β∣∣.
This completes the proof.

(iv) The assertion follows immediately from (A.1) and (A.3). �
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