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The paper gives irrationality measures for the values of some Gauss hypergeometric functions both in the archimedean and $p$-adic case. Further, an improvement of general results is obtained in the case of logarithmic function.

## Introduction

We shall consider the irrationality measures of the values of Gauss hypergeometric function

$$
F(z)={ }_{2} F_{1}\left(\left.\begin{array}{c|c}
1, b  \tag{1}\\
c
\end{array} \right\rvert\, z\right)=\sum_{n=0}^{\infty} \frac{(b)_{n}}{(c)_{n}} z^{n}
$$

where $b, c \neq 0,-1,-2, \ldots$ are rational parameters, and $(b)_{0}=1,(b)_{n}=b(b+$ 1) $\ldots(b+n-1), n=1,2, \ldots$ The irrationality and linear independence measures of the values of $F$ are considered in many works both in the general case and in some interesting special cases, see [1] [2], [4], [6], [7], [8], [9], [10], [11], [13], [14], [15], [16], [17], [18], [19], [20] and [23]. Also the transcendence of the values of $F$ at algebraic points is considered in the important papers [3], [5] and [24].

In the present work we first give using Padé type approximations an irrationality measure for $F(r / s)$ with certain values $r / s \in \mathbf{Q}$, both in the archimedean and $p$ adic case. In many special values of $b$ and $c$ these general results can be sharpened by the careful consideration of the arithmetic properties of the coefficients of the approximation polynomials. This idea was first realised for the binomial function by Chudnovsky [8], and then in some other cases in [10], [13], [14] and [20]. Here we shall deduce a general criterion to find a common factor for the coefficients of our approximation polynomials and then apply this criterion to the logarithmic function to obtain a generalisation of the nice work of Rukhadze [20].

## Results and notations

We shall denote by $\mathbb{Q}_{v}$ the $v$-adic completion of $\mathbb{Q}$, where $v \in\{\infty$, primes $p\}$, in particular $\mathbb{Q}_{\infty}=\mathbb{R}$. For an irrational number $\theta \in \mathbb{Q}_{v}$, we shall call an irrationality measure $m_{v}(\theta)$ of $\theta$ the infimum of $m$ satisfying the following condition: for any $\varepsilon>0$ there exists an $H_{0}=H_{0}(\varepsilon)$ such that

$$
\left|\theta-\frac{P}{Q}\right|_{v}>H^{-m-\varepsilon}
$$

for all rationals $P / Q$ satisfying $H=\max \{|P|,|Q|\}>H_{0}$. In the following we denote $m_{\infty}(\theta)=m(\theta)$. All our measures are effective in the sense that $H_{0}$ can be effectively determined.

Throughout this paper we shall assume that $c>b>0, b=a / f, c=g / h$, where $a, f, g, h$ are natural numbers such that $(a, f)=(g, h)=1$. Let us denote $B=b-1=E / F, C=c-b-1=G / H$ with $E, G \in \mathbb{Z}, F, H \in \mathbf{N},(E, F)=$ $(G, H)=1$. Further, let $L=$ l.c.m. $(F, H)$, and use $H^{*}$ to denote the denominator of $h / H$ (therefore $H^{*} \mid H$ ). We shall also need the notations

$$
\mu_{F}=\prod_{p \mid F} p^{\frac{1}{p-1}}, \quad \lambda(h)=\frac{h}{\phi(h)} \sum_{\substack{i=1 \\(i, h)=1}}^{h} \frac{1}{i}
$$

to state the following result.
Theorem 1. If $r / s \in(-1,1)$ is a non-zero rational number satisfying

$$
(r, s)=1, \quad L H^{*} \mu_{L} \mu_{H^{*}} e^{\lambda(h)}(\sqrt{s}-\sqrt{s-r})^{2}<1
$$

then

$$
m\left(F\left(\frac{r}{s}\right)\right) \leq 1-\frac{2 \ln (\sqrt{s}+\sqrt{s-r})+\lambda(h)+\ln \left(L H^{*} \mu_{L} \mu_{H^{*}}\right)}{2 \ln |\sqrt{s}-\sqrt{s-r}|+\lambda(h)+\ln \left(L H^{*} \mu_{L} \mu_{H^{*}}\right)} .
$$

As a $p$-adic analogue of this result we state the following sharpening of [17].
Theorem $1 p$. Suppose that $p$ is a prime such that $p \nmid f h$. If $r / s>1$ is a rational number satisfying

$$
|r / s|_{p}<1, \quad(r, s)=1, \quad L H^{*} \mu_{L} \mu_{H^{*}} e^{\lambda(h)} r|r|_{p}^{2}<1
$$

then

$$
m_{p}\left(F\left(\frac{r}{s}\right)\right) \leq \frac{2 \ln |r|_{p}}{2 \ln |r|_{p}+\ln r+\lambda(h)+\ln \left(L H^{*} \mu_{L} \mu_{H^{*}}\right)}
$$

(in writing $m_{p}(f(\ldots))$ we always think of $f$ as a corresponding $p$-adic series).
If $b=1, c=2$, then Theorem $1 p$ implies for the $p$-adic logarithm the following

Corollary $1 p$. If $r / s>1$ is a rational number satisfying

$$
|r / s|_{p}<1, \quad(r, s)=1, \quad \operatorname{er}|r|_{p}^{2}<1
$$

then

$$
m_{p}\left(\log \left(1-\frac{r}{s}\right)\right) \leq \frac{2 \ln |r|_{p}}{2 \ln |r|_{p}+\ln r+1}
$$

In particular, for all $p^{\prime}>e$ we have

$$
m_{p}\left(\log \left(1-p^{l}\right)\right) \leq \frac{2 l \ln p}{l \ln p-1}
$$

For the real logarithm we obtain, by Theorem 1, the well-known result

$$
m\left(\log \left(1-\frac{r}{s}\right)\right) \leq 1-\frac{2 \ln (\sqrt{s}+\sqrt{s-r})+1}{2 \ln |\sqrt{s}-\sqrt{s-r}|+1}
$$

if $r / s \in[-1,1)$ is a rational number satisfying

$$
e(\sqrt{s}-\sqrt{s-r})^{2}<1
$$

To get a sharpening of this result we define, for a rational $\alpha=u / v \in(0,1], u, v \in$ $\mathbb{N},(u, v)=1$, the subsets $I_{1}$ and $I_{2}$ of $\{1, \ldots, v-1\}$ such that

$$
i \in I_{1} \quad \text { iff } \quad[\alpha i]+1=\left[\alpha i+\frac{\alpha}{2}\right], \quad i \in I_{2} \quad \text { iff } \quad[\alpha i]=\left[\alpha i+\frac{\alpha}{2}\right]
$$

Let then

$$
\tau_{1}(\alpha)=\frac{1}{v}\left(\sum_{i \in I_{1}}\left(\Psi\left(\frac{1+[\alpha i]}{u}\right)-\Psi\left(\frac{i}{v}\right)\right)+\sum_{i \in I_{2}}\left(\Psi\left(\frac{2 i-[\alpha i]}{2 v-u}\right)-\Psi\left(\frac{i}{v}\right)\right)\right)
$$

where $\Psi$ is the digamma function (see e.g. [12], pp. 15-20). Further with a given rational $\beta \geq \alpha$ we define

$$
A(\alpha, \beta, z)=\min _{0<\rho<|z|+\frac{1}{2}(1-\operatorname{sgn} z)}\left(\frac{(\rho+|z|)(\rho+|z|-\operatorname{sgn} z)^{\beta}}{\rho^{\alpha}}\right)
$$

for all $z \geq 1$ or $z<0$, and

$$
R(\alpha, \beta, z)=\max _{0 \leq t \leq 1} \frac{t(1-t)^{\beta}}{(1-z t)^{\alpha}}
$$

for all $z \in[-1,1)$.

Theorem 2. If

$$
Q(\alpha)=e^{2-\alpha-\tau_{1}(\alpha)}|r|^{2-\alpha} A\left(\alpha, 1, \frac{s}{r}\right), \quad R(\alpha)=e^{2-\alpha-\tau_{1}(\alpha)}|r|^{2} s^{-\alpha} R\left(\alpha, 1, \frac{r}{s}\right)
$$

then

$$
m\left(\log \left(1-\frac{r}{s}\right)\right) \leq \inf _{\alpha}^{*}\left\{1-\frac{\ln Q(\alpha)}{\ln R(\alpha)}\right\}
$$

where $\inf _{\alpha}$ means that for a given non-zero rational $r / s \in[-1,1)$ the infimum is taken over all rationals $\alpha \in(0,1]$ satisfying $R(\alpha)<1$.

As numerical examples we give the following list, where $u$.b. means the obtained upper bound for $m(\log (1-r / s))$.

| $\frac{r}{3}$ | $\alpha$ | u.b. | u.b. $(\alpha=1)$ |
| :---: | :---: | :---: | :---: |
| -1 | $\frac{6}{7}$ | $3.891399 \ldots$ | $4.6221 \ldots$ |
| $-\frac{2}{3}$ | $\frac{18}{19}$ | $9.7551 \ldots$ | $11.1449 \ldots$ |
| $-\frac{3}{5}$ | $\frac{30}{31}$ | $53.8149 \ldots$ | $90.7656 \ldots$ |
| $-\frac{1}{2}$ | $\frac{12}{13}$ | $3.3317 \ldots$ | $3.5474 \ldots$ |
| $-\frac{1}{3}$ | $\frac{16}{17}$ | $3.1105 \ldots$ | $3.2240 \ldots$ |
| $-\frac{7}{30}$ | $\frac{160}{161}$ | $619.5803 \ldots$ | $1798.6314 \ldots$ |
| $-\frac{1}{120}$ | $\frac{578}{579}$ | $2.3854 \ldots$ | $2.3862 \ldots$ |
| $\frac{1}{15}$ | $\frac{68}{69}$ | $2.6411 \ldots$ | $2.6535 \ldots$ |
| $\frac{3}{20}$ | $\frac{88}{89}$ | $5.7392 \ldots$ | $5.7977 \ldots$ |

In the first row of this list we have Rukhadze's [20] measure for $\log 2$. However we note that in some other cases, e.g. if $r / s=-1 / 2,-1 / 3$, we are not able to reach the measures announced in [20].

## Padé type approximations

We use $l, m$ and $n$ to denote positive integer parameters satisfying $l \leq \min \{m, n\}$. In the proof of our theorems 1 and $1 p$ we shall use only the choice $l=m=n$, but in some interesting cases like in Theorem 2 some other choices are better. Therefore we give our next lemmas in the general form.

Let us define the polynomial $A_{l, m, n}(z)$ by

$$
\begin{align*}
A_{l, m, n}(z) & =\frac{1}{z^{B}(1-z)^{C}} \frac{1}{l!}\left(\frac{d}{d z}\right)^{l}\left(z^{n+B}(1-z)^{m+C}\right),  \tag{2}\\
& =(-1)^{l} z^{n}(1-z)^{m-l} \sum_{k=0}^{l}\binom{n+B}{k}\binom{m+C}{l-k}\left(\frac{z-1}{z}\right)^{k} \\
& \left.=\frac{(-m-C)_{l}}{l!} z^{n}(1-z)^{m-l} F_{1}\binom{-n-B,-l}{1+m+C-l} \frac{z-1}{z}\right) .
\end{align*}
$$

Thus the polynomial $A_{l, m, n}$ is of degree $\leq n+m-l$ and has a zero of order $\geq n-l$. By defining

$$
\begin{aligned}
Q_{l, m, n}(z) & =z^{n+m-l} A_{l, m, n}\left(\frac{1}{z}\right) \\
& =\frac{(-m-C)_{t}}{l!}(z-1)^{m-l}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-n-B,-l \\
1+m+C-l
\end{array} \right\rvert\, 1-z\right) \\
& =\frac{(-m-n-B-C)_{l}}{l!}(z-1)^{m-l}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-n-B,-l \\
-n-m-B-C
\end{array} \right\rvert\, z\right)
\end{aligned}
$$

we get a polynomial of degree $\leq m$, where the last equality is obtained using the formula $2.10(1)$ of [12].

The function $F(z)$ has for all $|z|<1$ an integral representation

$$
\begin{equation*}
F(z)=\frac{\Gamma(c)}{\Gamma(c-b) \Gamma(b)} \int_{0}^{1} \frac{\omega(t)}{1-z t} d t, \quad \omega(t)=t^{b-1}(1-t)^{c-b-1} \tag{3}
\end{equation*}
$$

Therefore, for all $0<|z|<1$,

$$
\begin{aligned}
& Q_{l, m, n}(z) F(z)=\frac{\Gamma(c)}{\Gamma(c-b) \Gamma(b)} \int_{0}^{1} \frac{Q_{l, m, n}(z) \omega(t)}{1-z t} d t \\
& =\frac{\Gamma(c)}{\Gamma(c-b) \Gamma(b)}\left(z^{n+m-l-1} \int_{0}^{1} \frac{A_{l, m, n}(1 / z)-A_{l, m, n}(t)}{\frac{1}{z}-t} \omega(t) d t\right. \\
& \left.+z^{n+m-l} \int_{0}^{1} \frac{A_{l, m, n}(t) \omega(t)}{1-z t} d t\right)=z^{n+m-l-1} B_{l, m, n}(1 / z)+R_{l, m, n}(z)
\end{aligned}
$$

with obvious definitions of the polynomial $B_{l, m, n}$ and the function $R_{l, m, n}$.
We next consider more closely the remainder function $R_{l, m, n}$. If

$$
f(z)=z^{n+B}(1-z)^{m+C}
$$

then, by partial integration and our assumption $l \leq \min \{m, n\}$,

$$
\begin{align*}
& R_{l, m, n}(z)=\frac{\Gamma(c)}{\Gamma(c-b) \Gamma(b)} \frac{z^{n+m-l}}{l!} \int_{0}^{1} \frac{f^{(l)}(t)}{1-z t} d t  \tag{4}\\
& =\cdots=\frac{(-1)^{l} \Gamma(c)}{\Gamma(c-b) \Gamma(b)} z^{n+m} \int_{0}^{1} \frac{f(t)}{(1-z t)^{l+1}} d t \\
& =(-1)^{l} z^{n+m} \frac{\Gamma(c) \Gamma(m+c-b) \Gamma(n+b)}{\Gamma(c-b) \Gamma(b) \Gamma(n+m+c)} 2_{1}\left(\left.\begin{array}{c}
l+1, n+b \\
n+m+c
\end{array} \right\rvert\, z\right) . \\
& =(-1)^{l} z^{n+m} \frac{(b)_{n}(c-b)_{m}}{(c)_{n+m}}{ }_{2} F_{1}\left(\left.\begin{array}{c}
l+1, n+b \\
n+m+c
\end{array} \right\rvert\, z\right) .
\end{align*}
$$

Therefore the Taylor expansion of $R_{l, m, n}$ has rational coefficients and vanishes at $z=0$ at least to the order $n+m$.

By the above considerations we now have the approximation formula

$$
\begin{equation*}
R_{l, m, n}(z)=Q_{l, m, n}(z) F(z)-P_{l, m, n}(z) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{l, m, n}(z)=z^{n+m-l-1} B_{l, m, n}\left(\frac{1}{z}\right) \tag{6}
\end{equation*}
$$

is a polynomial of degree $n+m-l-1$. Thus (5) is an identity with rational coefficients, and therefore we can use it also in other metrics if the series converge.

## The estimation of the polynomials and the remainder term

Let us suppose that $l=[\alpha n], m=[\beta n]$, where $\alpha$ and $\beta$ are rationals satisfying $0<\alpha \leq \min \{1, \beta\}$, and let us denote

$$
P_{n}(z)=P_{l, m, n}(z), \quad Q_{n}(z)=Q_{l, m, n}(z), \quad R_{n}(z)=R_{l, m, n}(z)
$$

We shall first estimate the remainder term $R_{n}(z)$. Let $\delta=\delta(v)$ be 1 , if $v=\infty$, and 0 , if $v=p$. By $c_{1}, c_{2}, \ldots$ we shall denote positive constants independent of $n$. We now obtain the following
Lemma 1. If $|z|_{v}<1$ and in the finite case $v \nmid f h$, then we have

$$
\left|R_{n}(z)\right|_{v} \leq c_{1} n^{1-\delta}\left(|z|_{v}^{1+\beta} R(\alpha, \beta, z)^{\delta}\right)^{n}
$$

for all $n \geq c_{2}$. In the archimedean case the bound on the right-hand side of this inequality is an asymptotic for $\left|R_{n}(z)\right|(n \rightarrow \infty)$.
Remark 1. In the archimedean case the bound holds at the point $z=-1$, too.
Proof. In the archimedean case the result follows immediately from the integral representation (4) of $R_{l, m, n}(z)$.

To prove the finite case we denote

$$
Q_{n}(z)=\sum_{j=0}^{m} q_{j} z^{j}, \quad F(z)=\sum_{j=0}^{\infty} f_{j} z^{j}
$$

By (5) we then have

$$
R_{n}(z)=\sum_{k=m+n}^{\infty}\left(\sum_{j=0}^{m} q_{j} f_{k-j}\right) z^{k}=z^{m+n} \sum_{k=0}^{\infty} e_{k} z^{k}
$$

where

$$
e_{k}=\sum_{j=0}^{m} q_{j} f_{k+m+n-j}, \quad k=0,1, \ldots
$$

Because $q_{j}$ are $v$-integers (i.e. $\left|q_{j}\right|_{v} \leq 1$ ), it follows that

$$
\left|e_{k}\right|_{v} \leq \max _{0 \leq j \leq m}\left\{\left|f_{k+m+n-j}\right|_{v}\right\}
$$

Here

$$
f_{k+m+n-j}=\frac{h^{k+m+n-j} a(a+f) \ldots(a+(k+m+n-j-1) f)}{f^{k+m+n-j} g(g+h) \ldots(g+(k+m+n-j-1) h)}
$$

and therefore $\left|e_{k}\right|_{v} \leq p^{r(k)}(v=p)$, where

$$
\begin{aligned}
r(k) & \leq \max _{0 \leq j \leq m} \sum_{\mu \leq \frac{\ln (|q|+(k+m+n) h)}{\ln p}}\left(\left[\frac{k+m+n-j}{p^{\mu}}\right]+1-\left[\frac{k+m+n-j}{p^{\mu}}\right]\right) \\
& \leq \frac{\ln h(|c|+k+(1+\beta) n)}{\ln p}, \quad k=0,1, \ldots
\end{aligned}
$$

Thus

$$
\left|e_{k}\right|_{v} \leq h(|c|+k+(1+\beta) n), \quad k=0,1, \ldots,
$$

which implies the estimate

$$
\left|e_{k} z^{k}\right|_{v} \leq h(|c|+k+(1+\beta) n)|z|_{v}^{k} \leq c_{1} n
$$

for all $n \geq c_{2}$. This proves our lemma.
The function $f(t)=t^{n+B}(1-t)^{m+C}$ is analytic in a complex domain $D$ obtained by cutting the plane from 0 to infinity and from 1 to infinity. We choose these cuts in such a way that they avoid the point $z$. To estimate the polynomials $P_{n}(z)$ and $Q_{n}(z)$ we first consider the polynomial $A_{n}(z)=A_{l, m, n}(z)$ by using Cauchy's integral formula to get

$$
\begin{equation*}
A_{n}(z)=\frac{1}{z^{B}(1-z)^{C}} \frac{1}{l!}\left(\frac{d}{d z}\right)^{l} f(z)=\frac{1}{2 \pi i} \frac{1}{z^{B}(1-z)^{C}} \oint_{\Gamma} \frac{f(t)}{(t-z)^{l+1}} d t \tag{7}
\end{equation*}
$$

where $\Gamma$ is a simple closed curve in $D$.
Lemma 2. If $|z|>1$ or $z=-1$, then

$$
\left|A_{n}(z)\right| \leq c_{3}\left(A(\alpha, \beta, z)^{n}+|z|^{-\alpha n} R\left(\alpha, \beta, \frac{1}{z}\right)^{n}\right)
$$

and if $-1<z<0$, then

$$
\left|A_{n}(z)\right| \leq c_{4}\left(A(\alpha, \beta, z)^{n}+(1-z)^{-\alpha n} R\left(\frac{\alpha}{\beta}, \frac{1}{\beta}, \frac{1}{1-z}\right)^{\beta n}\right) .
$$

In the case $\alpha=\beta=1$ we have

$$
\left|A_{n}(z)\right| \leq c_{5} n^{q}
$$

for all $0 \leq z \leq 1$, if $q=\max \{B, C\} \geq-\frac{1}{2}$.
Proof. We divide our proof into four cases. Let first $z>1$. Then we cut the plane along the real line from 1 to $-\infty$, and take $\Gamma=\gamma_{1} \cup \gamma_{2} \cup \gamma_{3} \cup \gamma_{4}$, where $\gamma_{1}:|t-z|=\rho<z$ and $\gamma_{3}:|t-1|=\varepsilon$ with some $\varepsilon>0$ (see Picture 1). Then

$$
\begin{aligned}
\left|\frac{1}{2 \pi i} \oint_{\gamma_{1}} \frac{f(t)}{(t-z)^{l+1}} d t\right| & \leq \frac{(\rho+z)^{n+B}(\rho+z-1)^{m+C}}{\rho^{l}} \\
& \leq \frac{(\rho+z)^{B}(\rho+z-1)^{C-\{\beta n\}}}{\rho^{-\{\alpha n\}}}\left(\frac{(\rho+z)(\rho+z-1)^{\beta}}{\rho^{\alpha}}\right)^{n}
\end{aligned}
$$



Picture 1.
(this is all we need if $\rho<z-1$ ). In the case $z-1<\rho<z$ we have (with small $\varepsilon$ )

$$
\begin{aligned}
\left|\frac{1}{2 \pi i} \oint_{\gamma_{3}} \frac{f(t)}{(t-z)^{l+1}} d t\right| & \leq\left|\frac{1}{2 \pi i} \int_{\pi}^{-\pi} \frac{\left(1+\varepsilon e^{i \phi}\right)^{n+B}\left(\varepsilon e^{i \phi}\right)^{m+C}}{\left(1+\varepsilon e^{i \phi}-z\right)^{l+1}} \varepsilon d \phi\right| \\
& \leq \frac{(1+\varepsilon)^{n+B} \varepsilon^{m+1+C}}{(z-1-\varepsilon)^{l+1}} \rightarrow 0, \text { when } \varepsilon \rightarrow 0 .
\end{aligned}
$$

Further it follows that

$$
\begin{aligned}
\left|\frac{1}{2 \pi i} \int_{\gamma_{2}} \frac{f(t)}{(t-z)^{l+1}} d t\right| & =\frac{1}{2 \pi}\left|\int_{z-\rho}^{1} \frac{f(t)}{(t-z)^{l+1}} d t\right| \\
& \leq \frac{1}{2 \pi|z|^{l+1}} \int_{0}^{1} \frac{f(t)}{\left(1-\frac{t}{z}\right)^{l+1}} d t \leq \frac{c_{6}}{|z|^{\alpha n}} R\left(\alpha, \beta, \frac{1}{z}\right)^{n}
\end{aligned}
$$

These estimates give the truth of our lemma in this case.
The cases $z \leq-1$ and $-1<z<0$ are analogous.
In the case $\alpha=\beta=1$ our polynomial is connected with the Jacobi polynomial $P_{n}^{(B, C)}(z)$ by the formula

$$
A_{n}(z)=P_{n}^{(B, C)}(1-2 z), \quad 0 \leq z \leq 1
$$

Therefore our result follows immediately from Theorem 7.32 .1 of [22].
Lemma 3. If $|z|<1$ and $R(\alpha, \beta, z) \leq|z|^{-\alpha} A\left(\alpha, \beta, \frac{1}{z}\right)$, then

$$
\max \left\{\left|Q_{n}(z)\right|,\left|P_{n}(z)\right|\right\} \leq c_{7}\left(|z|^{1+\beta-\alpha} A\left(\alpha, \beta, \frac{1}{z}\right)\right)^{n}
$$

If $\alpha=\beta=1$ and $z>1$, then

$$
\max \left\{\left|Q_{n}(z)\right|,\left|P_{n}(z)\right|\right\} \leq c_{8} n^{q+2}|z|^{n}
$$

If $\alpha=\beta=1, z<-1$, and $\frac{z}{z-1} R\left(1,1, \frac{z}{z-1}\right)<A\left(1,1, \frac{1}{z}\right)$, then

$$
\max \left\{\left|Q_{n}(z)\right|,\left|P_{n}(z)\right|\right\} \leq c_{9}\left(|z| A\left(1,1, \frac{1}{z}\right)\right)^{n}
$$

Remark 2. Since (5) holds in the archimedean case at $z=-1$, the first part of our lemma is true at $z=-1$.

Proof. Since

$$
Q_{n}(z)=z^{n+m-l} A_{n}\left(\frac{1}{z}\right)
$$

the bounds for $Q_{n}(z)$ follow from Lemma 2. By (5)

$$
Q_{n}(z) F(z)-P_{n}(z)=R_{n}(z)
$$

for all $|z|<1$. If $\left|P_{n}(z)\right|>c_{10}\left(|z|^{1+\beta-\alpha} A\left(\alpha, \beta, \frac{1}{z}\right)\right)^{n}$ with a suitable $c_{10}$ we have a contradiction with our hypothesis $R(\alpha, \beta, z)<|z|^{-\alpha} A\left(\alpha, \beta, \frac{1}{z}\right)$. This proves Lemma 3 in the case $|z|<1$.

Next we assume that $\alpha=\beta=1, z>1$. From the definition of $P_{n}(z)$ it follows that

$$
P_{n}(z)=z^{n-1} B_{n}\left(\frac{1}{z}\right), \quad B_{n}(u)=\frac{\Gamma(c)}{\Gamma(c-b) \Gamma(b)} \int_{0}^{1} \frac{A_{n}(u)-A_{n}(t)}{u-t} \omega(t) d t
$$

If $0<u<1$, we give the integral in the form ( $\frac{u}{2}<\gamma<\frac{1-u}{2}$ )
$B_{n}(u)=\frac{\Gamma(c)}{\Gamma(c-b) \Gamma(b)}\left(\int_{0}^{u-\gamma}+\int_{u-\gamma}^{u+\gamma}+\int_{u-\gamma}^{1}\right) \frac{A_{n}(u)-A_{n}(t)}{u-t} \omega(t) d t=I_{1}+I_{2}+I_{3}$,
say. For $\left|I_{1}\right|$ and $\left|I_{3}\right|$ we have the upper bound $2 c_{11} n^{q} / \gamma$ by Lemma 2. Further, by the mean value theorem

$$
I_{2}=\int_{u-\gamma}^{u+\gamma} A_{n}^{\prime}(v) \omega(t) d t
$$

where $v=v(t)$ is some point between $u$ and $t$. Here

$$
A_{n}^{\prime}(v)=\frac{d}{d v} P_{n}^{(B, C)}(1-2 v)=-2\left(P_{n}^{(B, C)}\right)^{\prime}(1-2 v)
$$

and from Theorem 7.32.4 of [22] we obtain

$$
\left|A_{n}^{\prime}(v)\right| \leq c_{12} n^{\max \left\{2+B, 2+C, \frac{1}{2}\right\}} \leq c_{12} n^{q+2}
$$

The case $z<-1$ can be considered in an analogous way. Thus Lemma 3 is true.

## On the properties of the coefficients of $P_{n}$ and $Q_{n}$

Let $p$ be a prime and $r \in \mathbb{Q}, r \neq 0$. As usual we define $v_{p}(r)$ by $r=p^{v_{p}(r)} R / S$, where $(R, S)=(R, p)=(S, p)=1$. In the following we shall also need the notation

$$
\mu_{F}(j)=\prod_{\boldsymbol{p} \mid F} p^{v_{p}(j!)}
$$

Using this notation we see that the coefficients

$$
a_{j}=\binom{n+B}{j}\binom{m+C}{l-j}
$$

of the polynomial

$$
A_{n}(z)=\sum_{j=0}^{l}(-1)^{m} a_{j} z^{n-j}(z-1)^{m-l+j}
$$

satisfy
(8) $\quad a_{j} \in \frac{1}{F^{j} H^{l-j} \mu_{F}(j) \mu_{H}(l-j)} \mathbb{Z} \quad$ and $\quad a_{j} \in \frac{1}{L^{l} \mu_{L}(l)} \mathbb{Z}, \quad j=0,1, \ldots, l$, where $L=$ l.c.m. $(F, H)$. Since

$$
Q_{n}(z)=z^{n+m-l} A_{n}\left(\frac{1}{z}\right)=\sum_{j=0}^{l}(-1)^{m} a_{j}(1-z)^{m-l+j},
$$

it follows that

$$
\begin{equation*}
Q_{n}\left(\frac{r}{s}\right) \in \frac{(r-s)^{m-l}}{s^{m} L^{l} \mu_{L}(l)} \mathbb{Z} \tag{9}
\end{equation*}
$$

The polynomial $A_{n}(z)$ can also be given in the form

$$
\begin{equation*}
A_{n}(z)=\sum_{j=m-l}^{n+m-l} c_{j}(1-z)^{j} \tag{10}
\end{equation*}
$$

where

$$
c_{j}=\sum_{i=\min \{0, j-m\}}^{j-m+l}(-1)^{m-j} a_{j-m+l-i}\binom{n+m-l-j+i}{i} .
$$

By (8) we have

$$
\begin{gather*}
c_{j} \in \frac{1}{F^{j-m+l} H^{l} \mu_{F}(j-m+l) \mu_{H}(l)} \mathbb{Z} \quad \text { and } \quad c_{j} \in \frac{1}{L^{l} \mu_{L}(l)} \mathbb{Z},  \tag{11}\\
j=m-l, \ldots, n+m-l .
\end{gather*}
$$

Next we investigate the polynomial

$$
P_{n}(z)=z^{n+m-l-1} B_{n}\left(\frac{1}{z}\right)=z^{n+m-l-1} \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} \frac{A_{n}\left(\frac{1}{z}\right)-A_{n}(t)}{\frac{1}{z}-t} \omega(t) d t .
$$

By (10)

$$
\int_{0}^{1} \frac{A_{n}\left(\frac{1}{z}\right)-A_{n}(t)}{\frac{1}{z}-t} \omega(t) d t=-\sum_{j=m-l}^{n+m-l} c_{j} \sum_{i=0}^{j-1} \hat{z}^{j-1-i} \frac{\Gamma(b) \Gamma(i+c-b)}{\Gamma(i+c)}
$$

where we have used the notation $\hat{z}=1-1 / z$. Therefore we immediately obtain

$$
P_{n}(z)=-z^{n+m-i-1} \sum_{j=m-l}^{n+m-l} c_{j} \sum_{i=0}^{j-1} \hat{z}^{j-1-i} \frac{(C+1) \ldots(C+i)}{c(c+1) \ldots(c+i-1)}
$$

By the Gauss formula (see [12], p. 104, and [15])

$$
{ }_{2} F_{1}\left(\left.\begin{array}{c}
-i, a \\
b
\end{array} \right\rvert\, 1\right)=\frac{(b-a)_{i}}{(b)_{i}}
$$

we get

$$
\begin{aligned}
\frac{h^{i} i!}{g(g+h) \ldots(g+(i-1) h)} & =\frac{(g / h-(g / h-1))_{i}}{(g / h)_{i}} \\
& =1+\sum_{j=1}^{i}(-1)^{j}\binom{i}{j} \frac{g-h}{g+(j-1) h} \in \frac{1}{d_{i}(g, h)} \mathbb{Z}
\end{aligned}
$$

where $d_{i}(g, h)=$ l.c.m. $\{g, g+h, \ldots, g+(i-1) h\}$. Since $h$ and $d_{i}(g, h)$ have no common prime factors this implies

$$
\frac{(C+1) \ldots(C+i)}{c(c+1) \ldots(c+i-1)} \in \frac{h^{i} \mu_{h}(i)}{H^{i} \mu_{H}(i) d_{i}(g, h)} \mathbb{Z}
$$

Combining these facts we are led to the result

$$
\begin{equation*}
P_{n}\left(\frac{r}{s}\right) \in \frac{1}{s^{n+m-l} L^{l} H^{* n+m-l} \mu_{L}(l) \mu_{H^{*}}(n+m-l) d_{n+m-l}(g, h)} \mathbb{Z} \tag{12}
\end{equation*}
$$

where $H^{*}$ denotes the denominator of $h / H$.
We now use (9) and (12) to obtain the following
Lemma 4. If

$$
\Omega_{n}=s^{n+m-l} L^{l} H^{* n+m-l} \mu_{L}(l) \mu_{H} \cdot(n+m-l) d_{n+m-l}(g, h),
$$

then

$$
\Omega_{n} Q_{n}\left(\frac{r}{s}\right), \quad \Omega_{n} P_{n}\left(\frac{r}{s}\right) \in \mathbb{Z}
$$

## Approximation sequences

The above considerations are performed to find good approximation sequences $\left(q_{n}, p_{n}, r_{n}\right)$ for $F(r / s)$, i.e. to find integers $q_{n}, p_{n}$ such that

$$
q_{n} F\left(\frac{r}{s}\right)-p_{n}=r_{n}
$$

where $r_{n}$ tends to zero as $n \rightarrow \infty$.

In considering the general case we note that

$$
\mu_{F}^{n-p \frac{\ln n}{n^{p} p}} \leq \mu_{F}(n) \leq \mu_{F}^{n}
$$

and, by [1], Lemma 1,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln d_{n}(g, h)=\frac{h}{\phi(h)} \sum_{\substack{i=1 \\(i, h)=1}}^{h} \frac{1}{i}=\lambda(h)
$$

We now use Lemma 4 to obtain the integers

$$
q_{n}=\Omega_{n} Q_{n}\left(\frac{r}{s}\right), \quad p_{n}=\Omega_{n} P_{n}\left(\frac{r}{s}\right) .
$$

By denoting

$$
\left\{\begin{array}{l}
\omega(\alpha, \beta)=L^{\alpha} H^{* 1+\beta-\alpha} \mu_{L} \mu_{H^{*}}^{1+\beta-\alpha} e^{(1+\beta-\alpha) \lambda(h)}  \tag{13}\\
\nu(\alpha, \beta)=|r|^{1+\beta-\alpha} A\left(\alpha, \beta, \frac{s}{r}\right) \\
\mu(\alpha, \beta)=|r|^{1+\beta} s^{-\alpha} R\left(\alpha, \beta, \frac{r}{s}\right) \\
Q(\alpha, \beta)=\omega(\alpha, \beta) \nu(\alpha, \beta), \quad R(\alpha, \beta)=\omega(\alpha, \beta) \mu(\alpha, \beta)
\end{array}\right.
$$

we get, by Lemmas 1,3 and 4 , the following
Lemma 5. Let $\varepsilon>0$ be given.
(i) If $|r / s|<1$ and $R(\alpha, \beta)<\min \{1, Q(\alpha, \beta)\}$, then the above $q_{n}, p_{n}$ and $r_{n}=q_{n} F(r / s)-p_{n} s a t i s f y$

$$
\begin{gathered}
\max \left\{\left|p_{n}\right|,\left|q_{n}\right|\right\} \leq Q(\alpha, \beta)^{(1+\varepsilon) n} \\
R(\alpha, \beta)^{(1+\varepsilon) n} \leq\left|r_{n}\right| \leq R(\alpha, \beta)^{(1-\varepsilon) n}
\end{gathered}
$$

for all $n \geq c_{13}$.
(ii) If $p$ is a prime such that $p \nmid f h$ and $|r / s|_{p}<1$, then

$$
\left|r_{n}\right|_{p} \leq c_{1}|r|_{p}^{(1+\beta-\varepsilon) n}
$$

for all $n \geq c_{14}$.
(iii) Suppose that $\alpha=\beta=1$. If $r / s>1$ then

$$
\max \left\{\left|p_{n}\right|,\left|q_{n}\right|\right\} \leq(\omega(1,1)|r|)^{(1+c) n}
$$

and if $r / s<-1$ and $\frac{r}{r-s} R(1,1, r /(r-s))<A(1,1, s / r)$, then

$$
\max \left\{\left|p_{n}\right|,\left|q_{n}\right|\right\} \leq Q(1,1)^{(1+\varepsilon) n}
$$

for all $n \geq c_{15}$.

## Some determinants

In the archimedean case we have an asymptotic formula for the remainder term $r_{n}$ in the lemmas above. On the other hand it seems difficult to obtain such a result in the $p$-adic case. Therefore we need the nonvanishing of the determinant

$$
\Delta_{n}(z)=\left|\begin{array}{cc}
Q_{n}(z) & P_{n}(z) \\
Q_{n+1}(z) & P_{n+1}(z)
\end{array}\right|
$$

in the $p$-adic considerations.

Lemma 6. If $\alpha=\beta=1$ or $l=m=n$, then we have

$$
\Delta_{n}(z)=(-1)^{n} \frac{(b)_{n}(c-b)_{n}}{(c)_{2 n}}\binom{-n-c}{n+1} z^{2 n}
$$

Proof. Clearly $\Delta_{n}(z)$ is a polynomial in $z$ of $\operatorname{deg} \Delta_{n}(z) \leq 2 n$. Since $Q_{n}(z) F(z)-$ $P_{n}(z)=R_{n}(z)$, we have

$$
\Delta_{n}(z)=Q_{n+1}(z) R_{n}(z)-Q_{n}(z) R_{n+1}(z)
$$

Thus ord $z_{z=0} \Delta_{n}(z) \geq 2 n$ and our lemma follows from (2) and (4).

## Proof of Theorem 1 and $1 p$

In the archimedean case we may use following well-known result (see e.g. [8], Corollary 3.3). Let $x>0$ and $y<0$ be given. Suppose that for each $\varepsilon>0$ there exists a constant $c_{16}$ and rational integers $p_{n}, q_{n}$ satisfying for all $n \geq c_{16}$ the inequalities

$$
\begin{aligned}
& \frac{1}{n} \ln \max \left\{\left|q_{n}\right|,\left|p_{n}\right|\right\}<x+\varepsilon \\
& \quad y-\varepsilon<\frac{1}{n} \ln \left|r_{n}\right|<y+\varepsilon
\end{aligned}
$$

where $r_{n}=q_{n} F(r / s)-p_{n}$. Then the number $F(r / s)$ has an irrationality measure $m(F(r / s))$ not greater than $1-x / y$.

If $|z|<1$, then we have

$$
R(1,1, z)=(1+\sqrt{1-z})^{-2}, \quad A\left(1,1, \frac{1}{z}\right)=\frac{(1+\sqrt{1-z})^{2}}{|z|} .
$$

Therefore, if $z=r / s$, then (13) implies

$$
\begin{aligned}
& Q(1,1)=\omega(1,1)(\sqrt{s}+\sqrt{s-r})^{2} \\
& R(1,1)=\omega(1,1)\left(\frac{r}{\sqrt{s}+\sqrt{s-r}}\right)^{2}=\omega(1,1)(\sqrt{s}-\sqrt{s-r})^{2}
\end{aligned}
$$

The assumption $L H^{*} \mu_{L} \mu_{H} \cdot e^{\lambda(h)}(\sqrt{s}-\sqrt{s-r})^{2}<1$ means that $R(1,1)<1$. Thus the use of Lemma 5 gives us an upper bound

$$
1-\frac{\ln Q(1,1)}{\ln R(1,1)}
$$

for the irrationality measure of $F(r / s)$. This proves our Theorem 1.
To give our $p$-adic results we prove the following simple lemma.

Lemma 7. Let $\theta \in \mathbb{Q}_{p}$ be such that there exists a sequence ( $q_{n}, p_{n}$ ) of integers satisfying for all $n \geq c_{17}$

$$
\max \left\{\left|q_{n}\right|,\left|p_{n}\right|\right\} \leq Q(p)^{n}, \quad p_{n} q_{n+1}-q_{n} p_{n+1} \neq 0, \quad\left|r_{n}\right|_{p} \leq c_{1} R(p)^{n}
$$

where $r_{n}=q_{n} \theta-p_{n}$. If $Q(p) R(p)<1$, then $\theta$ has an irrationality measure

$$
m_{p}(\theta) \leq \frac{\ln R(p)}{\ln R(p)+\ln Q(p)}
$$

Proof. We shall find a lower bound for $|L|_{p}=|Q \theta-P|_{p}$, where $(Q, P)$ is a nontrivial pair of integers with $H=\max \{|Q|,|P|\}$. Since $Q(p) R(p)<1$, the inequality

$$
\begin{equation*}
\frac{1}{2 c_{1} H} \leq(Q(p) R(p))^{n} \tag{14}
\end{equation*}
$$

has only a finite number of solutions $n \in \mathbb{N}$. Let $\bar{n}$ denote the greatest of these. We choose $H$ large enough, say $H \geq H_{0}$, to satisfy $\bar{n} \geq c_{17}$. From the assumption $p_{n} q_{n+1}-q_{n+1} p_{n} \neq 0$ it follows that there exists a natural number $N$ either $=\bar{n}+1$ or $=\bar{n}+2$ such that

$$
\Delta=\left|\begin{array}{cc}
q_{N} & -p_{N} \\
Q & -P
\end{array}\right|=\left|\begin{array}{cc}
q_{N} & r_{N} \\
Q & L
\end{array}\right|
$$

is a non-zero integer. Hence

$$
1 \leq|\Delta \| \Delta|_{p} \leq 2 H Q(p)^{N}\left|q_{N} L-Q r_{N}\right|_{p}
$$

By our choice of $N$ we have

$$
2 H Q(p)^{N}\left|Q r_{N}\right|_{p} \leq 2 c_{1} H(Q(p) R(p))^{N}<1
$$

and therefore, by (14),

$$
|L|_{p} \geq\left|q_{N} L\right|_{p} \geq \frac{1}{2 H Q(p)^{N}} \geq c_{18} H^{-1+\ln Q(p) / \ln (Q(p) R(p))}
$$

This proves our lemma.
By (ii) and (iii) of Lemma 5 we may use Lemma 7, where

$$
Q(p)=(\omega(1,1) r)^{1+\varepsilon}=\left(L H^{*} \mu_{L} \mu_{H} \cdot e^{\lambda(h)} r\right)^{1+\varepsilon}, \quad R(p)=|r|_{p}^{2-\varepsilon}
$$

Since $\varepsilon>0$ may be chosen arbitrarily small, our Theorem $1 p$ follows immediately.
The assumption $r / s>1$ is of course not necessary. To consider other cases we only have to use part (i) or the second part of (iii) of Lemma 5.

## A common factor of the coefficients of $P_{n}$ and $Q_{n}$

It turns out that in many cases the coefficients of the polynomials $P_{n}$ and $Q_{n}$ have a big common factor which must be eliminated to get sharp irrationality measures. This kind of idea appears already in Siegel's [21] paper, and it was used
in an ingenious way by Chudnovsky [ 8 ] to consider certain binomial series, see also [11]. Later this idea combined with Padé-type approximations is used e.g. in [13], [14] and [20]. We shall now introduce a general criterion (see Lemma 10 below) to find a common factor of the coefficients of $P_{n}$ and $Q_{n}$, and then this criterion will be applied to the consideration of the logarithms. Using (2) and the definition of $Q_{n}(z)$ we see that each common factor of

$$
\begin{equation*}
\binom{n+B}{i}\binom{m+C}{l-i}, \quad i=0,1, \ldots, l, \tag{15}
\end{equation*}
$$

is also a common factor for all the coefficients of $Q_{n}$ and $P_{n}$. Therefore we shall find out which primes $p>c_{19} \sqrt{n}$ divide the numbers (15). It was Chudnovsky's [8] observation that only these big primes are really important here. To find a criterion for primes dividing the numbers (15) we first give two lemmas.

To state our lemmas we use for a rational number $r$ the notations $p \mid r$ or $r \equiv 0$ $(\bmod p)$, if $v_{p}(r) \geq 1$. Further, if $v_{p}(r) \geq 0$, then there exists a unique $\bar{r} \in$ $\{0,1, \ldots, p-1\}$ satisfying $\bar{r} \equiv r(\bmod p)$.

Lemma 8. Let $r=R / S \in \mathbb{Q},(R, S)=1, S>0, i \in \mathbb{N}$, and let $p$ be a prime satisfying $p \nmid S, p^{2}>\max \left\{i, \max _{1 \leq j \leq i}\{|R+(j-1) S|\}\right\}$. Let $i=A p+\bar{i}$. Then

$$
v_{p}\left((r)_{\mathbf{i}}\right)=A+1 \quad \text { if and only if } \overline{-r}<\bar{i} .
$$

Further

$$
p \left\lvert\,\binom{ r}{i}\right.
$$

if and only if $\bar{r}<\bar{i}$.
Proof. First we suppose that $0 \leq \bar{i} \leq \overline{-r}$. Then

$$
\begin{aligned}
\left.v_{p}\left((r)_{i}\right)\right) & =v_{p}(R(R+S) \ldots(R+(i-1) S)) \\
& =v_{p}(R(R+S) \ldots(R+(A p-1) S)) \\
& +v_{p}((R+A p S) \ldots(R+(A p+\bar{i}-1) S))=A+0=A
\end{aligned}
$$

because $R+\overline{(-r)} S \equiv 0(\bmod p)$. On the other hand we have

$$
v_{p}((R+A p S) \ldots(R+(A p+\bar{i}-1) S))=1
$$

if $\overline{-r}<\bar{i}$. Thus we have $\left.v_{p}\left((r)_{i}\right)\right)=A+1$ in this case. This proves the first part of our lemma.

To prove the second part we note that

$$
\binom{r}{i}=(-1)^{i} \frac{(-r)_{i}}{i!}
$$

Then $\left.v_{p}\left((-r)_{i}\right)\right)=A+1$ if and only if $\bar{r}<\bar{i}$ by the above consideration. Moreover $v_{p}(i!)=A$, which completes the proof.

Lemma 9. Let $r_{1}=R_{1} / S_{1}, r_{2}=R_{2} / S_{2}$ denote rationals satisfying $\left(R_{1}, S_{1}\right)=$ $\left(R_{2}, S_{2}\right)=1, S_{1}>0$ and $S_{2}>0$, and let $p$ be a prime satisfying $v_{p}\left(r_{1}\right) \geq$ $0, v_{p}\left(r_{2}\right) \geq 0$ and

$$
p^{2}>\max \left\{l, \max _{1 \leq j \leq l}\left\{\left|R_{1}+(j-1) S_{1}\right|,\left|R_{2}+(j-1) S_{2}\right|\right\}\right\}
$$

If

$$
\begin{equation*}
\bar{r}_{1}+\bar{r}_{2}+1 \leq \bar{l} \tag{16}
\end{equation*}
$$

then

$$
p \left\lvert\,\binom{ r_{1}}{i}\binom{r_{2}}{l-i}\right., \quad i=0,1, \ldots, l .
$$

Proof. Let us suppose that $\bar{l} \leq \bar{i}$. Then we have, by our assumption (16),

$$
\overline{r_{1}}+1 \leq \bar{r}_{1}+\bar{r}_{2}+1 \leq \bar{l} \leq \bar{i} .
$$

By Lemma 8 it follows that $p \left\lvert\,\binom{ r_{1}}{i}\right.$.
We now consider the case $\bar{l} \geq \bar{i}+1$. If $\bar{r}_{1}+1 \leq \bar{i}$, then $\left.p \left\lvert\, \begin{array}{c}r_{1} \\ i\end{array}\right.\right)$, again by Lemma 8. If $\bar{r}_{1} \geq \bar{i}$, then (16) implies

$$
\bar{r}_{2}+1 \leq \bar{l}-\bar{r}_{1} \leq \bar{l}-\bar{i}=\overline{l-i} .
$$

We use once again Lemma 8 and obtain $\left.p \left\lvert\, \begin{array}{c}r_{2} \\ l_{-i}\end{array}\right.\right)$. This proves Lemma 9.
Lemma 9 gives immediately the following.
Lemma 10 (Divisibility criterion for the coefficients of $\left.Q_{n}\right)$. Let $P(n, \alpha, \beta)$ denote the set of all primes satisfying $p \not \backslash F H$,

$$
\begin{gathered}
p^{2}>\max \left\{l, \max _{1 \leq j \leq l}\{|E+(n-j) F|,|G+(n-j) H|\}\right\} \\
\overline{n+B}+\overline{m+C}+1 \leq \bar{l}
\end{gathered}
$$

Then

$$
\left(\prod_{p \in P(n, \alpha, \beta)} p\right) \left\lvert\,\binom{ n+B}{i}\binom{m+C}{l-i}\right., \quad i=0,1, \ldots, l
$$

We now apply this criterion to the logarithmic function. In this case $B=C=0$, and we further choose $\beta=1$, i.e. $m=n$. To use Lemma 10 we have to characterize the primes $p \geq c_{20} \sqrt{n}$ satisfying $2 \bar{n}+1 \leq \bar{l}$. By denoting $\bar{n}=n-N p, \bar{l}=l-L p$ this condition becomes

$$
\begin{equation*}
0 \leq 2(n-N p) \leq l-L p-1 \leq p-2 \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
\max \left\{\frac{2 n-l+1}{2 N-L}, \frac{l+1}{L+1}\right\} \leq p \leq \frac{n}{N} \tag{18}
\end{equation*}
$$

Conversely, if $p$ is in this interval for some $L$ and $N(\geq L)$, then $p$ satisfies (17).
We now consider carefully the inequalities (18) assuming $n \geq c_{21}$. If

$$
\frac{2 n-l+1}{2 N-L} \leq \frac{l+1}{L+1}<\frac{n}{N}
$$

or

$$
\begin{equation*}
\alpha N-1<L \leq \alpha N-1+\frac{\alpha}{2} \tag{i}
\end{equation*}
$$

then all primes in the interval

$$
\left(\frac{l+1}{L+1}, \frac{n}{N}\right)
$$

satisfy (17). Further, if

$$
\frac{l+1}{L+1}<\frac{2 n-l+1}{2 N-L}<\frac{n}{N}
$$

or

$$
\begin{equation*}
\alpha N-1+\frac{\alpha}{2}<L<\alpha N \tag{ii}
\end{equation*}
$$

then all the primes in

$$
\left(\frac{2 n-l+1}{2 N-L}, \frac{n}{N}\right)
$$

also satisfy (17).
We assume that $\alpha=u / v, u, v \in \mathbb{N},(u, v)=1$, and set $N=v K+i$, where $i \in\{0,1, \ldots, v-1\}$. Then (i) is of the form

$$
u K+\alpha i-1<L \leq u K+\alpha i+\frac{\alpha}{2}-1 .
$$

Therefore, if

$$
\begin{equation*}
[\alpha i+\alpha / 2]=[\alpha i]+1, \tag{19}
\end{equation*}
$$

then $L=u K+[\alpha i]$ satisfies (i) and all the primes $p$ in the interval

$$
\left(\frac{[\alpha n]+1}{u K+[\alpha i]+1}, \frac{n}{v K+i}\right)
$$

satisfy our condition (17).
By the prime number theorem it follows (see [8]) that the product of all the primes in above intervals is asymptotically equal to $e^{n \Sigma_{1}}$, where $\Sigma_{1}$ is equal to

$$
\sum_{i \in(19)} \sum_{K=0}^{\infty}\left(\frac{1}{v K+i}-\frac{u / v}{u K+[\alpha i]+1}\right)=\frac{1}{v} \sum_{i \in(19)} \sum_{K=0}^{\infty}\left(\frac{1}{K+\frac{i}{v}}-\frac{1}{K+\frac{1+[\alpha i]}{u}}\right)
$$

and here $i \in(19)$ means that $i$ satisfies (19). By the well-known properties of the digamma function $\Psi$ (see [12], 1.7,(3)) we obtain

$$
\Sigma_{1}=\frac{1}{v} \sum_{i \in(19)}\left(\Psi\left(\frac{1+[\alpha i]}{u}\right)-\Psi\left(\frac{i}{v}\right)\right)
$$

In the same way, if

$$
\begin{equation*}
\alpha i \neq[\alpha i]=[\alpha i+\alpha / 2] \tag{20}
\end{equation*}
$$

then $L=u K+[\alpha i]$ satisfies (ii) and this case gives an asymptotic $e^{n \Sigma_{2}}$, where

$$
\Sigma_{2}=\frac{1}{v} \sum_{i \in(20)}\left(\Psi\left(\frac{2 i-[\alpha i]}{2 v-u}\right)-\Psi\left(\frac{i}{v}\right)\right)
$$

Combining the above considerations we obtain an asymptotic $e^{n \tau_{1}(\alpha)}$, where $\tau_{1}(\alpha)=\Sigma_{1}+\Sigma_{2}$. The values of $\tau_{1}(\alpha)$ are given in the following graph (the interval of the subsequent arguments in the graph is of length $1 / 1000$ ):


## Proof of Theorem 2

Let us assume that $B=C=0, \beta=1$. From the above considerations it follows that for a given rational $\alpha \in(0,1]$ there exists a common factor $D_{n}$ of the coefficients of $P_{n}$ and $Q_{n}$ asymptotically equal to $e^{n r_{1}(\alpha)}$. Thus the use of (13) and Lemma 5 immediately gives us the following result concerning the integers

$$
q_{n}=\frac{\Omega_{n} Q_{n}(r / s)}{D_{n}}, \quad p_{n}=\frac{\Omega_{n} P_{n}(r / s)}{D_{n}}
$$

and the remainder term

$$
r_{n}=q_{n 2} F_{1}\left(\begin{array}{c|c}
1, & 1 \\
2 & \frac{r}{s}
\end{array}\right)-p_{n}
$$

Lemma 11. Let $\varepsilon>0$ be given, and let

$$
\omega_{1}=\omega_{1}(\alpha)=e^{2-\alpha-r_{1}(\alpha)}, \quad Q(\alpha)=\omega_{1} \nu(\alpha, 1), \quad R(\alpha)=\omega_{1} \mu(\alpha, 1)
$$

If $|r / s|<1$ and $R(\alpha)<1$, then we have

$$
\begin{aligned}
\max \left\{\left|p_{n}\right|,\left|q_{n}\right|\right\} & \leq Q(\alpha)^{(1+e) n}, \\
R(\alpha)^{(1+\varepsilon) n} \leq\left|r_{n}\right| & \leq R(\alpha)^{(1-\varepsilon) n}
\end{aligned}
$$

for all $n \geq c_{22}$.
By using this lemma we now get the truth of Theorem 2 analogously to the proof Theorem 1.

We note that Lemma 10 may be used to obtain improvements of Theorem 1 in some other special cases, too. These will be considered in another work.
Remark 9. All the numerical computations including Picture 2 are made using MATHEMATICA programs.
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