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Structured Power System Model Reduction of
Non-Coherent Areas

Christopher Sturk, Luigi Vanfretti, Yuwa Chompoobutrgool and Henrik Sandberg

Abstract—This paper demonstrates how structured model
reduction can be used to reduce the order of power systems
without the need to identify coherent groups of generators.
To this end the Klein-Rogers-Kundur 2-area system is studied
in detail. It is shown how different modes of the system are
captured as the model order is varied, which is of interest in
e.g. distributed controller design, where the objective is to damp
these oscillations. The power system is divided into a study area
and an external area and the proposed algorithm is used to reduce
the external area to a low order linear system, while retaining
the nonlinear description of the study area. It is shown that this
approach permits greater deviations from the steady-state than if
a reduced system that is entirely linear is used, while still yielding
accurate simulation results.

Index Terms—Model reduction of power systems, internal
systems, structured model reduction, dynamic equivalents

I. INTRODUCTION

TOday’s electrical power systems are immense networks
of interconnected power apparatus often spanning large

geographical areas, and crossing traditional national bound-
aries. New interconnections to neighboring networks add to
the size and complexity of these systems, and this expansion
trend is of particular interest in Continental Europe where
additional interconnections have recently been made [1]. With
this trend, new challenges for planning, operations and control
of large-scale power networks will appear. This fact will make
the dynamic simulation of large-scale networks [2] an even
more daunting computational task for power system stability
programs [3], [4], including those carrying out Dynamic
Security Assessment (DSA) [5].

These complexities make the use of reduced-order dynamic
equivalent models of power systems very desirable for many
applications and studies, particularly for fast and cost-efficient
stability assessment [6]. Research on power system model
reduction is extensive, and several methodologies focusing on
DSA have been implemented in software for automated model
reduction [7], [6], [8]. Power system dynamic model reduction,
typically known as Power System Dynamic Equivalencing [9],
has the main aim of providing an equivalent system model
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able to reproduce the aggregated steady-state [10] and dynamic
characteristics of the full-order network [11], while at the same
time being compatible with the available computation tools
for power system analysis [8]. In this equivalent model, the
study area is a portion of the network which is preserved with
full detail, i.e. all the mathematical description of the power
apparatus involved are untouched, while the external area,
consisting of the remaining part of the network, is replaced
with a simpler mathematical description, i.e. a reduced-order
model.

Currently, utilities and Transmission System Operators alike
make use of different techniques to compute dynamic power
system equivalents. In North America, several large utilities
and TSOs, such as Southern Company Services Inc. [5] and the
Independent System Operator of New England (ISO-NE) [6],
use those methodologies available in EPRI’s DYNRED soft-
ware [7]. In the case of Southern Company, an empirical
method to compute power system dynamic equivalents is used
in combination with DYNRED, while in ISO-NE new meth-
ods [12] implemented in DYNRED are used [6]. Regardless
of the reduction technique used, they are all dependent on the
use of and compliance with coherency properties.

Coherency-based power system model reduction [9], [13],
[14], [15] have been well accepted by the power engineer-
ing community and automated software for their application
exists [7], [6]. These methods consider two important stages,
first coherency in the generators of the power system [16] is
identified, and the second stage is the dynamic reduction of
the system. The dynamic reduction process itself is carried
out by aggregating the network [17] and aggregating the
generators [18], [15]. It is even theoretically possible, in
a third stage, to produce equivalent models of aggregated
excitation controllers [19]. It has been recently recognized
that the boundaries between the study area and the external
system need to be rebuffered to properly consider system
operating changes [4]. This is due to the fact that changes
in operating conditions may raise variations in generator
coherency behavior [20] capable of shifting the boundary of
the study area to include generators that are strongly coupled
to the study area. However, the generators in the new boundary
may not be part of the service area of a specific utility and
their dynamic models may not be available to a utility or TSO
with clearly demarcated service zones. This is for example the
case in Continental Europe, where CORESO [21], the regional
operations coordinator for Western Europe may have limited
access to dynamic models of TCS [22], a regional coordinator
for the directly adjacent service area to the east of France.

Although coherency methods have been accepted as the
most reliable for power system dynamic equivalencing, the
major drawback is that it may not always be possible to
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reduce specific parts of the power network, the nature of
coherency is to cluster generator groups which imposes the
areas in which the network can be divided. To attack this
limitation, some approaches that are capable of retaining a
part of the network have been proposed [23], [24]. However,
to address the challenges described above, and specially in
the case of the different regional coordinators in Continental
Europe, it would be advantageous to arbitrarily set the area
corresponding to the study system without any restrictions,
and without the need of satisfying coherency properties. In
addition to facilitating power system security assessment [25]
for the situations explained above, having such reduced models
could also be beneficial in the design of power plant controllers
and in the coordination of system protections for system-wide
phenomena such as inter-area oscillations [1].

With the recent developments in power systems an increased
interest has been seen from the automatic control community.
Among other things it has been shown how model reduction
algorithms popular in control can be applicable [26], [27].
These algorithms typically have a strong theoretical foundation
and they are also very general in the sense that they are
not targeted to a particular application. This makes them a
good candidate for the reduction of power systems composed
not only of synchronous machines but also of for instance
renewable energy sources.

What we will use in this paper is a structured model order
reduction algorithm based on balanced truncation. The idea
is to reduce the external system while trying to minimize the
effect it will have on the study area. This is the main objective
of structured model reduction, namely to reduce models locally
while ensuring a small global model error.

Model reduction where various structural constraints are
taken into account (”structured model reduction”) has been
considered in several papers. For example, in [28] frequency-
weighted model reduction problems are considered, and in [29]
controller reduction is considered. More general interconnec-
tion structures have been considered in, for example, [30],
[31], [32].

The structure of the paper is as follows: In Section II
we formulate the problem we want to solve. Section III
summarizes the theory of structured model order reduction and
in Section IV it is shown how this theory can be applied to
power systems. Section V introduces the Klein-Rogers-Kundur
2-area system [33] on which the merits of the proposed model
reduction algorithm are evaluated.

II. PROBLEM FORMULATION

We will assume that the power system we want to reduce
can be divided into one part with system variables of interest
to us, called the study area, and another part called the external
area, that is only of interest in terms of its effect on the
system variables in the study area (Fig. 1). This is motivated
by the fact that one often only focuses on parts of the power
system. Under this assumption the aim is to reduce the external
area to a linear time-invariant (LTI) system of lower order,
while retaining the nonlinear description of the study area.
This is relevant since it allows for a physical interpretation of

the reduced power system, which is helpful if one wants to
simulate changes to the study area in terms of for instance
transmission line failures or for the purpose of nonlinear
control design. The interface between the systems is defined
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Fig. 1. The power system is divided into a study area and an external area,
which is to be reduced.

by their n tie-lines and buses. Given that the network with
N buses has an admittance matrix Y = G + jB, every bus
satisfies the two power equations

Pi = V 2
i Gii +

N∑
j=1;j �=i

ViVjBij sin(θi − θj)

+
N∑

j=1;j �=i

ViVjGij cos(θi − θj)

Qi = −V 2
i Bii +

N∑
j=1;j �=i

ViVjGij sin(θi − θj)

−
N∑

j=1;j �=i

ViVjBij cos(θi − θj) (1)

where Pi and Qi are the injected real and reactive power
respectively of bus i. This means that in order to have the
equations (1) well-defined for the buses of the external area,
it is required that it has the voltage magnitudes V study

i and
phases θstudy

i that are adjacent to it as input signals. And
having the external area output the voltage magnitudes V ext

i

and phases θext
i will ensure that the study area has all the

required bus variables available to make (1) well-defined for
all its buses that are adjacent to the external area. The input
and output signals are analogously defined for the study area.

Given this interface the external area can be linearized
around a steady-state and reduced after which it is reconnected
to the study area. The objective is to do the model reduction
so that the dynamics of the nonlinear study area is affected as
little as possible when replacing the nonlinear description of
the external area with the reduced order linear model.

III. MODEL REDUCTION METHOD

Structured model order reduction is a model reduction tech-
nique that can be applied to systems composed of subsystems
that are interconnected with some network dynamics. The idea
is to reduce the model order of the subsystems while retaining
the interconnection structure and keeping the global model
error small. The general system (Fig. 2) to which structured
model reduction can be applied is composed of q subsystems
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described by the transfer function matrix

G(s) =

⎡
⎢⎣

G1(s) 0
. . .

0 Gq(s)

⎤
⎥⎦ =:

[
AG BG

CG DG

]
(2)

with transfer functions Gk(s) ∈ Cpk×mk and an interconnect-
ing network

N(s) =
[

E(s) F (s)
H(s) K(s)

]
=:

⎡
⎣ AN BN,1 BN,2

CN,1 DE DF

CN,2 DH DK

⎤
⎦ .

(3)
We want to find a reduced order system that approximates the

( )N s

( )G s

1
Nu

2
Nu

GyGu

1
Ny

2
Ny

Fig. 2. The interconnected system. G is the system that should be reduced
and N is the interconnecting network. w and z are external input and output
respectively. u and y are the input and output to the system that should be
reduced.

mapping from uN
1 to yN

1 defined by the lower linear fractional
transformation

Fl (N, G) := E(s) + F (s) (I − G(s)K(s))−1 G(s)H(s) =⎡
⎢⎣

AN + BN,2LDGCN,2 BN,2LCG BN,1 + BN,2LDGDH
BGMCN,2 AG + BGMDKCG BGMDH

CN,1 + DF DGMCN,2 DF LCG DE + DF DGMDH

⎤
⎥⎦

=:
[

A B

C D

]
, L :=

(
I − DGDK

)−1 , M :=
(
I − DK DG

)−1 ,

(4)
with the constraint that the interconnecting network N is
retained. So with ‖ · ‖∞ being defined as the induced L2-
norm [34], the objective is to find the reduced order system
Ĝ such that

‖Fl (N, G) −Fl

(
N, Ĝ

)
‖∞ (5)

is made as small as possible and

Ĝ ∈ {F (s) : F (s) = diag {F1(s), ..., Fq(s)}}
where Fk(s) ∈ Cpk×mk , k = 1, ..., q. This can be contrasted
with [35], where the model reduction of the external area G
is made independently of the study area N . The reason for
incorporating N in the model reduction is that it amplifies
the frequencies of G with different gains, and this will affect
which modes of G that are the most important to retain a good
model of.

Finding the optimal minimum to (5) is very difficult, since
it is a nonconvex optimization problem. We will therefore
have to resort to suboptimal methods, which yield solutions
satisfying the constraints while trying to minimize the norm of
the model error. The model order reduction algorithm used in
this paper is based on the idea of balanced truncation, see for
example [28] and [36]. To enforce the structural constraints
we use a generalization of balanced truncation as described in
[37], [38], [31], [32]. The notation used here closely follows
the one used in [31] and [32].

It uses the reachability and observability Gramians P and
Q given by the Lyapunov equations

AP + PAT + BBT = 0, AT Q + QA + CT C = 0, (6)

with the matrices A, B, C defined by (4). It is helpful to use
a partition with the blocks QN , PN for the interconnecting
network that is not reduced and with the blocks Qk, Pk for
subsystem k that should be reduced separately, but in a way
so that the closed-loop dynamics is retained.

Q =
[

QN QNG

QT
NG QG

]
, QG =

⎡
⎢⎣

Q1 . . . Q1q

...
. . .

...
QT

1q · · · Qq

⎤
⎥⎦ (7)

P =
[

PN PNG

PT
NG PG

]
, PG =

⎡
⎢⎣

P1 . . . P1q

...
. . .

...
PT

1q · · · Pq

⎤
⎥⎦ (8)

The method balances the subsystems Gk(s) by the coordi-
nate transformation xk = Tkx̄k that makes the transformed
Gramians Q̄k = T T

k QkTk and P̄k = T−1
k PkT−T

k subsystem
balanced, which means that

P̄k = Q̄k = Σk = diag{σk,1, ..., σk,nk
} ,

σk,1 ≥ ... ≥ σk,nk
,

σk,j =
√

λj(PkQk) =
√

λj(P̄kQ̄k). (9)

Thus if the original state vector has the structure,

x = [xT
N xT

1 ... xT
q ]T , (10)

then the transformed system will have the states x̄ defined by

T x̄ = x,

where

T = diag(TN , T1, ..., Tq), TN ∈ R
nN×nN , Tk ∈ R

nk×nk ,

and nN and nk are the order of system N and Gk respectively.
Having made a coordinate transformation, either truncation

or singular perturbation is used to calculate the reduced order
systems Ĝi of the subsystems in G. To this end the structured
Hankel singular values can guide the choice of which states
to retain as explained below.

The strength of the structured model reduction algorithm
is that the block-diagonal elements of the Gramians defined
by (6) tell us how reachable and observable the states of the
subsystems are when we control the global input signal uN

1

and observe the global output signal yN
1 (Fig. 2).

IV. STRUCTURED MODEL REDUCTION OF POWER

SYSTEMS

The structured model reduction algorithm accounted for
in Section III is based on the notion of dividing the system
into the subsystems N and G. This makes it suitable for
application to power systems with one study area, which we
want to retain a nonlinear description of and one external area
which we want to reduce. We will henceforth assume that
the system G only consists of one external area that we want
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to reduce, i.e. with the notation introduced in Section III,
q = 1. Although we make this assumption, there is nothing
preventing G from being composed of more than one external
area. We now propose the following four-step algorithm:

1. Defining the model
A general power system will be described by differential
algebraic equations (DAE) of the form

ẋ = f(x, xalg, u)
0 = g(x, xalg, u). (11)

The states x will be describing the generators, controllers, etc.,
whereas the algebraic variables xalg will be the voltages and
phases of the buses as well as algebraic variables describing
the generators, controllers, etc. The signal u will be an exoge-
nous input to the power system. It could for instance describe
time-varying loads or a reference signal to a controller. Divide
this system into a study area, denoted N and an external
area denoted G. A general system with this structure can be
described by the DAEs

ẋG = fG(xG, xG
alg, u

G)
0 = gG(xG, xG

alg, u
G) (12)

and
ẋN = fN(xN , xN

alg, u
N
1 , uN

2 )
0 = gN(xN , xN

alg, u
N
1 , uN

2 ) (13)

The variables uG and uN
2 are the voltage magnitudes and

phases of the buses at the tie-line as described in Section II
and uN

1 is the same exogenous input as in (11), (Fig. 2).

2. Linearizing
In order to apply the structured model reduction algorithm
described in Section III it is first necessary to linearize both
the study area and the external area. By solving the power
flow problem, the steady-state of the power system is acquired
around which the linearization is done. The linearization of
(12, 13) will take the form(

ẋG

0

)
=

(
AG

11 AG
12

AG
21 AG

22

) (
xG

xG
alg

)
+

(
BG

1

BG
2

)
uG

(
ẋN

0

)
=

(
AN

11 AN
12

AN
21 AN

22

) (
xN

xN
alg

)

+
(

BN
11 BN

12

BN
21 BN

22

) (
uN

1

uN
2

)
.

What makes these systems easy to work with is that the
algebraic variables xalg

G and xalg
N can be solved for

xG
alg = −AG−1

22 (AG
21x

G + BG
2 uG)

xN
alg = −AN−1

22 (AN
21x

N + BN
21u

N
1 + BN

22u
N
2 ).

If the matrices MG and MN select which algebraic variables
the two subsystems output, i.e. the tie-line voltage magnitudes
and phases, the DAEs can be recast into the following ordinary
differential equations

ẋG = (AG
11 − AG

12A
G−1

22 AG
21)x

G + (BG
1 − AG

12A
G−1

22 BG
2 )uG

yG = MG
(
−AG−1

22 (AG
21x

G + BG
2 uG)

)
(14)

and

ẋN = (AN
11 − AN

12A
N−1

22 AN
21)x

N

+
[
(BN

11 − AN
12A

N−1

22 B21) (BN
12 − AN

12A
N−1

22 B22)
](

uN
1

uN
2

)

(
yN
1

yN
2

)
=

(
0
MN

) (
−AN−1

22 (AN
21x

N + BN
21u

N
1 + BN

22u
N
2 )

)

+
(

0 I
0 0

) (
uN

1

uN
2

)

(15)
We can note that the system N has one input signal uN

1 and
one output signal yN

1 apart from the input-output pair that
defines its interconnection with the external area G. These
are the exogenous inputs and the global outputs and they will
be elaborated upon in Subsection IV-A.

3. Model reduction
With G and N on the form (14) and (15) the state space
equations for the interconnected system is readily found
by using (4) for which the reachability and observability
Gramians can be calculated with (6). Selecting the submatrices
PG and QG from the matrices (8) and (7) a change of
coordinates for the system G can be found and guided by the
structured Hankel singular values (9) the model order can be
selected.

4. Nonlinear model
With the system G being reduced to

Ĝ(s) =
[

AĜ BĜ

CĜ DĜ

]

it can be reconnected to the nonlinear description of the study
area yielding the reduced interconnected system

ẋĜ = AĜxĜ + BĜuĜ

uN
2 = yĜ = CĜxĜ + DĜuĜ

ẋN = fN(xN , xN
alg, u

N
1 , uN

2 )
0 = gN(xN , xN

alg, u
N
1 , uN

2 )
uĜ = yN

2 = MNxN
alg.

A. Algorithm preferences

Having linearized the system, we want to find the reduced
system Ĝ that makes (5) as small as possible. The outcome
of the model reduction will of course be dependent on the
choice of exogenous input signals uN

1 and output signals yN
1 .

In the Klein-Rogers-Kundur 2-area system that will be used to
demonstrate the algorithm, the input signal uN

1 was chosen as
the voltage reference Vref,1 of the AVR of generator 1 (Fig.
3). This choice is of interest if one wants to design a power
system stabilizer (PSS), since such a controller is dependent
on a good model with Vref,1 as input and that is exactly what
the reduced model will provide.

A natural choice for the output variables yN
1 is to choose

them as the voltage magnitudes and phases of the buses of the
external area at the tie-lines. Alternatively one may use the
voltage magnitude as before together with the phase difference
of the buses connected by tie-lines as outputs, i.e. θ6 − θ5 in
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this case, and this is what is done here. By assuring that the
magnitude of the voltage and the phase difference of the buses
connected by tie-lines are accurately modeled, it immediately
follows that the impact of the external area on the study area
is properly modeled, since these are the variables that define
the magnitude of the injected power into the study area. And
since the study area is not reduced, its dynamics will be the
same as in the full system as long as the injected power is
accurately modeled.

B. Required assumptions

The structured model reduction algorithm, which is based on
balanced truncation, requires that the interconnected system is
asymptotically stable, since the reachability and observability
Gramians satisfying (6) will not be well-defined otherwise.
A power system with only synchronous generators and loads
will however always have an eigenvalue at the origin as long
as no reference for the voltage phase angles is chosen. What
we will do in this paper is to introduce a very small artificial
feedback from the terminal voltage phase angle at generator
3 in the external area. This feedback term will be used to
modify the voltage reference of the AVR so that it becomes
Vref,3 = V̂ref,3 + kθ3 (Figure 3), where V̂ref,3 is the original
reference value and k is a very small number selected by the
user. The effect of this, is that the eigenvalue at the origin will
be pushed slightly into the left half-plane and the distance
it is moved will be a function of k, so by choosing k very
small, the eigenvalue will be very close to the origin. This will
render the system asymptotically stable, thus allowing for the
computation of the reachability and observability Gramians.

The reason that the power system has an eigenvalue in the
origin in the first place, is that there is no absolute reference
phase, since all that matters are the phase differences. This
means that the power system would not be affected if all the
phases were shifted by an offset. However, by introducing this
artificial feedback term, a shift in all the phases would change
the dynamics, and this explains why the eigenvalue at the
origin will move. This also means that the other eigenvalues of
the system will move slightly, but by choosing k very small,
the change will be insignificant. This is important since it
means that we can work with the perturbed system to compute
the reduced system. The only thing that one needs to be aware
of is that the phase drift of the system at the presence of some
perturbation will not be the same for the reduced system as for
the full system. But again, it is not the absolute phase that is
of importance, but the difference in phases between the buses,
because it is the difference that defines the power flow in the
transmission lines.

V. ALGORITHM DEMONSTRATION

To compute the reduced order power system we have used
the Power System Analysis Toolbox (PSAT) [39]. Its Simulink
interface can be used to draw the two subsystems N and
G. After using the built-in method to solve the power flow
problem, PSAT can return the two linearized subsystems.

Then to simulate the reduced order system at the presence of
some perturbation, MATLAB’s ode15s solver for stiff DAEs

of index 1 was used. This particular solver was chosen because
power systems with high-order generators and Automatic
Voltage Regulators (AVR) are known to have both really fast
and slow dynamics, i.e. they are stiff systems [9]. These
simulations were compared with simulations in PSAT of the
full system. The algorithm used in PSAT is based on an
implicit trapezoidal rule method.

A. Model

The model we will study is the Klein-Rogers-Kundur 2-
area system [33] (Figure 3) 1. It will be shown how different
features of it can be captured as the model order of the reduced
model is varied. In particular we are interested in the three
main modes of the system, which are the inter-area mode with
frequency 0.48 Hz and damping 0.032 that causes machine 1
and 2 to swing against machine 3 and 4, and the two intra-area
modes. The first intra-area mode causes machine 1 to swing
against machine 2 with a frequency of 0.95 Hz and damping
0.089, and the second mode makes machine 3 swing against
machine 4 with a frequency of 0.98 Hz and damping 0.089.
Since the inter-area mode is the mode with the least damping,
we can expect that it will be important to get it right in order
to achieve a small model error. We have selected machine 1

1

2

5 6
7

8
9

10 11 3

4

AVR

AVR

AVR

AVR

,1ref
V

,2ref
V

,3ref
V

,4ref
V

Fig. 3. The Klein-Rogers-Kundur 2-area system divided into a study area
including generator 1 and an external area, which is to be reduced.

together with bus 1 and 5 to be the study area N . The study
area is connected to the external area G, which is the rest of
the network, via the tie-line between bus 5 and 6.

The generators are all modeled as sixth order synchronous
machines and they are controlled by fourth order AVRs of the
standard IEEE model 1.

B. Results

To validate the reduced model we will look at how well
it can retain the modes of key importance. This can be done
by looking at the eigenvalues of the reduced model at the
steady-state operating point and comparing them with those
of the full system. The importance of preserving the location
of the eigenvalues corresponding to the inter-area oscillation as
well as the intra-area oscillations can then be demonstrated by
simulating the system when it is perturbed. By increasing the
model order of the reduced system, more modes are captured
and higher model fidelity is attained.

1The parameters are the same as in [33], with the only difference that a
damping D = 1 has been added to all generators and that the saturation limit
of the regulator voltage of the AVRs has been changed from ±5 to ±2.5.
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1) Preservation of key modes: Studying the eigenvalues of
a system is relevant since it gives information about the modes
of the system in terms of their frequency and damping. For
this reason it also becomes interesting to see which eigenvalues
of the reduced system that are preserved for different model
orders and how well their frequency and damping agree with
those of the full system. Since the main modes of interest
for the Klein-Rogers-Kundur 2 area system are the inter-
area mode and the two intra-area modes we will restrict our
attention to those. In Table V-B1 it is shown how well these
modes are preserved for different model orders. Note that the
model order refers to the order of the reduced system G. We
can see that it is sufficient to model the external area as a
fourth order system if we are primarily interested in capturing
the inter-area mode. The frequency and the damping are almost
identical to the values of the full system. However the intra-
area mode between generator 1 and 2 is not modeled very
accurately, and the intra-area mode between the generators 3
and 4 does not even exist for this model order. This is no
surprise though, as the external area is only modeled as a
fourth order system. With the inter-area mode being the most
dominant and long-lived mode, it is reasonable that a good
model emphasizes the accuracy of it over the other modes.

As the model order is increased from 4 to 7, it can be
seen from the table that better precision is achieved for the
intra-area mode of generator 1 and 2, but that the other intra-
area mode is still missing. As it turns out, the model order
has to be increased to 12, to capture it. This can most likely
be attributed to the choice of exogenous input signals to the
power system. Since the only input signal, Vref,1, primarily
excites generators 1 and 2, the model reduction algorithm will
automatically assign greater importance to capturing that intra-
area mode. By choosing different input signals or by adding for
instance a voltage reference to one of the generators 3 or 4 as
an additional exogenous input signal, more importance would
be assigned to capturing the intra-area mode of generator 3
and 4.

2) Time-simulations: We now want to see if the preserva-
tion of the key eigenvalues is reflected in the simulations of
the different models. To excite the system the input signal
Vref,1 will be used and to validate the reduced model, the
variables V6 and θ6 − θ5 will be chosen. This is a natural
choice, since these variables define the injected power into the
study area from the external area and if that injected power
is well modeled, the study area will behave well as a result,
since the nonlinear description is used in the reduced model.

Before exciting the system with Vref,1 however, we will
begin by considering a 1% perturbation of the synchronous
machine internal angle δ of generator 1. The transients that
this gives rise to are shown in Figure 4, where θ6−θ5 is being
plotted. Note that the model order refers to the order of the
reduced system G. In blue, we have the simulation of the full
system. We see that there is an initial excitation of the intra-
area mode between generator 1 and 2, which quite rapidly
fades. Much longer lasting is the inter-area mode. Comparing
this transient with those of the reduced models, it can be seen
that the fourth order model in black does not quite capture the
intra-area mode, but once that mode has died out, leaving only

the inter-area mode, the match with the full system is almost
perfect. Looking at what eigenvalues it preserves (Table V-B1),
this seems reasonable. The eigenvalues of the intra-area modes
are not as well modeled as the eigenvalue describing inter-
area mode and this is reflected in the time-simulations. From
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Fig. 4. The system is perturbed by offsetting the initial value of the
synchronous machine internal angle δ of generator 1 by 1%.

the table it can be noted that the accuracy of the intra-area
modes increases with the number of retained states, and thus
it should be expected that the time-simulations show a similar
improvement as the number of states is increased. Looking at
the transients for the system of order 7, this is indeed so.

Another natural simulation to run is one where Vref,1 of
generator 1 perturbed from its steady-state value. It will here
be modeled as a step signal and we will see what happens as
the amplitude of the step is increased. To begin with, consider
an amplitude of 1% of the steady-state value. The results are
shown in Figure 5, where V6 has been plotted as a function
of time. The fourth order system again captures the inter-area
oscillation although there is an offset. It is also seen that a
seventh order system is sufficient to get an almost perfect fit.
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0.978
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Order 4
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Fig. 5. A step in Vref,1 with amplitude 1% is applied.

3) Moving away from small-signal analysis: So far we have
only looked at small deviations from the steady-state of the
system. It is well-known that linear models work well for
this kind of small-signal analysis, but as the trajectory moves
further away from the equilibrium, the nonlinearities will start
to kick in. By retaining a nonlinear description of the study
area, the idea is that it should be possible to get better accuracy
of the system, than if it was modeled as an entirely linear
system. To demonstrate this, first consider a small excitation
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TABLE I
EIGENVALUES OF A SELECTION OF REDUCED ORDER MODELS COMPARED TO THE FULL-ORDER LINEAR MODEL

Model Order Inter-Area Mode (λ1) Local Mode 1 (λ2) Local Mode 2 (λ3)
No. λ1 f1 (Hz) ζ1 (%) λ2 f2 (Hz) ζ2 (%) λ3 f3 (Hz) ζ3 (%)
4 -0.103 ± j3.02 0.481 3.41 -0.564 ± j5.30 0.844 10.6 — — —
7 -0.0977 ± j3.03 0.482 3.22 -0.599 ± j5.97 0.950 9.98 — — —
12 -0.0970 ± j3.03 0.482 3.20 -0.537 ± j5.99 0.953 8.93 -0.786± j5.63 0.896 13.8

full system -0.0970 ± j3.03 0.482 3.20 -0.538 ± j6.00 0.955 8.93 -0.550± j6.17 0.982 8.88

of Vref,1 with an amplitude of 1% of the steady-state value.
This time we will be looking at a 12th order system G and we
will see what difference it makes if it is connected to a linear
model as opposed to a nonlinear model of the study area.
In Figure 6, it can be seen that it has no major importance
whether the linear or nonlinear system G is used, which is
to be expected, since the deviation from the equilibrium is so
small. If the amplitude of the input signal Vref,1 on the other
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Fig. 6. A step in Vref,1 with amplitude 1% is applied. The model order
of the external area G is 12. A comparison is made between a linear and a
nonlinear representation of the study area.

hand is set to 20% of its steady-state value, the outcome is
quite different (Figure 7). With an entirely linear system, all
that happens is that the output is scaled by a factor 20. But
the full system is nonlinear and as such its dynamics can look
different at different points in the state-space, which can be
seen to be the case from this time-simulation. The transient of
the reduced nonlinear model does not match perfectly with the
transient of the full system, but it can be seen that it captures
most of the nonlinear dynamics which is lost in the linear
simulation. In fact, the nonlinearity that contributes the most
to the results seen in Figure 7 is the saturation of the field
voltage of generator 1. Figure 8 shows this very clearly. Since
the study area of the reduced nonlinear model contains an
exact model of generator 1, its transient look almost identical
to that of the full nonlinear model. For an entirely linear model
however it is impossible to capture the effects of saturation and
this is what is seen from the figure.

VI. CONCLUSION AND DISCUSSION

This paper has demonstrated the merits of applying struc-
tured model order reduction to power systems by analyzing
the Klein-Rogers-Kundur 2 area system. It was seen that
this system could be substantially reduced without losing
much accuracy. With this we have shown the potential of

0 5 10 15 20
−0.18

−0.16

−0.14

−0.12

−0.1

time [s]

θ 6 −
 θ

5

 

 

Reduced linear study area
Reduced nonlinear study area
Full system

Fig. 7. A step in Vref with amplitude 20% is applied. The model order
of the external area G is 12. A comparison is made between a linear and a
nonlinear representation of the study area.
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Fig. 8. A step in Vref with amplitude 20% is applied. The model order
of the external area G is 12. A comparison is made between a linear and a
nonlinear representation of the study area.

the algorithm, but future work should include the study of
large-scale systems. Since the proposed algorithm is based
on balanced truncation, the computational complexity of the
two algorithms will also be comparable. Balanced truncation
has typically been considered suitable for up to medium-sized
systems with a few thousand states [40]. However there has
been work on approximative balanced reduction algorithms,
which extends its applicability to large-scale systems [40].

The proposed algorithm bears similarities to the inertial and
slow coherency approach [15], in the sense that the external
system is reduced to a linearized network. However this algo-
rithm has the advantage that it is not dependent on coherency
properties of the external area. This was seen from the model
reduction of the Klein-Rogers-Kundur 2 area system, where
the external area was chosen to be non-coherent.

It could be argued that the current approach has one
practical limitation, which is that there is no mapping to a
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“physical component” of the linear external area as done in
[15]. This is a problem because today’s power system analysis
tools are not written to simultaneously simulate detailed DAE
descriptions of the study area and linear models of the external
area. However, this issue can easily be dealt with, as shown
in this paper, by adding a linear component to the simulation
software.

An advantage of the algorithm, although not illustrated in
this paper, is that it easily extends to systems with several study
areas, which is relevant for power system regional coordinators
in Europe, such as CORESO, that have study areas whose
boundaries do not overlap.
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