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#### Abstract

Assessing measurement systems is a necessary task in all industrial contexts. While a great deal has been written about assessing measurement systems that yield continuous outputs, little work addresses binary measurement systems despite their widespread use. This article proposes two new plans for assessing a binary measurement system that are applicable when we can assume the pass rate of the system is known. This assumption is often reasonable when we need to assess a system used for $100 \%$ inspection in a production process. The plans provide estimates of the misclassification rates as well as the proportion of conforming items produced. The two methods are compared to existing plans.
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Binary measurement systems (BMSs) that classify items as pass or fail are widely used in industry, especially for $100 \%$ inspection purposes. Good measurement systems are essential both for problem solving (i.e., reducing the rate of defectives) and to protect customers from receiving defective products. As a result, it is desirable to assess the performance of the BMS as well as to separate the effects of the measurement system and the production process on the observed classifications.

The automated visual inspection of credit cards provides our motivating example. The measurement system is used to check blank credit cards before they are personalized. In the measurement process, cards are checked for many defects, such as missing parts, surface scratches, bleeding of colors, fuzzy letters and numbers, etc. The system takes a digital picture of the front of each card and calculates hundreds of summary measures based on comparing the picture

[^0]to a template of the ideal card. If any of the summary measures falls outside a prespecified range, the card is rejected.

We define $\pi_{c}=\operatorname{Pr}(c)$ as the probability of a conforming item, that is, an acceptable credit card; $\pi_{p}=\operatorname{Pr}(p)$ as the probability the measurement system passes an item, $\alpha=\operatorname{Pr}(p / \bar{c})$ as the probability of passing a nonconforming item; and $\beta=\operatorname{Pr}(\bar{p} / c)$ as the probability of rejecting a conforming item. The performance of the measurement system is summarized by the misclassification rates $\alpha$ and $\beta$, while the quality of the production process is determined by $\pi_{c}$. Finally, $\pi_{p}$ depends on the properties of both the measurement system and the production process. Note that, in most applications, $\alpha$ is of greater concern than $\beta$ because $\alpha$ quantifies the risk of nonconforming items reaching the customer.

The misclassification rates $\alpha$ and $\beta$, also called "miss rate" (consumer's risk) and "false alarm" (producer's risk), respectively, are commonly used to quantify the performance of a binary measurement system in industry. See, for example, AIAG (2002), Johnson et al. (1991), and Boyles (2001). In medical literature, the performance of diagnostic tests is assessed using the misclassification rates $\alpha$ and $\beta$ or their complements, called specificity and sensitivity. See, for example, Fleiss (1981), Walter and Irwing (1988), and Pepe (2003). In this context, similar to the industrial setting, estimating the misclassification rates is important because they quantify the
costs and risks due to misclassification of patients. Also, it has been shown (Barron (1977), Quade et al. (1980)) that, when the diagnostic tests are not error free, ignoring the existence of such errors can have serious consequences on estimating indices of association, such as relative risks, odds ratios, etc. Therefore, the measurement error has to be estimated and incorporated in further analyses.

While there is an extensive literature on the assessment of continuous measurement systems (see AIAG (2002), Wheeler and Lyday (1989), Burdick et al. (2005)), much less research has addressed assessing a BMS. AIAG (2002) provides a method that assumes there is an underlying continuous measure that has been discretized. This approach is not feasible in some cases, such as the motivating example, where the classification is based on a large number of tests for conformance.

Farnum (1994) suggests an assessment method for a BMS where two equally sized independent samples of conforming and nonconforming items are selected and then evaluated by the BMS. This plan allows direct estimation of $\alpha$ and $\beta$, the misclassification probabilities. However, Farnum's plan is often not practical because it requires sampling from large populations of conforming and nonconforming items, the status of which can only be determined by using a gold-standard measurement device. The cost of creating these two populations can be prohibitive for a process with a small nonconforming rate.

Boyles (2001) presents a latent-class approach that does not require knowledge of the true state of the measured items. In his approach, each unit is measured several times and he assumes that the measurements are conditionally independent. The parameters are identifiable if we reasonably assume that $1-\beta>\alpha$, that is, conforming items are more likely to be passed than the nonconforming ones. Van Wieringen and van der Heuvel (2005) provide an overview and comparison of Boyle's approach and other methods such as Cohen's kappa, intraclasscorrelation coefficient and log-linear models. They conclude the latent-class model is preferred.

In this article, we propose two new plans for assessing a BMS under the following assumptions:

- the pass rate, $\pi_{p}$, is known, and
- the true class of each unit can be determined.

The first assumption is reasonable in cases where the BMS is currently in use. For example, in the
credit-card application, thousands of cards are classified each hour so the pass rate is well known. We wish to use this information to help us assess the binary measurement system. The second assumption requires the existence of a "gold-standard" measurement device that can determine whether an item is either conforming or nonconforming. In the example, credit cards can be classified as conforming or nonconforming by a human operator. We assume that the human inspector determines the true status of the cards with no classification error. Because human inspectors are slow and expensive, they are not used in regular production.

The assumption that $\pi_{p}$ is known imposes restrictions on the conditional probabilities, $\alpha$ and $\beta$, and $\pi_{c}$. Recall that $\pi_{p}$ is a function of the performance of both the measurement and production processes. We have $\pi_{p}=(1-\beta) \pi_{c}+\alpha\left(1-\pi_{c}\right)$, and solving for $\pi_{c}$, we get $\pi_{c}=\left(\pi_{p}-\alpha\right) /(1-\beta-\alpha)$. Because $0 \leq \pi_{c} \leq 1$, we know $0 \leq\left(\pi_{p}-\alpha\right) /(1-\beta-\alpha) \leq 1$. It is reasonable to assume that $1-\beta-\alpha>0$, as the misclassification rates $\alpha$ and $\beta$ are usually small. Alternatively, this is equivalent to Boyles' (2001) assumption, that is, conforming items are more likely to be passed than the nonconforming ones. Therefore, we have two restrictions, $\alpha \leq \pi_{p}$ and $\beta \leq 1-\pi_{p}$.

Assuming $\pi_{p}$ is known allows the indirect estimation of the misclassification rates $\alpha$ and $\beta$ (see the next section for details) with a more convenient plan than Farnum's and allows us to estimate $\pi_{c}$, i.e., the performance of the production process. By estimating $\pi_{c}$ as well as $\alpha$ and $\beta$, we can assess the relative contribution of the measurement system and production processes to the pass rate. This mirrors the calculation of the gauge $R \& R$ percentage in the continuous measurement case (AIAG (2002)).

In the methods section, we describe the two new plans and give the corresponding maximum likelihood estimates (MLEs) for $\alpha, \beta$, and $\pi_{c}$. Next, we compare the two plans using both theoretical and simulation methods and discuss the advantages and disadvantages by comparing the efficiency of the estimators, the costs, and the practicality of each method.

## Methods

In Table 1, we summarize the results of a BMS assessment plan where we classify $N$ items using both the BMS under study and the gold-standard measurement device. The notation is straightforward; for

TABLE 1. Summary Data from Assessing a BMS

|  | Conform <br> $(c)$ | Not conform <br> $(\bar{c})$ | Total <br> Items |
| :--- | :---: | :---: | :---: |
| Pass $(p)$ | $n_{p c}$ | $n_{p \bar{c}}$ | $n_{p}$ |
| Reject $(\bar{p})$ | $n_{\overline{\bar{c}} \bar{c}}$ | $n_{\bar{p} \bar{c}}$ | $n_{\bar{p}}$ |
| Total Items | $n_{c}$ | $n_{\bar{c}}$ | $N$ |

instance, $n_{p c}$ represents the observed number of conforming items that passed. Note that, with Farnum's method, $n_{c}, n_{\bar{c}}$, and $N$ are fixed and all the other quantities are random.

## Plan I (Binomial)

In the binomial plan, we select two independent samples, one containing $n_{p}$ items from the population of passed items and another of size $n_{\bar{p}}$ from the population of rejected items. Then, the true state conforming or nonconforming - is determined for all selected items. Thus, in Table $1, n_{p}, n_{\bar{p}}$, and are fixed and all the other quantities are random.

With this plan, we cannot directly estimate the two misclassification probabilities $\alpha$ and $\beta$. Instead, we start with the MLEs: $\widehat{\operatorname{Pr}}(\bar{c} / p)=n_{p \bar{c}} / n_{p}$ and $\widehat{\operatorname{Pr}}(\bar{c} / \bar{p})=n_{\bar{p} \bar{c}} / n_{\bar{p}}$. Then, by Bayes' Rule,

$$
\begin{aligned}
\alpha & =\frac{\operatorname{Pr}(p \cap \bar{c})}{\operatorname{Pr}(\bar{c})} \\
& =\frac{\operatorname{Pr}(\bar{c} / p) \operatorname{Pr}(p)}{\operatorname{Pr}(\bar{c} / p) \operatorname{Pr}(p)+\operatorname{Pr}(\bar{c} / \bar{p}) \operatorname{Pr}(\bar{p})}
\end{aligned}
$$

and

$$
\begin{aligned}
\beta & =\frac{\operatorname{Pr}(\bar{p} \cap c)}{\operatorname{Pr}(\bar{c})} \\
& =\frac{\operatorname{Pr}(c / \bar{p}) \operatorname{Pr}(\bar{p})}{\operatorname{Pr}(c / \bar{p}) \operatorname{Pr}(\bar{p})+\operatorname{Pr}(c / p) \operatorname{Pr}(p)} .
\end{aligned}
$$

We also have $\pi_{c}=\operatorname{Pr}(c \cap p)+\operatorname{Pr}(c \cap \bar{p})=\operatorname{Pr}(c / p)$. $\operatorname{Pr}(p)+\operatorname{Pr}(c / \bar{p}) \operatorname{Pr}(\bar{p})$. Using the invariance property of the MLEs, we obtain the following estimates for $\alpha, \beta$, and $\pi_{c}$ from Plan I:

$$
\begin{aligned}
\hat{\alpha}(I) & =\frac{\pi_{p} \frac{n_{p \bar{c}}}{n_{p}}}{\pi_{p} \frac{n_{p \bar{c}}}{n_{p}}+\left(1-\pi_{p}\right) \frac{n_{\bar{p} \bar{c}}}{n_{\bar{p}}}} \\
& =\frac{\pi_{p} n_{p \bar{c}} n_{\bar{p}}}{\pi_{p} n_{p \bar{c}} n_{\bar{p}}+\left(1-\pi_{p}\right) n_{\bar{p} \bar{c}} n_{p}}
\end{aligned}
$$

$$
\begin{align*}
\hat{\beta}(I) & =\frac{\left(1-\pi_{p}\right) \frac{n_{\bar{p} c}}{n_{\bar{p}}}}{\left(1-\pi_{p}\right) \frac{n_{\bar{p} c}}{n_{\bar{p}}}+\pi_{p} \frac{n_{p c}}{n_{p}}} \\
& =\frac{\left(1-\pi_{p}\right) n_{\bar{p} c} n_{p}}{\left(1-\pi_{p}\right) n_{\bar{p} c} n_{p}+\pi_{p} n_{p c} n_{\bar{p}}} \\
\hat{\pi}_{c}(I) & =\pi_{p} \frac{n_{p c}}{n_{p}}+\left(1-\pi_{p}\right) \frac{n_{\bar{p} c}}{n_{\bar{p}}} \tag{1}
\end{align*}
$$

With Plan I, $\hat{\pi}_{c}(I)$ is an unbiased estimator and the biases for both $\hat{\alpha}(I)$ and $\hat{\beta}(I)$ are of order $1 / N$. We can also derive approximations for the variances of the estimators corresponding to $\hat{\alpha}(I)$ and $\hat{\beta}(I)$ in terms of $\alpha, \beta$, and $\pi_{p}$ (known), while the variance of the estimator corresponding to $\hat{\pi}_{c}(I)$ can be directly derived. See Danila et al. (2006) for detailed results and derivations. All approximations in this article are derived using the $\delta$ method (Casella and Berger (2002)). We obtain the results

$$
\begin{aligned}
\operatorname{Var}(\hat{\alpha}(I)) \simeq & \frac{\alpha(1-\alpha)\left(\pi_{p}-\alpha\right)}{1-\beta-\pi_{p}} \\
& \times\left[\frac{1-\alpha-\beta+\alpha \beta}{n_{p}}+\frac{\alpha \beta}{n_{\bar{p}}}\right] \\
\operatorname{Var}(\hat{\beta}(I)) \simeq & \frac{\beta(1-\beta)\left(1-\beta-\pi_{p}\right)}{\pi_{p}-\alpha} \\
& \times\left[\frac{\alpha \beta}{n_{p}}+\frac{1-\beta-\alpha+\alpha \beta}{n_{\bar{p}}}\right] \\
\operatorname{Var}\left(\hat{\pi}_{c}(I)\right)= & \frac{\left(1-\beta-\pi_{p}\right)\left(\pi_{p}-\alpha\right)}{(1-\alpha-\beta)^{2}} \\
& \times\left[\frac{\alpha(1-\beta)}{n_{p}}+\frac{\beta(1-\alpha)}{n_{\bar{p}}}\right]
\end{aligned}
$$

Figures 1 and 2 illustrate how the standard deviations of the estimators vary with the proportion of the passed items, i.e., $n_{p} / N$, for some specific values of $\alpha, \beta$, and $\pi_{p}$.

In Figure 1, we notice that $\operatorname{Std}(\hat{\alpha}(I)) \sqrt{N}$ decreases slowly from 0.86 to 0.57 over the interval $[0.4,1)$, the function being close to flat over this range. Therefore, to estimate $\alpha$, selecting the percentage of passed items anywhere from $40 \%$ to $99 \%$ gives roughly the same results. $\operatorname{Std}(\hat{\beta}(I)) \sqrt{N}$ increases very slowly over the entire interval for the proportion of passed items. In Figure 2, $\operatorname{Std}\left(\hat{\pi}_{c}(I)\right) \sqrt{N}$ varies from 0.047 to 0.057 over the interval $[0.2,0.8]$ for the proportion of passed items. The function is almost flat from 0.25 to 0.75 .

In summary, if the main goal of the study is to estimate $\alpha$ and $\beta$, we can select as many as $75 \%$ passed items and $25 \%$ rejected items and have almost


FIGURE 1. $\operatorname{Std}(\hat{\alpha}(I)) \sqrt{I}$ and $\operatorname{Std}(\hat{\beta}(I)) \sqrt{I}$ as Functions of the Proportion of Passed Items. Total sample size is $N$ and $\alpha$ $=0.01, \beta=0.02, \pi_{p}=0.95$.
the same precision for the estimates as when selecting $50 \%$ passed and $50 \%$ rejected. This result makes Plan I appealing, as it may be difficult to select a large number of rejected items, $1-\pi_{p}$ usually being small.

Plan I is much easier to implement than Farnum's plan. Because we assume the measurement system has been operating for some time, selecting $n_{p}$ passed items and $n_{\bar{p}}$ rejected items is straightforward and only $N\left(=n_{p}+n_{\bar{p}}\right)$ items have to be classified by the gold-standard measurement system.

## Plan II (Multinomial)

In Plan II (called the multinomial method), $N$ items are selected, then classified as conforming or nonconforming by the gold-standard system and then measured with the BMS. Thus, with Plan II, in Table 1, only $N$ is fixed and all other quantities are random.

Following a similar derivation as with Plan I, the multinomial plan gives the following MLEs:


FIGURE 2. $\operatorname{Std}\left(\hat{\pi}_{C}(I)\right) \sqrt{N}$ as a Function of the Proportion of Passed Items. Sample size in the total sample size, $N$, when $\alpha=0.01, \beta=0.02, \pi_{p}=0.95$.


$$
\text { mean }=0.0096 \text { std }=0.016764
$$


mean $=0.0101$ std $=0.012822$

FIGURE 3. Simulated Distributions of the Estimate for $\alpha$ Using Plan I and Plan II, $\alpha=0.01, \beta=0.02, \pi_{p}=0.95$, and the Total Sample Size Is 2,000 Items.

$$
\begin{aligned}
\hat{\alpha}(I I)= & \pi_{p} n_{p \bar{c}}\left(n_{\bar{p} c}+n_{\bar{p} \bar{c}}\right) \\
& \div\left[\pi_{p} n_{p \bar{c}}\left(n_{\bar{p} c}+n_{\bar{p} \bar{c}}\right)\right. \\
& \left.\quad+\left(1-\pi_{p}\right) n_{\bar{p} \bar{c}}\left(n_{p c}+n_{p \bar{c}}\right)\right] \\
\hat{\beta}(I I)= & \left(1-\pi_{p}\right) n_{\bar{p} c}\left(n_{p c}+n_{p \bar{c}}\right) \\
& \div \\
& {\left[\left(1-\pi_{p}\right) n_{\bar{p} c}\left(n_{p c}+n_{p \bar{c}}\right)\right.} \\
& \left.+\pi_{p} n_{p c}\left(n_{\bar{p} c}+n_{\bar{p} \bar{c}}\right)\right] \\
\hat{\pi}_{c}(I I)= & \frac{\pi_{p} n_{p c}}{n_{p c}+n_{p \bar{c}}}+\frac{\left(1-\pi_{p}\right) n_{\bar{p} c}}{n_{\bar{p} c}+n_{\bar{p} \bar{c}}}
\end{aligned}
$$

Note that with Plan II, in contrast with Plan I, the proportions of passed and rejected items are random.

The estimators for $\alpha$ and $\beta$ given by the multinomial method have biases of order $1 / N$, and the estimator of $\pi_{c}$ is unbiased. The detailed derivations of
the MLEs using Lagrange multipliers and of approximations for the variances and biases of the estimators can be found in Danila et al. (2006).

## Comparison of Plans I and II

In this section, both simulation and theoretical results are used to compare Plans I and II. If not otherwise stated, we use the special case of Plan I where the number of passed items equals the number of rejected items, i.e., $n_{p}=n_{\bar{p}}=N / 2$. Figures 3, 4, and 5 show simulated distributions of the estimators for $\alpha, \beta$, and $\pi_{p}$ for some specific plausible values of $\alpha, \beta$, and $n_{p}$.

From Figures 3, 4, and 5, we conclude that Plan II


FIGURE 4. Simulated Distributions of the Estimate for $\beta$ Using Plan I and Plan II, $\alpha=0.01, \beta=0.02, \pi_{p}=0.95$, and the Total Sample Size Is 2,000 Items.


FIGURE 5. Simulated Distributions of the Estimate for $\pi_{c}$ Using Plan I and Plan II, $\alpha=0.01, \beta=0.02, \pi_{p}=0.9$, and the Total Sample Size Is 2,000 Items.
is better at estimating $\alpha$ than Plan I, while Plan I is better for estimating $\beta$ and $\pi_{c}$. Also, in general, the theoretical approximated standard deviations based on the delta method and the simulated standard deviations agree closely, differing by at most $3.3 \%$ for the conditions considered here. As a result, for the remaining comparisons, we use the theoretical approximations.

Next, we compare the standard deviations of the estimators over a large range of $\alpha$ and $\beta$ values for different values of $\pi_{p}$. Figures 6-8 show contours for the ratio of the estimator standard deviations from Plan I and II for $\alpha, \beta$, and $\pi_{c}$, respectively, where we assume with Plan I an equal number of passed and failed items are selected.

Figure 6 shows that Plan II gives a consistently better estimate for $\alpha$ over all values of $\alpha$ and $\beta$ and different values of $\pi_{p}$. Also, as $\pi_{p}$ gets larger, the ratio gets larger for the same values of $\alpha$, and $\beta$ has a smaller influence on the ratio. From Figure 7, we see that Plan I gives better estimates of $\beta$ than Plan II over the whole range of $\alpha, \beta$, and $\pi_{p}$. Also, the ratio varies slightly over the $\alpha$ and $\beta$ ranges and the ratio becomes less sensitive to $\beta$ for larger values of $\pi_{p}$ (e.g., 0.95). In Figure 8, we notice that Plan I gives a more precise estimate for $\pi_{p}$ for small values of $\pi_{p}$ and $\alpha$. When $\pi_{p}=0.95, \beta$ has little influence on the ratio, especially for $\alpha$ less than 0.05 .

To implement one of the proposed plans, it may be useful to determine the sample size required to


FIGURE 6. Contour Plots for $\operatorname{Std}(\hat{\alpha}(I)) / \operatorname{Std}(\hat{\alpha}(I I))$.


FIGURE 7. Contour Plots for $\operatorname{Std}(\hat{\beta}(I)) / \operatorname{Std}(\hat{\beta}(I I))$.
attain a certain precision in estimating $\alpha, \beta$, or $\pi_{c}$. As in most sample-size determination problems, general results are not possible unless we assume the parameters are known. The results below give the minimum sample size for Plan I that can achieve the desired precision, denoted std ${ }_{0}$ :

$$
\begin{aligned}
& N_{0}(\alpha(I)) \\
& \quad=\frac{\left(\pi_{p}-\alpha\right) \alpha(1-\alpha)[(1-f)(1-\beta-\alpha)+\alpha \beta]}{\left[\operatorname{std}_{0}(\hat{\alpha}(I))\right]^{2} f(1-f)\left(1-\beta-\pi_{p}\right)} \\
& \quad N_{0}(\beta(I)) \\
& \quad=\frac{(\alpha \beta+f-\beta f-\alpha f) \beta(1-\beta)\left(1-\beta-\pi_{p}\right)}{\left[\operatorname{std}_{0}(\hat{\beta}(I))\right]^{2} f(1-f)\left(\pi_{p}-\alpha\right)}
\end{aligned}
$$

$$
\begin{align*}
& N_{0}\left(\pi_{c}(I)\right) \\
& \quad=\frac{(\alpha+\beta f-\alpha \beta-\alpha f)\left(1-\beta-\pi_{p}\right)\left(\pi_{p}-\alpha\right)}{\left[\operatorname{std}_{0}\left(\hat{\pi}_{c}(I)\right)\right]^{2} f(1-f)(1-\beta-\alpha)^{2}}, \tag{2}
\end{align*}
$$

where $f$ is the selected proportion of the passed items in the total sample size.

If we are interested in using Plan II, the complicated functions that give the required sample sizes similar to Equation (2) can be found in Danila et al. (2006). Alternatively, we may use an indirect method based on Equations (2) and the contour plots of Figures 6-8. The contour plots give the relative precision


FIGURE 8. Contour Plots for $\operatorname{Std}\left(\hat{\pi}_{c}(I)\right) / \operatorname{Std}\left(\hat{\pi}_{c}(I I)\right)$.


FIGURE 9. Ratio of the Standard Deviations for the $\alpha$ and $\beta$ Estimators $\alpha=0.01, \beta=0.02$, and $\pi_{p}=0.95$.
of the two plans when the sample size is equal. Once we have the ratio, we can derive the corresponding standard deviation given by Plan I and use Equation (2) to get the required sample size for Plan II.

For example, suppose our goal is to use Plan II to estimate $\alpha$ with a standard deviation of at most 0.02 (i.e., $\left.\operatorname{std}_{0}(\hat{\alpha}(I I))=0.02\right)$ and we assume $\alpha=0.01, \beta=0.02$, and $\pi_{p}=0.95$. Figure 6 shows that, for the given values of $\alpha, \beta$, and $\pi_{p}$, the ratio $\operatorname{Std}_{0}(\hat{\alpha}(I)) / \operatorname{Std}_{0}(\hat{\alpha}(I I))$ is roughly 1.375 . From this ratio, we determine that using Plan I with the same sample size will give $\operatorname{Std}_{0}(\hat{\alpha}(I))=0.0275$. Finally, setting $\operatorname{std}_{0}(\hat{\alpha}(I))=0.275$ and $f=0.5$ in (2), the minimum sample size for Plan II is roughly 800.

It is also of interest to compare the precision of the estimators when we use different sample sizes for
passed and failed items in Plan I, i.e., $n_{p} \neq n_{\bar{p}}$. Figures 9 and 10 illustrate how the ratio of the standard deviations for the estimators for the two plans varies with the proportion of the passed items. We see that Plan II gives a better estimate of $\alpha$, regardless of the proportion of the passed items.

For estimating $\beta$, Plan I is better unless the proportion of passed items is very high. To estimate $\pi_{c}$, we notice that the ratio is smaller than unity unless the proportion of passed items is larger than about 0.9 .

## Conclusions

In this paper, we propose two new methods for estimating the misclassification probabilities that characterize the quality of a binary measurement sys-


FIGURE 10. Ratio of Standard Deviations for $\pi_{c}$ when $\alpha=0.01, \beta=0.02$, and $\pi_{p}=0.95$.
tem and the probability of having a conforming item, which is a measure of the process quality. We consider the situation where we assumed that the passing rate, $\pi_{p}$, is known and the true class of any item can be determined.

Neither of the two methods was found to be consistently better than the other for estimating all the parameters. The best method depends on the objectives of the study. If we are primarily interested in estimating $\alpha$, the probability of passing a nonconforming item, we recommend Plan II (multinomial). This method gives a more precise estimator than Plan I for a large range of $\alpha, \beta$, and $\pi_{p}$ values. On the other hand, if the study objective is to assess $\beta$, the probability of rejecting a conforming item, or to assess the process quality, i.e., $\pi_{c}$, it is better to use Plan I ( $\mathrm{Bi}-$ nomial). The standard deviation of the $\beta$ estimator given by Plan I varies very slowly as we change the proportion of the passed items selected. Therefore, we can select unequal numbers of passed and rejected items. This makes Plan I easier to implement, as it is usually more difficult to obtain rejected as opposed to passed items. The standard deviation of $\pi_{c}$ was almost constant when the proportion of the passed items sample size varied from 0.25 to 0.75 . Therefore, we can select as many as $75 \%$ passed items and $25 \%$ rejected items and still have a precise estimate of $\pi_{c}$.
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