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Excited and ionized states pfbenzoquinonepBQ) and the ground and excited states of its anion radical
were studied by the SAC (symmetry adapted cluster)/SEC(configuration interaction) method. Calculated
ionization energies were in good agreement with the experimental ionization spectra, and the ionization peaks
up to ca. 20 eV were assigned. The lowest four ionized states were calculateaigq bg', 7, andrg*

in increasing energy order differently from the Koopmans’ energy ordgr,z,*, ng~, andn,*. The adiabatic
electron affinity ofp-BQ was calculated to be 1.96 eV in comparison with the experimental values, 1.86,
1.89, and 1.99 eV. The lowest allowed excitationpeBQ anion radical was assigned 38, (774 * somo—

my~* shape resonance) for both the anion and neutral-state geometries. The assigrifdgrasdhe lowest
allowed state by Tripathi et al. seems to be due to the exchange & thend?Bs, states by the hydrogen
bonds with water solvent, which was supported by the SAC calculations forp-benzosemiquinonep{

BQH) radical. With support from the proposal in the literature, two forbiddemrsowmo transitions were
calculated below the lowest peakA() for the anion geometry, whereas for the neutral geometry, these
transitions were calculated to be less stable tharfAhestate. The two states observed above?hgstate

in various spectra were both assignedBa, (77" —74 * somo andarg * somo—t,*): the order of these states
depends on the geometries, izgy;* somo—,t* Feshbach resonance was lower in the anion geometry, whereas
"=y * somo shape resonance was lower in the neutral geometry. The ordering is explained by the effect
of geometry on the orbitals.

1. Introduction several ab initio calculations have also been repottdtlis
established both experimentally and theoretically that the lowest
four singlet excited states are-n*, n—x*, 7—x*, and 7—a*

in increasing order of energy. Higher excited statep-&Q
were studied experimentally by Brint etdland theoretically

Quinones are well-known as acceptors in the electron-transfer
(ET) system, and their importance can be widely found in
chemistry, biology, and industry. For example, they are found

in biology as ubiquinone and menaquinone in the photosynthetic C 11e 1d
reaction center oRhodopseudomonadidis.>2 The route and by Pou-Aneigo et al:** and Weber et af:Recent CASPT2

ated \ ; :
the mechanism of the ET between these quinones were recentl;’lalculatIoné provided the assignments of Rydberg excited

studied in our laboratof} in a series of theoretical studies of states.as well as valer.1ce. excited states. .
photosynthetic bacteriThey are also found in the active sites ~ ASSignments of the ionized states@BQ are not yet final,

of anthracyclines that exhibit an antitumor actiitZigarette and the order of ionization energies has been controveSitd.
tar contains many different kinds of free radicals, and a Almost all theoretical studies on ionizations are due to Koop-

predominant species is said to be a complex of quinone andMans theorem and only very few calculations including electron

hydroguinone groupsin industry, quinones are used as oxidants COITelations have been reported. Ha perf(l’;med SDCl anedMR
and synthetic dyes. They work as acceptors in many CT-type SDCI calcul_at|c_)ns with doublé-basis set!® He assigned the
organic conductors,and in particular, quinhydrone (hydro- lowest four ionized states to n, n, andz and supported 2t£1e
quinone-benzoguinone complex) crystaiwell-known and used ~ assignments by Dougherty and McGly#frand Asbrink et af:

as an electrode. Among quinoneshenzoquinoneftBQ) is a Recently, Stanton et &9 reported a high-resolution photoelec-
key compound and, therefore, is important as a reference(fon spectrum and analyzed it using EOMIECSD*# and
molecule in studying the electronic structures and functions of linear response CC3 calculatidfisfor the four lowest ionized
quinone species. In particular, the investigations of the electronic States. They also proposed n,m,andz states as the lowest

structures of the neutratBQ and its anion radical are necessary four ionized states. For higher ionized states, however, the
for understanding the nature of the electron-transfer systemsc@lculated values were in poor agreement with the experimental
including quinones. values, and the assignments were different from those given in

Many experimental and theoretical studies have been reportedt"® 'iterat“féOb’llbflzb'14Alth°u9h Ha calculated eight ionized
on the electronic structure @-BQ. Experimental studies on states, explicit assignments to the experimental values were done

the singlet electronic excited states have been reported in gaPnly for the lowest four states? The assignment of higher
phaseg,in n-hexane and in crystalg22Most of the theoretical ~ 1onized states op-BQ is, therefore, still an open question.

studies were those using the semiempirical meflidétthough For the anion radical o6-BQ, various experimental values
of electron affinity have been reportédwith the recent one
*To whom correspondence should be addressed. being 1.86 e\A5d The excited states of the anion radical have
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also been observed in various speéfrdhe excited states  more,2A, was more stable tha#Bs, at the neutral geometry.
corresponding to the vertical excitations at the geometry of the Thus, both experimentally and theoretically, the assignments
anion ground state were observed in aqueous solution byof the excited states of theBQ anion radical are indefinite.
resonance Raman spectroscopy (RES)n gas phase by For reliable theoretical assignments of the spectra, one should
electron photodetachment spectroscopy (EPRSPand in use highly accurate theory with a large basis set. The symmetry
2-methyltetrahydrofuran (MTHF) by electronic absorption adapted cluster (SAGYSAC—configuration interaction (C1y
spectroscopy (EAS° and by fluorescence spectroscopy (85).  method is a powerful theory to describe ground and excited
On the other hand, the spectroscopy that is due to the electronstates and has been applied to various systéribe SAC/
scattering technique gives the vertical excitation energies at theSAC—CI method is applicable to the ground and excited states
geometry of the neutral ground state. ForpHBQ anion radical, of various electronic species (neutral states, ionized states, and
electron transmission spectroscopy (E¥&).6eelectron energy  electron attached states) with a similar accuracy. This property
loss spectroscopy (EELSY, and Sk scavenger spectroscopy is particularly important for the present studymsBQ: we study
(SRsSS)i52all in gas phase, have been reported. However, the here the ground and excited statep-®Q), the ionization spectra
assignment even for the lowest symmetry-allowed excited stateof p-BQ below 20 eV, and the ground and electronic excited
is still controversial: it lies in the energy region 6.0.95 eV states of thg-BQ anion radical observed by several experi-
above the neutral ground state. There are two candidates forments. The calculated excitation and ionization energies showed
this state: one i3A, state that is the excitation from the somo good agreement with experiments, indicating that our assign-
orbital of the anion radical to a higher unoccupietiorbital, ments are reasonable. We would like to clarify the above-
and the other i2B3, state that is the excitation from a doubly ~mentioned situations in the assignment of the electronic excited
occupiedr orbital to thesr* somo orbital. Therefore, an aim of ~ states.

this paper is to give a definite assignment of the lowest allowed
excited state. 2. Calculational Method

Higher excited states at the anion geometry were observed \We calculate by the SAC/SAECI method the ground state,
by RRS!%2EPDS!*cand EAS!®independently. The RRS and  singlet excited states, and doublet ionized statesp-8Q
EAS studies found at least two states other than the first allowed (C¢H,0,) and the doublet ground and excited states of
state in the region of 3:44.0 eV above the anion ground state. p-BQ anion radical. The basis set we used was Huziraga
At the neutral geometry, two states were reported above the Dunning’s (9s5p/4s)/[5s3p/3s] with standard scaling faétors
first one by SESS!%@ ETS!6d16e and EELS!S" and their  plus Huzinaga's polarization functio#s([2d] for C and O,
excitation energies were at about 1.5 and 2.1 eV, respectively.[1p] for H), Dunning’s diffuse anion bas’ ([1s1p] for C,
The assignments of these states are not yet established as we[ps2p] for 0), and Dunning’s Rydberg functidds(3s, 3p,

as the first excited state. and 3d functions of carbon split to [2s2p2d] with standard
At the anion geometry, symmetry-forbidden states below the splitting factors). The Rydberg functions were put at the center
lowest allowed state were reported by EPBY&ind by F3S6e of the molecule. The total number of the contracted basis

independently. Cook et al. found the emission band edge at 0.5functions was 292. The molecular geometry of neupr&lQ
eV below the absorption band in their fluorescence spectra andis due to the electron diffraction experimeAtsyhereas for
concluded that there exists an optically forbidden transition thep-BQ anion radical the geometry was optimized by UMP2/
below the lowest allowed statés Schiedt et al. observed several  [5s3p/3s}-pol.(d,p)tdiff.(s,p) calculations.
peaks of about 1ps lifetimes at 2:2.4 eV and also concluded We used the SAC/SAECI SD-R method in which one- and
the existence of two or one forbidden state(s) tHeétaBoth two-electron excitation operators are considered as linked
authors assigned such states to the transitions from doublyoperators. HartreeFock (HF) orbitals were used as reference
occupied n orbital tor* SOMO, though they also noted their ~ orbitals. The active space consisted of 20 occupied orbitals and
assignments not to be conclusive because of the difficulty in 256 unoccupied orbitals, and only 1s orbitals were frozen as
observing their vibronic features because of the absence of thecore orbitals. All of the single excitation operators and part of
origin transitions intrinsic to HerzbergTeller coupling and the ~ the double excitation operators selected by the perturbative
small energy difference of these electronic states. selection procedufeéwere employed as linked operators. The
On the theoretical side, several studies have been publishedselection thresholds werexd 107> and 1x 10°¢for the ground
on the excited states of theBQ anion radical. As ab initio  and excited states, respectively. For the unlinked operagts,
calculations, MP25° CASSCFL"2and CASPT®studies have ~ Fi%: andReS, types were employed, whe is a symmetry-
been reported. MP2 calculations by Cook etéafound two adapte_oh-electron excitation operator for the _SAC calcul_atlon
forbidden n-7*somo transitions below ther* somo—* (Au) andR, is the same one for the SAECI calculation. Selection
transition at the anion geometry. They assigned the experimen-thresholds for the unlinked terms werg = 0.002 (0.005 for
tally observed forbidden states to twe-n* sowostates and the ~ Singlet states)r = 0.001,zs = zg = 0.05 (0.0, 0.005 fop-BQ
lowest allowed state to ther*somo—7* (2AJ) transition, anion radical, respectlz\éely); the details of these thresholds were
respectively, but they did not calculate higher excited states, described elsewheré All calculations were carried out by
Wheeler calculated the ground and five low-lying excited states Y>'N9 the local version of the SAGCI prograni® combined
of the anion radical by CASSCF meth&@.(Although in his  With the Gaussian 98 program packdge.

paper he did not explicitly state which geometry was employed, . .
it is expected to be the anion ground-state geometry.) The 3. Singlet Ground and Excited States op-BQ

CASSCEF calculations provided the-7* somo (“Bay) state lower The energies and natures of some of the HF orbitals of neutral
than ther* somo—* (?Ay) state, and it was concluded that the p-BQ are listed in Table 1. Figure 1 shows some important ones.
lowest allowed state we3,. Recent CASPT2 calculatioh® We define thez axis on the line connecting two carbonyls

at the anion geometry also supported this conclusion: the and thex axis as the direction perpendicular to the molecular
calculated energy difference between 88, and?A, states plane. (Confusingly, some papers are employing different
were, however, only a few hundredths of an eV, and further- definitions from ours. In our paper, however, all of the symmetry
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TABLE 1: Orbital Energies and Natures of Some HF orbitals exist in the unoccupied higher energy region, and there
Orbitals of Neutral p-BQ are many Rydberg orbitals among these orbitals. Figure 1 also
MO orbital energy shows the orbital energies for the anion radical calculated by
numbet symmetry [eV] naturé the open-shell RHF method.
Occupied Orbitals Table 2 shows the singlet excitation energiepdQ and
14 2k, —23.826 0g, Ny their natures calculated by the SAC/SACI method. Experi-
15 63 —22.733 Ug: . mental2c98and calculated valuésdin the literature are also
ig 32“ :ig'igg om+, Ou listed in Table 1. In accordance with the results reported in the
18 6h., ~18.799 617’ ou literature?-819the excitation energies of the lowest four states
19 Ay, —17.554 o,t were calculated to begh—smg *Lumo, Nu"—mg *Lumo, Tg"—
20 7hy —17.203 n g *Lumo, and myt—mg *Lumo in increasing energy order,
21 83 —16.441 0g", Ng" though the HOMO sty MO and n MOs are deeper in energy
%g égu :ig-ggi ' . (Figure 1). The origin of this exchange is not due to electron
o1 mz _15071 J%J 9 correlations but to large or_blFaI re_Ia>_(at|ons |n_the excited states
25 5, —12676 o because even SECI exhibits similar solutions. The energy
26 4hyy -12.171 Q- differences between the twor* states and between the two
27 2k, —11.299 't m—m* states were 0.19 and 0.95 eV, respectively, and these
28 1hyg —11.199 7" (HOMO) differences were also reversed as compared with the corre-
Unoccupied Orbitals sponding HF orbital energy differences, 0.50 and 0.10 eV,
29 2hyg —0.010 g * (LUMO) respectively. The present calculated values are in rather good
41 1a 2.546 Ty *

. agreement with the experimental values and give the same

65 h 5.255 b . : : ;
assignments of the vertical excited states as the previous

aThe numbering starts from the lowest energy orbital including the CASPT?2 calculationgtc.d

core orbitals? See Figure 1 and the text for the definition of molecular

axes.® The subscripts g and u stand for the symmetry for the inversion

center, and the superscripts and — stand for the symmetry with

respect to thexy plane in Figure 1.

4. lonized States ofp-BQ

For ionized states, we performed the perturbation selection
of linked operators, using not only the single reference

7bsu  neutral: 5255 [eV] qonfiggrations but a!so the single anpl double reference con-
anion: 9.586 [eV] figurations. We confirmed that both single- and SD-reference
' Ty calculations gave similar results. Calculational results are shown

in Table 3, in which the experiment&P values and other
calculated valuédP12dfound in the literature are also listed.
We show in Figure 2 the theoretical ionization spectrum
obtained by the SAC/SA€ECI calculations together with the

6.342

Rydberg orbitals: 7 experimental spectra reported by Brundle €aand Asbrink
x : et all?b The intensities of the peaks were calculated by the
Z w monopole approximatioff The calculated spectra show good
et 1oz agreement with the experimental ones, and therefore, we believe
Ly 100 f[hat the assignments of.the ionization peaks up to 20 eV given
—_—O—C5 it in Table 3 should be reliable. All of the peaks up to 20 eV are
mainly due to one-electron ionization processes, and therefore,
2bsa 11299 the effect of the “shake-up” processes to the spectra would be
O—O=355 small.
ng For p-BQ, the Koopmans theorem gives wrong ordering of
4bs —12.171 the ionization peaks. The calculated order of the ionized states
—0—0=55 nyt by the SAC-CI method were g1 (Bsg), Nv* (?Bay), tu™ (Bsu),
and g™ (°B1g) in increasing energy order (Table 3), whereas
Sboy 212676 they wereng", 7", ng~, and n* by the Koopmans theorem
~6.768 (Figure 1). The SAC-CI result agrees with the assignments by

Ha (MR—SDCI/DZ) 1 by Asbrink et al2® (experimental and
Figure 1. Some important HartreeFock molecular orbitals and their ~ HAM/3 semiempirical MO method) and by Stanton et &k
energies op-BQ and its anion radical. The molecular axes are shown (EOMIP—CCSD!32LLRCC3 method3and the simulations with
in the figure. Subscripts g and u stand for the symmetry for the inversion |inear vibronic coupling (LVC) modé¥), though the interpreta-
center, and superscripts and — stand for the symmetry for they tions on the order of the twa states by HAM3 calculations
plane of the molecule. LUMO of neutr@tBQ (2byg, 7747*) is to be ;
SOMO for the anion radical. and by the LVC model are different from ours. The energy
reversal of the n and states between the HF and SAC/SAC
representations in the literature are hereafter translated to ourCl methods is attributed to electron correlations as Ha pointed
definition.) The occupied orbitals from HOMO arg™ (#28; out. Thus, the origin of the reversal is different from the case
1), myt (#27; 2ky), ng~ (#26; 4hg), and ™ (#25; 5by). of singlet excited states in which it is attributed to orbital
(Subscripts g and u stand for symmetric and anti-symmetric relaxations.
characters for the inversion center, respectively, and superscripts The ionization peaks (and shoulders) in the energy region
+, — stand for the same but for they plane of the molecule.)  higher than 13 eV of the observed spectra are corresponded to
LUMO of p-BQ iszyg™* (#29; 2hyg), which is to be SOMO for  the calculated states one-by-one and were assigned tagr,
the anion radical. Twor,™ (#41; 1a) andz, ™ (#54; 7hsy) ng", N, mt, out, ou”, ogt, aut, g4, and g4 states in
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TABLE 2: Excitation Energies and Natures of Singlet Excited States op-BQ

SAC—CI experimental CASPT2
main configuration excitation  oscillator excitation oscillator excitation oscillator
stated (IC| > 0.3) naturé energy [eV] strength energy [eV] strength energy [eV] strength
1'Byg 0.89(26-29) Ny —7g *Lumo 251 0.0 2.49 250,239 0.0
1A, 0.90(25-29) N =g *Lumo 2.70 0.0 2.52 2.48 250,243 0.0
1'Bag 0.95(28-29) g =g * Lumo 452 0.0 4.07 4.4,468 0.005+0.00r 4.19,40f 0.0
1'By, 0.93(2729) 7wt =g * Lumo 5.47 0.704 5.1Z%,5.19,5.4 0.444+0.08 5.1%,5.09 0.616,0.636

a See the footnote of Table 1 for the notatioh&stimated using the transition moments calculated by CASSREference 7a. (80 transition)
d Reference 7d. (B0 transition) ¢ Reference 11c¢.Reference 11c® Reference 8. (Band maxima of the states were takéRgference 7c. (Band
maxima of the states were taker.The calculation without diffuse anion bases on carbon atoms.

TABLE 3: Energies and Natures of the lonized States of Neutrap-BQ

SAC-CI excitation energy in other studies [eV]
ionization EOMIP—-CCSD

stated main configurations|C| > 0.3) naturé energy [eV] intensity exptl. MR-SDCI/DZ LPCC3
1°Bs;  0.94(26) Q- 9.57 0.898 10.19.10.0 9.06 10.05+ 0.10
1°B,,  0.94(25) nt 9.91 0.893 10.4110.3 9.26 10.30+ 0.10
1°Bs,  0.96(27) " 10.66 0.931 11.0610.9 10.35 11.15+0.10
1°Byy  0.97(28) 7t 10.91 0.944 11%11.0 10.5 11.05+ 0.20
2By 0.93(23) R, 0q 13.50 0.903  13.4913.39 12.72
1°B,y  0.92(24)— 0.32(27-29,27) Ty~ 13.59 0.844 13.4313.8 12.95
12A4 0.94(21) g, ogt 14.02 0.913 148314.39 14.25
1°B;,  0.89(20)— 0.33(18) N, ou 14.63 0.901 14514.89
2°B;,  0.93(22) ayt 14.77 0.872 14814.9 14.3
22B,,  0.94(19) ot 15.55 0.907 15315.5
22B;, 0.88(18)+ 0.35(20) ou, Ny 16.26 0.907 16.29,16.2
22A,  0.92(17) og" 16.73 0.887 16%16.7
3B, 0.92(16) oty et 16.81 0.875 170
3PAy  0.90(15) og" 19.82 0.816 195
3PB3y  0.68(27-29,25)+ 0.34(27-65,26) n', o, —og™* 20.32 0.062
4Bz 0.79(14) oy, Ny~ 20.83 0.621 2011

a See the footnote of Table 1 for the notatioh&stimated using the monopole approximatibReference 111 Reference 12d. “Best theoretical
estimate” values according to the authors of ref 1&eference 12d.Reference 12 The values in italic are those of shoulder peaks.

increasing order of energy. Our assignments are different from All of the valence excited states of tpeBQ anion lie above

any of the reported calculations. Our calculations, however, the electron detachment threshold, namely, above the energy
agree with the experimental spectra much better than any ofof the neutrap-BQ. This means that these excited states of the
the reported ones, and we therefore believe that our assignmentgnion are not bound states but metastable and are observed only

are correct. Although MRSDCI/DZ calculations by Hd? also as resonance states. The detachment from every type | excited
provided the same order of the ionized states as ours, he didstate gives the neutral ground state, as seen from Figure 3, and
not give explicit assignments to the experimental values. therefore, type | excitations must induce shape resonances. On

the other hand, the detachments from type Il excited states
5. Ground and Excited States of thep-BQ Anion Radical produce neutral excited states, not the ground state, and

therefore, the shape resonance would occur when the excited
radical have a difficulty in describing doublet-to-doublet transi- state of the anion has a higher energy than the '?e“”a' system,
tions, because they include various types of electron promotionsWhereas the Feshbach resonance would oceur in the contrary
which often consist of two-electron processes from the closed- cases. Fop-BQ, the lowest excited state is located at about
shell structures even if actual promotions are one-electron '_5 eV above the_ neutral ground state. As seen I_ater, four IO.W'
processes. To calculate such excited states using the SAG/SAC Iyln_g type Il excited states were calculated to I|_e below this
Cl method, we classified anionized states into three types. Typeexcne_d state, and therefore, these type Il excitations would be
I includes the states whose main configurations are representedissoc'ated with Feshbach resonances.
by electron promotions from SOMO to higher unoccupied  Types | and Il excited states are easily calculated by the
orbitals. Such excitations can be described by one-electron SAC—CI SD-Rmethod, and type Ill excited states are calculated
attachment to the neutra@-BQ. Type Il includes the states accurately by the SAECI generalR method?°®3! Although
represented mainly by promotions from doubly occupied orbitals We calculated the excited states of Q anion also by the
to SOMO. They can be described as one-electron ionizationsgeneralR method with the doublé-basis set, no new excited
from thep-BQ dianion. Type Il includes the states represented States appeared within 5 eV above the ground state qf-B@
mainly as electron promotions from doubly occupied orbitals anion radical: we conclude that there are no type Il valence
to unoccupied ones. They cannot be described by one-electrorexcited states in this energy region. Therefore, we consider here
processes from the closed-shell systems. These three types df details only the types | and Il excited states.
excitations are illustrated in Figure 3. 5.1. Ground State of the p-BQ Anion Radical. We

Here it is worthwhile to refer to the relationship between these employed open-shell restricted HF-MOs of theBQ anion
excitation types and the two resonance mechanisms, shape andadical as reference orbitals of both types of calculations,
Feshbach resonances. For thBQ anion radical, types | and  because here we are interested in the ground and excited states
Il correspond to shape and Feshbach resonances, respectivelyf the p-BQ anion radical and the reference orbitals should be

Theoretical studies on the excited states of gF2Q anion
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Brundle et al.

Neutral Ground SAC state
(neutral)

JW x?
1N

T
Type I exc. -0 T
-0 | 00—~ 00— —O—0-
-0 | - 00— OO0 OO0

SAC state gr. state ex] state ex2 state
(neutral) (anion) (anion*) (anion*)

Asbrink et al.

Intensity
=

Typellexe. —O—0O— | —O—— —O0—0-~ —O—0C—

- o —o0—0— | - 00— —0—0— —-O0——
SAC state gr. state exl' state ex2' state
{dianion) (anion) (anion*) (anion*)

SAC/SAC-CI calc.

Type III exc. -0 —O%

—o0—0—- —0—=
—-o0—0— 00— —0

gr. state ex1" state ex2" state
(anion) (anion*) (anion*)
T T 7 T T Figure 3. Three types of excitations in the anion radicapeBQ. As
75 10.0 12.5 15.0 17.5 20.0 225 for this system, types | and Il excited states correspond to shape and
Ionization Energy [eV] Feshbach resonances, respectively.

Figure 2. SAC—CI ionization spectrum compared with the experi-

mental spectra observed by Brundle et?alnd Asbrink et at?> orbitals exist in the unoccupied higher energy region, and there

are many orbitals with diffuse characters among these orbitals.

optimized for the ground state of the anion. In these calculations, 1€ Situation is thus similar to that of neutmBQ. The ROHF
the ground state is represented as a SAL state, not as a orbitals of the anion at the neutral geometry are also quite similar

SAC state (see Figure 3). The SAC states forpgH&Q anion to those at the anion geometry.

are used just as formal reference closed-shell states and therefore The optimized geometry for the anion radical had longer
have little physical interest in both types of calculations. The C=0 and C=C bonds and shorter-€C bonds than the neutral
electron affinity is described as the energy difference between (€xperimental) geometry. The=D, C=C, and C-C bonds at

the ground state of the anion radical obtained by the S&C  the neutral geometry were reported to be 1.225, 1.344, and 1.481
calculations and the “real” neutral ground state obtained by the A, respectively* whereas for the anion, they were calculated
SAC calculations referring to closed-shell HF MOs at the t0be 1.268,1.371, and 1.448 A, respectively. These geometry
geometry of the neutral molecule. The SACI calculations ~ Variations can be simply explained in terms of the shape of the
of the anion were performed using both neutral and anion SOMO of the anion, as pointed out in many papers. The SOMO
geometries of the molecule. Note that the states described byhas antibonding natures on the=C and G=O bonds and
types | and Il excitations should be calculated in the same bonding natures on the-€C bonds. An electron accommodation

accuracy. The SAC/SACCI method satisfies such transfer- to the SOMO causes a decrease in tieGCand G=0O bond

ability. orders and an increase in the-C bond orders and, therefore,
The energies and natures of the some open-shell restricted?rovides such geometry variations.

HF orbitals of thep-BQ anion radical at the optimized geometry The adiabatic electron affinity was calculated to be 1.96 eV,

for the anion are listed in Table 4. The shapes and energies ofwhich is comparable to the experimental values, $8&nd

the important orbitals are shown in Figure 1. The occupied 1.891°@and 1.99 e\ >* On the other hand, our calculations

orbitals from the highest doubly occupied MO arg" (#28; provided 1.57 eV for the vertical electron affinity at the neutral
1byg), 7™ (#27; 2By, ng~ (#26; 4bg), and n* (#25; 5by), geometry, and therefore, the effect of the geometry rearrange-
which are the same as in the case of neyr8Q, and one ~ ment was estimated to be 0.39 eV.

electron is accommodatedty* (#29; 2byg), which is SOMO. 5.2. Excited States of thep-BQ Anion at the Anion

The ground state of thp-BQ anion radical is thereforéB,g. Geometry. The excitation energies and their natures calculated

The s, (#51; 1a, #64; 2a) andx, ™ (#54; Shyy, #69; 7y by the SAC-CI method at the optimized anion geometry are



p-Benzoquinone and Its Anion Radical J. Phys. Chem. A, Vol. 106, No. 15, 2002343

TABLE 4: Orbital Energies and Natures of Some ROHF process and should require longer time for the electron detach-
Orbitals of the p-BQ Anion Radical ment process. Furthermore, their analyses on the vibronic states
MO orbital energy by photodetachment photoelectron spectroscopy (PD-PES) and
numbet symmetry [eV] naturé the unpublished CASPT2 result also supported the assignment
Occupied Orbitals that this state is?A, shape resonance stabé.Thus, this
25 5byy —6.768 nt assignment seems to be reasonable.
gg ‘21&9 :g-gig 7’}; On the other hand, Tripathi et al. observed four peaks at 2.90,
o8 1Qz 5532 n:+ 3.06, 3.35, and 3.94 eV above the anion ground state by EAS
29 2hyg 1.024 5% (SOMO) in aqueous solution and assigned then?Bg,, 2A,, and?Bs,
Unoccupied Orbitals electronic excited states in the energy increasing order, with
30 9, 2152 diff(sy the support of the resonance Raman spectroscopy (RRShe
31 103 2.774 diff(s) peak at 3.06 eV was assigned to the vibrational feature of the
32 5k 2.829 diff(da), og* 2Bg, state at 2.90 eV.) They found large resonances in the
3431 ggg g-ggg g!g(gv) vibrational modes of the €C stretch, &0 stretch, and EH
35 11% 2950 d:ﬁgs)Z)a e bending at 2.88 eV, whereas the intensity of the ring breathing
36 63, 3118 diff(p/)’ ’ mode became larger as the energy increased and reached its
37 8hy 3.200 diff(p), ou* maximum at 3.35 eV. When the Franre€ondon factors
38 3y, 3.301 diff(p) between each excited state and the ground state of the anion
ig g% 3-?? 3!2(8),091: are considered, it is expected that #Bg, Feshbach resonance
a GQ? g 421 d:ﬁgﬁ,);)% state would favor the €C and G=0 stretch because both the
42 oh, 5.580 diff(p), oy electron removal from 2 MO and the electron accommodation
43 Aby, 5.612 diff(d) into 2kpg SOMO result in an elongation of the<€C and G=0
44 143 5.645 diff(s),o4™* bonds. (See the shapes of these MO shown in Figure 1.) In
45 3h, 5.718 difi(dy) contrast, the?A, shape resonance state would favor the ring
46 10k, 5.765 diff(n), Ou breathing mode because the excitation from SOMQ, tvl@s
47 Ty 5.978 diff(p), ou** . . .
48 8, 6.165 diff(n), ou™ results in an elongation of the<tC and C-C bonds (and shrink
49 Ay, 6.284 diff(p) of the C=0 bonds). The CASSCF geometry optimizations for
51 1a 6.342 ay* N these two states performed by Pou-Aige et all’? supported
54 Shy, 6.662 diff(m), ™ the above expectations: the optimized geometry for2dwg
g’g %g g'gég gu* state has long €C and G=0 bonds, and that of th#, state
v ' ! has long G=C and C-C bonds compared with the anion
2 See the footnote of Table 1 for the notatioh&diff” stand for the ground-state geometry. This implies that the lowest allowed state
character in which diffuse anion functions are predominant. is 2B5, and the second RA,. Furthermore, the recent CASSCF

vibrational analysis by Pou-Afmigo et all’® for these states
supported the assignments by Tripathi et al. Their calculations
demonstrated that the intense vibrational peaks ofBhgstate

are mainly due to the €C and C-C stretch, whereas that of
the?A, state is due to the ring breathing and thetCbending.
They also showed that t#83, state has two strong vibrational
bands including the 80 band like the peaks at 2.90 and 3.06
eV in the EAS, whereas théA, state does not have such

shown in Table 5, in which the experimerfald.16b.excitation
energies (and adiabatic electron affinities) in the literature are
also listed. The experimental values in Table 5 are placed
according to our assignments. All of the excitation energies in
Table 5 are those from the anion ground stéBQd). There are
six valence excited states in this energy regiciBsg, 2B,
2?B3,, and 2By4 states are formed by the type II (doubly
occupied orbitals— SOMO) excitations: they are Feshbach ibrational struct This al s th . s b
resonance states. Other states are due to the type | (S©GMO vibrational s ruczures. IS alSo supports the assignments by
higher unoccupied orbitals) excitations: they are shape reso--rr'pathI et ‘?I' to B3”‘_ . )
nance states. Then, which state is the lowest actually? We interpreted this

Lowest Symmetry-Allowed Stafable 6 shows the excitation ~ Problem as follows; in the gas phase, fife, state would be
energies of thep-BQ anion radical at the anion geometry lower than the?Bg, state. However, in aqueous solution, the
obtained by various experimental and theoretical methods. Thesolvent effects of water would affect the energies of these states
assignments in Table 6 are due to the original authors. The and as a consequence changg the order of these states. Therefore,
abbreviations of the experimental methods are explained in thePoth of the experimental assignments would be correct for the
footnotes of Table 5. peaks in their own spectra.

The lowest symmetry-allowed state has been observed To investigate the validity of this assumption, we performed
experimentally at 2.53.0 eV above the anion ground state. It the SAC-CI calculations for the excited states of {hidenzo-
has been assigned to eitléy, (7*somo—m* shape resonance)  semiquinone [¢-BQH) radical, which is formed by a proton
or ?Ba, (m—n*somo Feshbach resonance). The EPDS and FS attachment to the-BQ anion radical. The solvent effect on the
experiments and the SACCI and MP2 calculations support  p-BQ anion in aqueous solution would be due to the formation
2Ay, whereas the RRS experiments and the CASSCF andof the hydrogen bond between one of the oxygen atoms of the
CASPT2 calculations suppotBs,. p-BQ anion and a hydrogen atom of water: electrostatic

The assignment t8A, by Schiedt et al. from EPD% were multipole interactions of the anion with water would be weaker
mainly based on the lifetime of the first peak having a large becausep-BQ does not have a permanent dipole moment.
intensity. The first intense state at 2.5 eV above the anion p-BQH was regarded as an extreme sample of the hydrogen-
ground-state had a very short lifetime, which was about 25 fs bonded molecule. We employed the geometry such that the
and was less than a tenth of those of other peaks at24 skeleton of thg-BQ anion radical was retained. The additional
eV. This implies that the state at 2.5 eV would be a shape hydrogen was placed within the BQ molecular plane with
resonance state because the Feshbach resonance is a two-electrB(O—H) = 1.0 A and0(C—O—H) = 109.8F. We did not
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TABLE 5: Ground and Excited States of the p-BQ Anion Radical at the Anion Geometry?

Honda et al.

SAC—CI experimental valués
excitation EPDS EPDS EAS' F9
exc. energy oscillator gas gas in in

state$ main configurations|C| > 0.3) naturé type [eV] strength phase phase MTHF MTHF
12Byg (anion ground state) EA 1.96 199 186
1Ay 0.86(29-30) — 0.43(29-39) 7y * somo—diff(s) I 1.86 0.0
lngu 095(29—36) J'[g_*SOMo_diff(py) | 2.28 0.0
1°Bsy  0.94(26-29) Ny~ =7y *somo I 2.38 0.0 2.27
lzB:;u 094(29‘38) ﬂg_*SOMo—d!ff(px) | 2.39 0.001
22Ay  0.94(29-31) ng;*SOMo—dlff(s) I 243 0.0
2§Bgu 094(25‘29) n, _ﬂg_*SOI\_AO I 2.44 0.0 2.41
1?B;, 0.94(29-37) 75 *somo—diff(pz), ou™ | 2.48 <0.001
liBlg 0.96(29-33) ﬂg:*SOMo—d!ﬁ(dxy) - | 2.50 0.0
2283g 0.96(29-32) ng_*somo—d!ff(dyz), og* | 251 0.0
o ere REE A

g : Tg " somo—alITI(S), 0y . .
1A, 0.75(29-51)— 0.62(29-64) g *somo— Ty * I 271 0.063 295 250 271 272
42Ay  0.74(29-39) + 0.42(29-30) + 0.31(29-35) 714 *somo—diff(s), og** I 2.77 0.0
2°B3, 0.93(27-29) =g * somo I 3.50 0.324 3.81
3§Bgu 0.64(29-69) — 0.61(29-49) ng;*SOMo—m.**, diff(p,) | 3.74 0.076  3.98 4.02
2?B;4 0.95(28-29) g =g * somo I 3.75 0.0
6%, 0oalro 1) et a1 42 o0

3g U Tty " somo—dITI(dy, . .
6°Ag 0.79(29-44)+ 0.35(29-40) — 0.32(29-39) g * somo—diff(s), og™ I 4.24 0.0
Ton Osatzady et ey’ 43 oo

2g U Tty " somo—AITT(Ax . .
e omes i) 4 5

g Y. Tty somo— QT (dyy, . .
4°Bs, 0.62(29-49)— 0.57(29-54) + 0.35(29-69) 74 somo—diff(px), "™ I 4.67 0.025

2 All excitation energies are those from the anion ground st DS= electron photodetachment spectroscopy, EABlectronic absorption
spectroscopy, FS: fluorescence spectroscopy, MTHF2-methyltetrahydrofurarf. See the footnotes of Tables 1 and 4 for the notatiéReference
15c.¢ Reference 15d.Reference 16k Reference 16¢! All electron affinities are adiabatic ones.

TABLE 6: Comparison of Excitation Energies and Assignments by SAC-CI with Those by Experimental and Other
Theoretical Results: Ground and Valence Excited States of the-BQ Anion Radical at the Anion Geometry?

experimental

EPDS EPDS EAS EAS FS theoretical
gas phase gas phase  ag. solution in MTHF in MTHF SAC-CIh CASSCH MP29 CASPT2
Ground State?B,g)
EA=199 EA=1.86 EA=1.96 EA=2.01
Excited States
2.27 €Bau [F]) 2.38 (Byy[F]) 2.46 (By[F]) 2.05(Bsg[F]) 2.23 (Bau[F])
2.41 €Bgg [F]) 244 (B [F]) 2.74@Bgg[F]) 2.16 (B[F]) 2.25 Bsy[F])
2.95 2.50A.[S])  2.90 €Ba) 2.71 272%A0[S]) 271€A.[S]) 3.17@Bu[F]) 3.24 CA.[S])  2.80 £Bay[F])
3.35 @A) 3.81 3.50Bau[F]) 3.23 CAL[S]) 2.82 AL [S))
3.98 3.941B3) 4.02 3.741Bsy[S]) 4.70 €B3y [S]) 3.56 B3y [S])

3.75 €Byg [F])

3.25 (81, [F)

a[S] and [F] stand for shape and Feshbach resonances, respectively. All excitation energies are those from the anion grbGes stete.
footnotes of Table 5 for the abbreviatioifkeference 15c¢ Reference 15d. The assignments were based on the lifetime of the state, CASPT2
calculations, and photodetachment photoelectron spectroscopy (PD-PES) of the vibroni€ Befisence 16a. The assignments were based on
resonance Raman spectroscopy of the vibronic staReference 161¥ Reference 16c. The assignments were based on MP2 calcul&tPresent
work. ' Reference 17d.Reference 17 All electron affinities are adiabatic ones.

optimize the geometry fqr-BQH in order to eliminate the effect  quently, the relative position of the two states has exchanged.
of the geometry variation. The basis set and calculational Generally speaking, type | excited states tend to be unstabilized,
conditions were the same as those for phBQ anion radical whereas type Il ones tend to be stabilized. In particular, the
except that the Rydberg functions were not added in this energy increase and decrease in tRa'4(~2A,) and ZA"
calculation. (~?B1g) states, respectively, are remarkable. Th&"4(~2A,)
Table 7 shows the energies and natures of the excited statestate hadB:glike configurations to some extent, and at the same
of thep-BQH radical at the geometry of the ground state of the time,2Alike configurations are also mixed by thé®?' (~?B;g)
p-BQ anion radical. The shapes af MOs of p-BQH were state owing to the addition of a proton and, by the symmetry
mostly retained, compared with those of tpeBQ anion. lowering, though the extent of mixing is not so large. These
Although the molecular symmetry @,, was lowered tdCs, configuration mixings make the?&" (~?Bjg) state stable
the 7—n* states still had quadb,, symmetry. The excitation  relative to the 3A" (~2A,) state. This result fop-BQH supports
energy of the 30" (~2Bz,) State was calculated to be 3.45 eV, our assumption that, through hydrogen bond, the water solvent
and that of the ZA" (~2A,) state was 3.54 eV: théBgy, may affect the relative positions of tié, shape resonance
state does not change its energy position comparqeBQ, state and théBsz, Feshbach resonance state of thBQ anion
whereas the?!A, state becomes largely unstable, and conse- radical.
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TABLE 7: Ground and Excited States of the p-BQH Radical at the p-BQ~ Geometry?

SAC—CI

exc. excitation oscillator

state8 main configuration(|C| > 0.3) naturé type  energy [eV] strength
12A" (~?B3g) 0.94(26-29) Nc=jo—Tg *somo I 1.17 0.000
22A" (~?B1g) 0.94(28-29) g™ — 75 * somo I 3.00 0.003
A" (~*Bay) 0.92(2729) =75 * somo I 3.45 0.189
427" (~2A,) 0.75(29-36) — 0.37(29-48) — 0.35(29-35) g ™* somo—TTu~* [ 3.54 0.049
52A" (~2Ba) 0.53(29-51) — 0.49(29-42) + 0.32(29-35) + 74 *somo—y "™ [ 3.95 0.063

0.31(29-45) — 0.39(27-29)

22N ("’ZBZU + 2839) 0-92(25_29) Nc-)oH,(c=)os O—ﬂgf*somo 1] 5.01 0.000

a All excitation energies are those from the anion ground stafé\,"1(~2B,g). ® See the footnotes of Tables 1 and 4 for the notations.

Two n—m*somo States (3A’' and 2A") in Table 7 are also  states. In the spectra of Schiedt et al., there were at least six
greatly affected by proton attachment. These energy variationssharp peaks below the lowest allowed state, and they were at
are due to the symmetry lowering and to the energy variation 2.21, 2.23, 2.27, 2.40, 2.41, and 2.43 eV above the ground state.
of the n MO itself. The 25th MO (5 for the p-BQ anion) They assigned the peaks to two or onematsomo Feshbach
mixes witho characters and becomes more stable. On the otherstate(s) and their accompanied vibronic features. CASSCF by
hand, the 26th MO (44 for the p-BQ anion) localizes the ~ Wheeler et al'’2 ZINDO/S and MP2 by Cook et at’¢ and
electron cloud to have n character and becomes less stable. ThRE€ASPT2 by Pou-Arfiego et all’? gave two r-* somo States
large energy variations in the twor*somo States are thus  at 2.0-2.8 eV. Also in our studies, twor* somo States were
very natural. calculated at 2.38 and 2.44 eV, and therefore, it is natural to

Other Valence Excited StateSxcited states with energies assign them to fizr* somo transitions. Our SA€CI and MP2
higher than the lowest allowed state’A} according to our calculations by Cook et al. provided the order of the two
assignment) at the anion geometry were observed experimentallyn—a* somo States different from that by CASSCF by Wheeler
by EAS of Shida et al. in MTHFS® EAS of Tripathi et al. in et al. and CASPT2 calculations by Pou-Arge et al. In our
aqueous solutioff* and EPDS of Commita et &f¢ The results?Bsg state is lower than?B,, state, whereas the order is
observed excitation energies are summarized in Table 6. Thereversed in the CASSCF and CASPT2 results. It is difficult to
peak and shoulder at 3.81 and 4.02 eV, respectively, in Shida'sdetermine which is correct, because the transitions to these states
EAS!? are both assigned #Bz,. According to the intensities  are induced by HerzbergTeller coupling and their origin
of the peaks, the lower one is the type sl —7g *somo transitions cannot be observed in principle. Moreover, because
transition and the higher one is the typer *somo—mut* their energies are so close, it is difficult to fit the experimental
transition. The former corresponds to the Feshbach resonancevibronic peaks in the Herzbergreller coupling scheme, and
because the energy is lower than that of the electron-detachedherefore, theoretically more accurate calculations are required.
m—m* Lumo State {Byy), and the latter corresponds to the shape  5.3. Excited States of thep-BQ Anion Radical at Neutral
resonance. Because the polarity of MTHF is smaller than that Geometry. In the experiments in which temporary anion states
of water and ethanol, the state order is expected to be differentare formed by electron impact, the peak positions correspond
from that in aqueous solution discussed in the previous to the vertical excitations between the neutral ground and the
subsection. Although our results seem to be lower than the anion excited states at the equilibrium geometry of the neutral
observed excitation energies, this underestimation may beground state of the molecule. To assign the excited states of
attributed to the solvent effect: this is also supported by the the anion observed by such experiments, we have to investigate
fact that the 2A, state in MTHF matrix is higher than that in  the excited states vertical to the ground state of the neutral
gas phase by Schiedt et al. (see Tables 5 and 6). Shida et almolecule.
observed several smaller peaks near the peaks at 2.71 and 3.81 Table 8 shows the ground and excited states ofpHiB0
eV. We assigned them to the vibronic features of each electronicanion radical at the neutral geometry. The energy of every type
state because no states with large oscillator strengths werell excited state is lower than that of the corresponding singlet
calculated in this energy region. The state at 3.98 eV observedor triplet excited state. All type |l states are therefore Feshbach
in EPDS by Commita et df°is assigned to théBs, shape resonance states similarly to the case of the anion geometry.
resonance stater§ *somo—7t*) owing to the excitation The excitation energies observed by several electron-scattering
energy. For the EAS results by Tripathi et'®Rfwe do not give experiments are also listed in the table.
explicit assignments because the state order might have been Geometrical Effects on the Excitation Energiée first study
changed in aqueous solution as discussed above. the effect of the geometry variation on the energy of each state.

For the state below the first allowed state, the existence of We see that the energy ordering of some valence excited states
the symmetry-forbidden states has been pointed out experimen-at the neutral geometry is different from that at the anion
tally. Schiedt et al. observed several Feshbach states below thggeometry. Two type Il Rz*somo States (2Bsg and 2B3,)
first allowed state in their EPD%YThe FS of thep-BQ anion becomes unstable compared with the first allowed sta#e 1
observed by Cook et &f¢ also suggested the existence of the Two type Il 7—a* somo States (33, and 3Big) also become
forbidden states 0.5 eV below the absorption band edge of theunstable, and consequently, the order of the &g, states is
first allowed state. In accordance with these experiments, our reversed. The variations in the energy levels of the states are
calculations yielded two forbidden—* somo States below the  depicted in Figure 4.

1?A, state. The lower is thegn—mg *somo (1°B3g) State and This is due to the different magnitude of the geometrical effect
the higher is the ¢t —77g* somo (22B2y) states. Both are mainly  in each state. Figure 4 shows that the energy variations of the
formed by the type Il excitations, and their energies are lower type | excited states are small, whereas all type Il excited states
than those of the corresponding electron-detached*nyvo become unstable in the neutral geometry, and the energy
states B1gand*A,). They are therefore the Feshbach resonance variations are very large. The type | excitation includes an
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TABLE 8: Ground and Excited States of the p-BQ Anion Radical at the Neutral Geometry?

Honda et al.

SAC—CI experimental valués
excitation ETSY ETS EELY SRSY
exc. energy oscillator gas gas gas gas
state§ main configurations|C| > 0.3) naturé type [eV] strength phase phase phase phase
12Byg (anion ground state) EA 157 1.89
1°Ay  0.86(29-30) — 0.42(29-39) 75* somo—diff(s) | -0.21 0.0
1?By, 0.95(29-36) JTgf*SOMo*diff(py) | 0.21 0.0
1°B;,  0.95(29-38) 75 * somo—diff(py) | 0.34 <0.001
22Ag 0.94(29-31) ﬂg_*soMo—diff(S) | 0.35 0.0
1°B;, 0.95(29-37) 7y *somo—diff(p,), ou™* | 0.41 <0.001
1°Byy  0.97(29-33) 75 * somo—diff(dyy) | 0.43 0.0
lZB?,g 096(29—32) ﬂg_* SOMo—diff(dyz), Ug_* | 0.43 0.0
22829 095(29—34) ﬂgf*somo—diﬁ(dxz) | 0.50 0.0
3FA; 0.92(29-35) 75 * somo—diff(s), ogt* | 0.52 0.0
42A4  0.76(29-39) + 0.42(29-30) 7y * somo—diff(s), ogt* | 0.71 0.0
1A, 0.74(29-51) — 0.62(29-64) 7Ty * somo— 7ty * I 0.83 0.063 0.72 0.69 077 0.70
22B3g  0.94(26-29) N~ —7g *somo Il 1.09 0.0
ZZBgu 094(25—29) rh+—7[g_* SOMO Il 1.22 0.0
5°Ay 0.85(29-40) g * somo—diff(s), og™* | 1.76 0.0
2?B3, 0.61(29-69) — 0.60(29-49) — 0.31(29-54) 7y *somo—tu'*, diff(py) | 1.79 0.069 143 141 16 1.35
3?Bsy 0.94(29-41) 74 * somo—diff(dy,) I 2.16 0.0
6°Ay 0.81(29-44) — 0.32(29-39) + 0.30(29-40) 74 *somo—diff(s), og™ | 2.18 0.0
32829 093(29—43) ﬂgf*soMo—diff(dxz) | 2.27 0.0
2By, 0.75(29-45)+ 0.55(29-42) g~ * somo—diff(pz), oy ™* | 2.27 0.001
3?B,, 0.83(29-47) — 0.44(29-48) 7y * somo—diff(py), o™ | 2.33 0.0
22819 095(29—46) ﬂg_*soMo—diff(dxy) | 2.43 0.0
3B, 0.93(2729) 7y =g * somo 1 2.44 0.288 2.15 211 2.0 1.90
4?B3, 0.66(29-49) — 0.55(29-54) + 0.33(29-69) 71y *somo—diff(py), wt* | 2.58 0.026
32819 094(28—29) ﬂg+_-7'[g_*SOMO 1 2.66 0.0

a All excitation energies are those from the neutral ground std@.S = electron transmission spectroscopy, EEE=Selectron energy loss
spectroscopy, SSS = SF scavenger spectroscopySee the footnotes of Tables 1 and 4 for the notati®Reference 16d Reference 16e.
fReference 169 Reference 154! Vertical electron affinity! Adiabatic electron affinity.
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Figure 4. Geometrical effects on the energies of each state -8

anion radical. The energy origin is the singlet ground-state energy at
the neutral geometry. [S] and [F] represent shape and Feshbach

resonance states, respectively.

nuclear relaxation from the anion to the neutral geometry. In
contrast, the type Il excited states favor the nuclear relaxation
toward the anion geometry. Consequently, type Il excited states
are less stable at the neutral geometry than the anion. The natures
of the electron-accommodating orbitals in type | and the
electron-releasing orbitals in type Il are, of course, important
for the geometrical effects. For example, electron removal from
the 1hy and 2k, 7 orbitals in type Il excitations favor the
geometrical change in the same direction as the SOMO favors.
On the other hand, the removal of an electron from the, 4b
and 5k, n orbitals does not largely affect the geometry, though
slight C=0 bond shrinkage will be brought according to the
electrostatic force theorf (See the shapes of the corre-
sponding MOs in Figure 1.) Therefore, the typeth-a* somo
excitations result in larger energy increases than the*onvo
excitations.

Assignments of the Experimentally Ohs=t StatesTable 9
shows the excitation energies of theBQ anion radical at its
neutral geometry. The assignments given there are due to the
experimentalists and the theoreticians who did the corresponding
studies. The abbreviations of the experimental methods are given
in the footnotes of Table 8.

The lowest excited state of the anion exists at about 0.7 eV
above the neutral ground state at the neutral geometry. Our
assignment of the lowest excited state3a 1(7rg* somo—7y*
shape resonance) state, which is in accordance with the CASPT2
result by Pou-Amego et all’® However, this assignment is

electron removal from the SOMO, whereas in the type Il different from those by other autho¥&,'%*fthat is,?Bs.. Except
excitation, an electron is accommodated in the SOMO to make for Allan’s, the assignments 883, were based on the simple

it a doubly occupied orbital. The geometry variation from the molecular orbital theorj?a16¢Because this system has relatively
neutral to the anion one is mainly caused by the electron large electron correlations, such simple MO theory is rather
attachment to LUMO. Type | excited states therefore favor the dangerous. For example, the electron detachment from the n
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TABLE 9: Comparison of Excitation Energies and Assignments by SAC-CI with Those by Experimental and Other
Theoretical Results: Ground and Valence Excited States of thp-BQ Anion Radical at the Neutral Geometry?

experimental theoretical
ETS gas phase ETas phase EEL*jjas phase $B59 gas phase SAECI9 CASPT2
Ground State?B2g)
EA=1.89 EA =157 EA=1.64
Excited States

0.72 0.69 B3y 0.77 €Bay) 0.70 €Ba3y) 0.83 GAL[S]) 0.91 AL [S])

1.09 {Bsg[F]) 0.87 £Bsg [F])

1.22 €Bau [F]) 0.96 (B [F])

1.43 1.41%A) 1.6 CAY) 1.35 @A) 1.79 €B3, [S]) 1.31 €B3y [S])
2.15 211 2.0%Ba) 1.90 fBsy) 2.44 €Bay, [F]) 1.87 Bau[F + S])

2.66 €B1g [F]) 1.99 By [F])

2[S] and [F] stand for shape and Feshbach resonances, respectively. All excitation energies are those from the neutral groSee shate.
footnotes of Table 8 for the abbreviatiorilkeference 16d! Reference 16e. The assignments were based on simple perturbation analysis of the
MO energies® Reference 16f. The assignments were based on analyses on the vibrational excitations ihREfi®@nce 15a. The assignments
were based on PPP calculations. In ref 15a, these states were assighgcdBa,, and?B.g, in the energy increasing order, but they revised the
assignments afterwaréPresent work" Reference 17b.Adiabatic electron affinity! Vertical electron affinities.

orbital occurs more easily than that from the orbital in system crossing from this excited anion state to the ground state.
contradiction with the orbital energy sequence. Afterward, for this explanation, Schiedt et al. proposed a
On the other hand, Allan attributed the lowest three peaks in stepwise internal relaxation mechanism through a “ladder” of
the constant-energy-loss EELS to the resonance states of théhe two 7—7*sowo States rather than the direct one-step
excited electron attached states and assigned théByjc?A,, relaxation mechanism to the ground st&eOur calculations
and?Bg, in the light of the vibrational band$! The vibrational can explain this long lifetime and support the interpretation of
modes of the &C and G=0 stretch were enhanced in these Schiedt et al. The excited state at 1.40 eV is assigned to the
excited states. These excited states experience the electroshape resonanc®s, state according to the SAECI calcula-
attachments to the=€C and G=0 antibonding orbitals and/or  tions. However, Figure 4 indicates that this state at the neutral
the electron promotions from the=€C and G=0O bonding geometry can switch the long-lived Feshbach sfig, at the
orbitals. However, he did not state the order of these three anion geometry. The electronic state can then compete with the
excited states. We, rather, propose the following interpretation ultrafast autodetachment processes and can undergo the internal
of his spectra; in his spectra (Figures 2 and 3 in ref 16f), the relaxation with the dense ladder of the electronic states if the
second and third electronic states favor thre@ and G=0 crossing is a conical intersection.
stretch modes better than the-8 stretch mode, whereas the 5.4. Diffuse Excited States of thep-BQ Anion Radical.
first one favors both. According to RRS results by Tripathi et Besides the valence excited states, several diffuse excited states
al1%aand CASSCF vibrational analysis by Pou-Aige et al.1?® were calculated in the energy region above the neutral ground
the B3, state will enhance the=€C and G=0 stretching mode,  state. The results using the anion geometry are summarized in
and the?A, state will enhance the ring breathing mode. The Table 5, and those using the neutral geometry are summerized
C—H stretch mixed with the €C and G=0 stretch forms the  in Table 8. These states are described as the type | shape
ring breathing mode, and this is consistent with the assignmentsresonance states. Besides the calculations with the basis used
that the lowest peak i#A, and the second and the third are previously (Basis1), we performed the calculations with extra
both 2B, basis functionsn = 4 Rydberg functions, in addition to the
The experimental excitation energies of higher states are valence, polarization, anion diffuse, and= 3 Rydberg basis
similar and lie in the region of 1:31.6 and 1.9-2.2 eV above functions (Basis2), at the anion geometry. The valence basis
the neutral ground state. Thus, these experimental states can bgsed in the Basis2 calculation was, however, dodblehereas
assigned similarly. We assign the states at-1.% and at 1.9 that in the Basis1 was triplé-

2.2 eV to 2B3, and 3Bs, respectively. The lower state is The results for the Basisl and Basis2 calculations are
7g *somo—7my* shape resonance state, and the higher one is summarized in Table 10. The results for the Basis1 in Table 10
7y =75 *somo Feshbach resonance state. These assignmentsare the same one as those given in Table 5. The characters of
are based on the excitation energies and the enhancements che diffuse states for the anion molecule are different from that
the specific vibrational modes observed in EELS by ARén.  for the neutral molecule even if the state energies are lower
The candidates for the third state at 82 eV were the  than the electron detachment threshold, because the diffuse
Feshbach resonancég3, and 2B,4 states. Although both states  bound state for the anion is stabilized by the multipole of the
can enhance the=€C and G=0 stretch, 3Bz, has much larger  neutral core molecule, whereas it is done by the Coulombic
ability to enhance these mode, judging from their MO shapes, interaction with the cationic core for the case of the neutral
and therefore, we assigned the third state’Bx3 The calculated molecule (Rydberg states). For thd8Q anion, the diffuse state
excitation energies for these states differ considerably from the is thought to be a quadrupole-bound state. According to our
experimental values, and we think that the reason is due to theSAC—CI results, the quadrupole moments pfBQ were
mixing of the two-electron processes in these states, and thiscalculated to be-35, —30, and—52 au in thexx, yy, andzz

will be resolved by performing SAECI generalR calcula- directions, respectively. These are thought to be sufficiently large
tionsS? to form the quadrupole-bound states, and therefore, we believe
Cooper et al. observed an excited anion statp-BQ with that the diffuse bound states can exist below the electron

an extremely long lifetime X5 us) at 1.40 eV above the detachment threshold. The energy of ti#&dstate becomes
detachment threshold besides the state at 1.35 eV in theirstable for the Basis2 calculation as compared to the Basisl
SKSS1%a They explained the long lifetime in terms of inter- calculation, and this is expected to be a real state, not an artifact.
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TABLE 10: Effects of Rydberg Basis Functions on Excited States of th@-BQ Anion Radical Calculated by SAC-CI at the
Anion Geometry?

Basis? Basis2
excitation energy second moment excitation energy second moment

states [eV] [au] [eV] [au] nature
2By 0.00 —139.7 0.00 —139.6 (anion ground state)
2Ag 1.86 —295.0 1.70 —639.1 75 * somo—diff(s)
ZBZU 1.85 —414.3 J'ng* SOMo_diff(py)
zAg 1.89 —716.0 ﬂgf* somo—diﬁ(dxz—yz, dzz)
2B3u 1.90 —415.2 J'ng* SOMo_diff(px)
zBlg 1.90 —709.5 thf* SOMo—diﬁ(dxy)
2839 1.91 —724.9 J'Eg_* SoMo_diff(dyz)
zAg 1.92 —715.9 ﬂgf*somo—diﬁ(df, dxz_yz)
szg 1.92 —724.1 .7'[9_* SQMO_diff(dxz)
By 1.95 —451.4 g * somo—diff(p)
2Ag 1.95 —668.3 ﬂg_* SQMO_diff(S)
Aq EA=1.96 (neutral ground state
2Boy 2.28 —240.4 2.63 —319.9 g * somo—diff(py)
2By 2.39 —226.4 2.72 —288.5 75 * somo—diff(py)
2Ag 2.43 —306.2 2.44 —-527.7 g * somo—diff(s)
2By 2.48 —261.2 2.83 —318.4 75 * somo—diff(p,), ou™*
2Big 2.50 —-301.5 2.65 —357.8 g * somo—diff(dxy)
?Bgy 251 —-321.4 2.66 —379.2 7q* somo—diff(dy), og™*
2By, 2.57 -313.7 2.73 —365.4 75~ * somo—diff(dy,)
2Ag 2.59 —319.0 2.57 —359.4 75 * somo—diff(s), ogt*
2A, 2.71 —141.3 2.72 —141.2 Ty *somo— Ty *
zAg 2.77 —305.1 2.80 —385.2 J'ng* SOMo_diff(S), O’g+*
zAg 3.44 —398.8 thf* SOMo—diff(S), Og+*
2B3u 3.74 —160.9 3.82 —160.8 J'Eg_* SOMO_J'[UJF*
2Ag 3.84 —231.9 3.98 —265.7 g * somo—diff(s), og*
2B3g 4.23 —251.3 4.38 —274.5 J'Eg_* SoMo_diff(dyz)
2Ag 4.24 —261.9 4.68 —287.5 75 * somo—diff(s), og™*
zBlu 4.34 —225.5 4.35 —224.4 ﬂg_*somo_diff(pz), oy *
2By 4.34 —236.8 4.48 —256.4 g * somo—diff(dy,)
ZBZU 4.40 —222.4 4.62 —205.8 ]'[g_* SQMO_diff(py), O’u+*
2Byg 4.44 —228.1 4.57 —246.4 75 * somo—diff(dyy)
2By, 4.67 —194.4 5.01 —-217.5 75 * somo—diff(py), ™

20nly Type | excitations were calculatetiCalculation with a basis set includimg= 3 Rydberg basis function§ Calculation with a basis set
includingn = 3 and 4 Rydberg basis functions. The valence basis functions for the Basis2 calculation wereSduatieleeas those for the Basis1
calculation were triplé:.

The dramatic increase in the second moment may be attributedstates. However, to obtain more conclusive results, careful
to a rather poor description of the diffuse character in the Basis1 calculations with systematically enlarged diffuse bases would
calculation owing to the lack of the diffuse basis. For the Basis2 be necessary. The energy differences of the lowest diffuse p
calculation, many diffuse states with much larger second states between the Basisl and Basis2 calculations are about 0.3
moments were found at 2.0 eV above the anion ground eV and would be attributed to the difference in the quality of
state, and we assigned them to the diffuse bound (probablythe valence basis.

quadrupole-bound) states, because the energies are below the

detachment threshold, 1.96 eV. It is inappropriate to call those 6- Summary

states “Rydberg” states, because of the reason given above. e calculated the ground, excited and ionized states of neutral
The non-Borr-Oppenheimer (BO) effects would become p-BQ and the ground and excited states of its anion radical using
important for very diffuse anion states. However, it was not the SAC/SACG-CI method. We assigned the peaks in the
treated in the present calculations because the non-BO effectgonization spectra op-BQ and the excited states of tpeBQ
that are due to the standard rotor constants of ca. 071 ane anion radical observed in various spectra.
expected to be negligible in this case. This order of the rotor  The ionization peaks were assigned to ge m,*, z,", 74",
constants gives the upper limit of the mean radius of the surplusny~, 74~, ng*, n,~, @, ou*, ou™, 04", ou*, og*, andog in
electron wave function in which the BO approximation is valid; energy increasing order. These peaks are mainly due to one-
it is 1000 au3® which is much larger than the radii for the electron ionization processes, and the effect of the “shake-up”
calculated diffuse states. process to the spectra is small. For the anion radical, the
On the other hand, the energy positions of most of the original calculations were performed at the equilibrium geometries for
diffuse states above the detachment threshold were not muchboth the neutral and anion ground states. The adiabatic electron
affected by the enlargement of the basis set, except for the lowestffinity and the excitation energies were calculated in good
diffuse p states. In other words, the addition of more diffuse agreement with the experimental values. The first peak was
functions resulted in just giving new diffuse bound states below assigned to the?A, (shape resonance, *somo—7, *) State
the detachment threshold. They have the second moments largein both geometries. We attributed the RRS assignments by
by about 200 au than the higher diffuse states; that is, the higherTripathi et al., tha#Ba, is the lowest, as being due to the reverse
diffuse states are spatially more compact. These states areordering of the states because of the hydrogen bonds with water
thought to be the mixed valence-diffuse states and lie in the solvent, which was supported by the SACI calculations for
higher energy region than the detachment threshold as resonancthe p-BQH radical. In accordance with the proposal in the
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literature, two forbidden fzr* somo transitions were calculated
below the lowest peakéA,) for the anion geometry, whereas

for the neutral geometry, these transitions were calculated to

be higher than théA, state. Two higher allowed states in
various spectra were assigned?®y, states £~ *somo
andsy* somo—y"*). The order, however, depended upon the
geometries; that is, they *somo—7,™* Feshbach resonance
was lower at the anion geometry, and the —zg~* somo Shape
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