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This study was an attempt to replicate recent magnetoencephalo-
graphic (MEG) findings on human task-specific CNV sources
(Basile et al., Electroencephalography and Clinical Neurophysi-
ology 90, 1994, 157–165) by means of a spatio-temporal elec-
tric source localization method (Scherg and von Cramon, Elec-
troencephalography and Clinical Neurophysiology 62, 1985, 32–
44; Scherg and von Cramon, Electroencephalography and Clini-
cal Neurophysiology 65, 1986, 344–360; Scherg and Berg, Brain
Electric Source Analysis Handbook, Version 2). The previous MEG
results showed CNV sources in the prefrontal cortex of the two
hemispheres for two tasks used, namely visual pattern recognition
and visual spatial recognition tasks. In the right hemisphere, the
sources were more anterior and inferior for the spatial recognition
task than for the pattern recognition task. In the present study we
obtained CNVs in five subjects during two tasks identical to the
MEG study. The elicited electric potentials were modeled with four
spatio-temporal dipoles for each task, three of which accounted for
the visual evoked response and one that accounted for the CNV. For
all subjects the dipole explaining the CNV was always localized in
the frontal region of the head, however, the dipole obtained during
the visual spatial recognition task was more anterior than the one ob-
tained during the pattern recognition task. Thus, task-specific CNV
sources were again observed, although the stable model consisted of
only one dipole located close to the midline instead of one dipole in
each hemisphere. This was a major difference in the CNV sources
between the previous MEG and the present electric source analysis
results. We discuss the possible basis for the difference between
the two methods used to study slow brain activity that is believed to
originate from extended cortical patches.
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1. Introduction

The contingent negative variations (CNVs) are neg-
ative shifts of electric potentials recorded on the
centro-frontal scalp that are elicited when a subject
expects events that must be evaluated for possible use
in a given context [19, 20, 8]. A recent magnetoen-
cephalographic study [1] has shown that the CNVs are
generated in the prefrontal cortex, and seem to orig-
inate from different areas within the prefrontal cor-
tex depending on the type of task performed by sub-
jects. Dipole-like sources of the magnetic equiva-
lents of CNVs obtained during a visual spatial recog-
nition task were found in more anterior and inferior
regions of the right prefrontal cortex when compared
with dipoles found during a visual pattern recognition
task [1]. Those results agree with a recent study on
other primates [22] that demonstrated a concentration
of task-specific neurons in two homologous areas of
the prefrontal cortex, depending on whether the ani-
mals performed a visual spatial or a pattern recognition
task.

The purpose of the present study was to test whether
currently available source analysis methods for elec-
trical data could be used to model the sources of the
CNVs, and distinguish the sources corresponding to
CNVs elicited during the performance of different
tasks. With the use of 30 scalp recordings, averaged
reference and a spatio-temporal modeling approach
with multiple dipoles [14, 15, 16], we expected to
obtain analogous results to our MEG studies, although
some differences were anticipated; the spacial summa-
tion of the recorded electric potentials was expected to
be higher than of the recorded magnetic fields owing
to the differences between the sensitivities of the EEG
and MEG methods to electromagnetic changes in the
brain.

The tasks used in the present study were identical to
those used in our first study on the magnetic equiva-
lents of CNVs [1]. The tasks consisted of visual spatial
and visual pattern recognition, both to be performed
with the use of a common set of visual stimuli.
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Fig. 1. Examples of stimuli used in the two types of trials. The warning stimulus (S1) was specific to each task. For more details see the text.
Both trials shown above required ‘same’ as the correct response.

2. Methods

2.1. Subjects

Five healthy subjects, 3 males and 2 females, rang-
ing in age from 28 to 38 years, volunteered to par-
ticipate in the study. All subjects had normal vision
and no history of neurological disorders. They were
not taking any medications and reported no substance
abuse. The protocol was approved by the Internal
Review Board for Human Research and each subject
signed a consent form prior to the study.

2.2. Tasks

The subject was seated comfortably in a dark room
facing a board (2 m distance) with light dots controlled
by a computer. The visual stimuli were built with an
array of light dots subtending approximately 25 de-
grees of the visual field (see Fig. 1). Subjects were in-
structed to fixate their gaze on a light dot that was kept
on in the center of the board throughout each test run.

On a given trial, one of the two possible warning stim-
uli (S1) indicated to the subject which of the two tasks
(spatial or pattern recognition) had to be performed
on the two stimuli that were subsequently presented
during each trial (S2 and S3). Those S2 and S3 stim-
uli had to be compared. The arrangement of six out
of fourteen possible light dots defined the central vi-
sual field portion of the stimuli, composing the visual
patterns (3 degrees of eccentricity), to be attended to
during the pattern recognition task. During that task,
the pattern presented in one stimulus of each trial (S2)
had to be compared with the pattern presented in the
subsequent stimulus of that trial (S3). When the warn-
ing stimulus indicated that the subject should engage
in the spatial task, i.e., a place recognition task, then
a rectangular array of lights in the peripheral visual
field had to be attended to and compared in S2 and S3.
On each stimulus one of the corners in the peripheral
array of lights contained light dots that were turned
off during stimulus presentation. Those corners with
missing light points were the places to be recognized
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and compared, between the S2 and S3 stimuli during
the place recognition task. Thus, at S1 presentation
the subjects were to prepare to attend to the peripheral
field or to the central field shown in the subsequently
presented S2 and S3 stimuli. Then they had to decide
whether the corner containing missing lights (or cen-
tral field pattern) shown in the S2 stimulus matched
the corner (or pattern) shown in the S3 stimulus. They
were required to respond verbally saying ‘same’ or
‘different’ to indicate a match or mismatch between
the relevant aspects of S2 and S3, soon after the pre-
sentation of the S3 stimulus. The subjects’ responses
were recorded. Fifty percent of the trials comprised the
place recognition and fifty percent the pattern recog-
nition task. The order of trials was randomized within
each session. The exposure duration of each stimulus
was 300 ms followed by a masking stimulus with all
light dots turned on for 50 ms (see Fig. 1). Within a
trial, the inter-stimulus interval was 2000 ms and the
intertrial interval was 5 s.

2.3. Recording

Event-related potentials (ERP) were recorded with
30 conventional EEG electrodes (Ag/AgCl disk elec-
trodes, diameter 10 mm) placed on the scalp accord-
ing to the modified International 10-20 System where
more electrodes were placed over the forehead than
over parietal scalp areas (see Fig. 2). The reference
during recording was the linked earlobe electrode
and the ground electrode was attached to the right
wrist. EOG was monitored throughout. The electrode
impedance was kept below 3 kΩ throughout the entire
recording.

The amplifier bandpass extended from 0.07 to
40 Hz with a recording window of 3000 ms, of which
1000 ms was the baseline and a 2000 ms window was
analyzed. Sweeps from the pattern recognition task
and from the place recognition task were averaged
into separate buffers collecting about 60 artefact-free
sweeps for each average (Dantec Concerto) using an
automatic artefact rejection program. The impedance
control, eye movement control and the similar num-
ber of sweeps for both tasks ascertain data reliability
as far as it is possible with electrical scalp potentials.
The data were transferred to a personal computer for
Brain Electrical Source Analysis (BESA). Specific in-
structions were given to subjects to avoid blinking and
facial movements during the trials.

Fig. 2. A schema showing the electrode placement on the scalp in a.
CNVs associated with the visual pattern and place recognition tasks
in b and c. The examples of recorded waveforms and the waveforms
created by the models for the same locations are superimposed and
in addition, the respective 4-dipole models are viewed from the top
of the head in two individual subjects. Visual pattern recognition
CNV and place recognition CNV for one subject in b and for another
subject pattern recognition CNV and place recognition CNV in c.
Note that the dipole 4 in the frontal region appears more anterior
in the models explaining the place recognition tasks (models on the
right).

2.4. Multiple source localization method

The BESA technique developed by Scherg [14, 16]
allows the researcher to generate an equivalent spatio-
temporal dipole model of multiple source generators
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from the recording of the scalp surface ERP. We used
a theoretical spherical head model of four shells [2].
The radius of the head of each individual subject was
measured using a radio-frequency transmitting device
(BTi, Inc.). The distance between the T3 and T4 elec-
trode locations was measured and divided by two. This
value became the radius and the individual values were
utilized in modeling each subject’s data. The head
radii varied from 7.0 cm to 7.9 cm among our subjects.

The BESA program allows progressive iterative fit-
ting of the dipole parameters. As it is well known that
no unique solution exists for the inverse problem, the
strategy for model development is important. Before
any attempts were made to develop a model for the
CNVs, current source density maps (i.e., a Laplacian
operator was used to map the voltage distribution of
each time point) were generated. Mapping was done
for the data of each individual, for both tasks and for
the duration of 980 ms for each sampled time point
starting from 1020 ms after stimulus onset. Current
source density maps allow a rough estimation of source
locations at instantaneous time points. The mapping
results gave us sufficient confidence to develop spatio-
temporal multiple dipole models. The approach for the
model development was the following: because of the
slow ERP activity, which may not return to the base-
line, we included the visual evoked potential elicited
by the stimulus and the following P3-like positive com-
ponent into the window to be modeled. Thus, a full
2000 ms window with a relatively low sampling rate
was modeled. Even though early activity was included
in the analyzed sweep, our aim was to model primar-
ily the source(s) for the CNV and not to concentrate
on the source(s) of the preceding activity. Thus, after
achieving stable models for each subject we analyzed
in detail only the parameters describing the dipoles
active during the CNV period.

In order to start the modeling procedure, grand av-
erage waveforms from the data of all subjects with
2000 ms window were created for the two types of
CNVs. These grand average waveforms were modeled
using a generic head model with a radius of 85 mm
in an attempt to find the minimum number of dipoles
sufficient to explain the waveforms. The modeling
ideology of BESA requires finding the least number of
dipoles to explain the data. It is important to avoid ex-
plaining signal noise. Grand averaging reduces noise
in the signal and thus it is easier to find the minimum
number of dipoles than in the case of data from an indi-
vidual subject. Stable models were found through test-

ing with an additional dipole which, when the model
is stable, does not attract potential.

The parameters of each dipole of the grand average
models, location and orientation, were used as starting
values for modeling the data of individual subjects with
individual head radius values. Then, the two models
for the two CNVs of each subject were optimized and
fine-tuned using separation constraints and iterative
fitting of individual dipoles. Finally, the locations of
those dipoles predominantly active during the CNVs
were compared within each subject between the place
and pattern recognition tasks.

3. Results

Current source density maps were created for each
individual and for both tasks at 5 instantaneous time
points starting at 1020 ms after the S1 stimulus presen-
tation. The maps of the place and pattern recognition
task CNVs differed in each subject. The topographic
patterns of the maps clearly suggested more anterior
source(s) for the place recognition task than for the
pattern recognition task in three subjects.

The grand average data was used to start developing
the multiple dipole models. In the process, models
having 2–6 dipoles were tested. However, 4 dipoles, 1
in the occipital lobe, 2 in each temporal region and 1
in the frontal lobe, proved to be the most stable model.
Several other models were considered poor in explain-
ing the data. Specifically, introducing 2 dipoles in the
occipital lobe produced a fusion of those dipoles; the
attempt to use only 1 dipole for deep temporal lobe ac-
tivity produced high residual variances; and attempts
to model frontal lobe activity with 2 or 3 dipoles con-
sistently produced 1 dipole collecting almost all the
activity and the 1 or 2 others attracting only negligible
dipole moments. The 4-dipole model was confirmed
by adding a fifth freely moving dipole to a stable model
with lower than 6% residual variance.

Since this additional dipole did not attract signifi-
cant dipole moment in either task, we concluded that 4
was a sufficient number of dipoles. Four-dipole mod-
els from both grand average datasets were given as
starting values for the model development for indi-
vidual data. The dipoles were fitted for both tasks in
each subject using individual head radius values and a
4-shell spherical head model. Models for both tasks
consisted of 2 temporal lobe dipoles, 1 occipital dipole
and 1 frontal lobe dipole (see Fig. 2). The occipital
lobe dipole was active starting at about 60 ms for a pe-
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Fig. 3. CNVs associated with the visual pattern and place recog-
nition tasks in three other subjects. The example waveforms and
corresponding model waveforms are superimposed and the 4-dipole
models are shown in a view from the top. On the left are the pattern
recognition CNVs and models and on the right are the place recog-
nition CNVs and models; a, b and c indicate individual subjects.

riod of 200 to 300 ms, depending on the subject. The
temporal lobe dipoles were bilaterally active starting
around 150 ms for 500 or 600 ms. The frontal lobe

dipole, obtained in the right side of the head in all but
one occasion, began to show activity around 700 ms
and continued to be active until 1500 ms, decreasing
gradually thereafter.

The occipital dipole location, orientation and the
period of activation suggest that it accounts for activity
in the primary visual area evoked by the stimulus pre-
sentation. Visual evoked potential, its waveform shape
and the explaining dipole location, is well known from
previous work. Also, the temporal separation of the
visual evoked potential and the CNV allows us to con-
centrate only on CNV. The temporal lobe dipoles,
with slightly different locations across the subjects (see
Figs 2 and 3), account for the P3-like activity following
the warning stimulus presentation. The approximate
locations of these dipoles generally agree with more
detailed noninvasive observations of the possible elec-
trical source locations of P3s [10, 11, 12, 17, 18]. The
parameters of the occipital and temporal dipoles were
not further analyzed since our goal was to model the
CNVs. Using individual head radii for the sphere and
the 4-shell model improved the modeling, producing
more stable models as compared with previous mod-
eling attempts using a fixed head radius or a 3-shell
head model.

Fig. 2 illustrates the waveforms and the developed
models for the pattern and place recognition tasks in
two subjects. The recorded data waveforms and wave-
forms produced by the model are superimposed. The
difference between the data and the model waveforms
is described by the residual variance (RV). RV was cal-
culated for the complete analyzed window of 2000 ms.
RV values ranged from 4–6%. The dipole models are
seen from the top of the head in order to illustrate the
anterior-posterior difference of the dipole 4, i.e., the
prefrontal dipole active during both types of CNVs.
Fig. 3 illustrates the recorded waveforms, the superim-
posed model waveforms and the achieved models in a
top view for the other three subjects. Some electrode
locations show more differences than others, however
the RV describes the goodness of fit throughout the
electrode montage. Some locations have more noise
than others, such as low temporal electrodes.

The fourth dipole explaining the CNVs was located
more anterior for the place recognition task CNV than
for the pattern recognition task CNV. The more an-
terior location was the case for all subjects although
the magnitude of the difference varied from subject
to subject. The differences in anterior direction were
tested between tasks with a sign-test and were signif-
icant. Slight changes in the dipole locations between
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Table 1
Comparison of the locations of dipole 4, active during the CNV
period, for the pattern and the place recognition tasks within each
subject

�

Spatial
X Y Z distance

NC pattern 3.9 27.9 12.0
place 3.4 37.6 33.6
∆ 0.5 9.7 21.6 24

DS pattern � 2 � 3 40.5 27.6
place � 3 � 9 57.4 28.5
∆ 1.6 16.9 0.9 17

LB pattern 26.3 33.8 11.4
place 22.4 47.0 8.2
∆ 3.9 13.2 3.2 14

JL pattern 27.7 43.5 0.4
place � 11 � 0 60.6 20.1
∆ 38.7 17.1 19.7 47

IM pattern 2.8 40.8 7.6
place � 0 � 7 44.8 20.2
∆ 3.5 4.0 12.6 14

Mean
�

SD 23
�

14
�

X-axis; positive values towards the right preauricular point, Y-
axis; positive values towards the nasion and Z-axis; directs towards
CZ. Values in mm, ∆ indicates the difference between pattern and
place recognition tasks.

the tasks were also observed in the other two direc-
tions but not in a very systematic manner. The differ-
ences in dipole locations for each subject are detailed
in Table 1. The CNV dipoles were located close to the
midline, on the right side of the head. The table shows
interindividual differences both in dipole locations and
in the spatial distance between the dipoles of the two
conditions. The main reason for interindividual dif-
ferences is different head sizes which shows because
the head models were individualized with measured
head radii. Also, the brain anatomy certainly differs
between these subjects. Thus, the varying numbers
reflect the differences in brains and active locii and as
numerical values are not very revealing. The mean
spatial distance of the CNV dipoles between the two
tasks was 23 � 14 mm.

4. Discussion

The present results demonstrate that engagement of
subjects in the two visual tasks was associated with
the generation of the two task-specific CNVs. For all
five subjects, the sources of the two types of CNVs,
each corresponding to one task, were modeled by one
equivalent current dipole centered at a frontal region

of the head. The visual spatial recognition task corre-
sponded to activity that had its sources explained by
a dipole centered at a more anterior position than the
dipole that was obtained in the model for the CNV
of the pattern recognition task. This was true for all
subjects and is in general agreement with our previ-
ous magnetoencephalographic findings [1], in which
more anterior sources were obtained for the spatial
task. The time period in the original data where the
best solutions for the source localization algorithms
were found occurred around 1 second after the stim-
ulus presentation, common to both EEG and MEG
studies. However, one important difference between
the results from the two methods was observed. That
is, with MEG two dipole-like sources were obtained
during performance of each task, one dipole in each
hemisphere, corresponding to clearly separated pairs
of magnetic field extrema on the scalp. In contrast, in
the present EEG study we observed only one dipole
accounting for the electric potentials obtained for each
task, localized typically in the right hemisphere but
close to the midline of the head.

The difference between MEG and EEG source lo-
calization results was not surprising, since it is well
known that MEG and EEG detect different aspects of a
given pattern of electrical activity in the brain. Briefly,
MEG is almost exclusively sensitive to tangential pri-
mary (cortical pyramidal) currents and the magnetic
fields are practically unaltered when crossing the dif-
ferent tissues of the head [21, 4, 7]. EEG, in contrast,
detects electric potentials associated with both intra-
cellular as well as extracellular currents, radial and tan-
gential to the surface of the recordings. Moreover, the
spatial distribution of electric potentials is relatively
smeared due to the passage through the tissues with
different conductivities. This smearing is particularly
important in the case of slow potential changes [9]. For
those reasons, the physiological meaning of the posi-
tions and orientations of the CNV dipoles obtained in
this study is more likely to be that of centers of the total
distribution of electrical activity, rather than the exact
cortical loci of the CNV generators. On the other hand,
when MEG is used, a dipole representing the activity
of an extended cortical surface is expected to lie in any
sub-region of this surface, i.e., in its center or around
the borders, depending on the particular geometry of
the cortical currents in question, or even underneath
the cortical surface, depending on the extension of the
active area. Moreover, with MEG it is only a sub-
set of cortical columns from the active ones that will
contribute significantly to the scalp fields; it is only
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the portion of the cortex representing a breakdown in
symmetry of current distribution in the total active sur-
face that will result in a dipole-like field pattern on the
scalp [6]. Finally, if the portion of cortex generating
the dipole-like fields is large, the resulting equivalent
current dipole will lie in a deeper position than the ge-
ometric center of the total active area [5]. Therefore,
the equivalent current dipoles obtained with MEG as
models of the magnetic equivalents of the CNVs are
expected to be located closer to the active cortical ar-
eas (although not necessarily in their geometric cen-
ter), when compared with those obtained with the EEG
source localization method.

Various methods of investigation, including single-
cell recordings [22] or surface-to-depth field potential
analysis (e.g., [3]) in primates and metabolic tracing in
humans [13], suggest that whenever changes in activ-
ity are observed in the prefrontal cortex, areas which
are orders of magnitude larger than a single cortical
column are the seat of activation. This fact, if valid,
should lead to major differences in the results obtained
by EEG and MEG when applied to slow electromag-
netic changes in the brain. For instance, the simple
rule stating that MEG detects the tangential compo-
nent of the currents detected by EEG should not hold.
The two methods are thus expected to index consid-
erably different aspects of the same total electromag-
netic changes occurring in an extended cortical patch.
In particular, one should expect more spatial summa-
tion of electric as opposed to magnetic fields. This
may explain the fact that a single dipole was obtained
as the most stable model for each CNV in the present
study. Thus, the single dipoles obtained for each task
possibly represent the centers of the activity originat-
ing from the two hemispheres, from electrical config-
urations that are more widespread within each hemi-
sphere, when compared with the part of those con-
figurations corresponding to the primary current dis-
tributions that are detectable by MEG. Although the
electric source analysis method that we used does not
directly indicate the exact cortical areas that generate
the CNVs, it can be used to demonstrate spatial differ-
ences in neural activity elicited by different tasks on
each experimental subject. Therefore, this method can
indirectly aid in the noninvasive functional mapping
of the human frontal cortex.
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