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Abstract

W In two fMRI experiments (7 = 44) using tasks with different
demands—approach—avoidance versus one-back recognition
decisions—we measured the responses to the social value of
faces. The face stimuli were produced by a parametric model
of face evaluation that reduces multiple social evaluations to
two orthogonal dimensions of valence and power [Oosterhof,
N. N., & Todorov, A. The functional basis of face evaluation.
Proceedings of the National Academy of Sciences, U.S.A., 105,
11087-11092, 2008]. Independent of the task, the response
within regions of the occipital, fusiform, and lateral prefrontal

INTRODUCTION

Faces convey information about person identity, member-
ship in social categories such as gender and age, and the
cognitive and emotional states of others. Moreover, faces
are evaluated on a large number of social dimensions,
including trustworthiness, competence, friendliness, dom-
inance, and threat (Todorov, Said, & Verosky, 2011).
These evaluations are made after extremely brief exposure
to faces (Todorov, Pakrashi, & Oosterhof, 2009; Bar, Neta,
& Linz, 2006; Willis & Todorov, 2006) and affect important
social outcomes ranging from sentencing decisions to elec-
toral success (Olivola & Todorov, 2010; Ballew & Todorov,
2007; Eberhardt, Davies, Purdie-Vaughns, & Johnson, 2006;
Todorov, Mandisodza, Goren, & Hall, 2005; Blair, Judd, &
Chapleau, 2004; Montepare & Zebrowitz, 1998; Mueller &
Mazur, 1996; Zebrowitz & McDonald, 1991; Mazur, Mazur,
& Keating, 1984).

The main objective of this article is to identify task-
invariant brain responses to the social value of faces. To
test for such responses, we conducted two experiments
with different task demands. We manipulated the task be-
tween experiments rather than within experiment to avoid
cross-task contamination, in which participation in one
task might affect responses in a subsequent task through
the priming of specific goals or other mechanisms. In the
first experiment, participants performed a forced-choice
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cortices was sensitive to the valence dimension, with larger
responses to low-valence faces. Additionally, there were exten-
sive quadratic responses in the fusiform gyri and dorsal amyg-
dala, with larger responses to faces at the extremes of the face
valence continuum than faces in the middle. In all these re-
gions, participants’ avoidance decisions correlated with brain re-
sponses, with faces more likely to be avoided evoking stronger
responses. The findings suggest that both explicit and implicit
face evaluation engage multiple brain regions involved in at-
tention, affect, and decision making. [l

task that required them to decide whether to approach
or avoid individual faces. This is an explicit task of face
evaluation, because it requires participants to evaluate
faces on an interpersonal dimension that is highly corre-
lated with the perceived valence of faces (Todorov, 2008;
Adolphs, Tranel, & Damasio, 1998). In the second experi-
ment, participants performed a one-back recognition task
that required them to decide whether each face’s identity
is the same as or different from the previous face. This is an
implicit task with respect to face evaluation, because it
does not require participants to evaluate the faces. All
experimental conditions, including face stimuli, were the
same in the two experiments.

Because social judgments from faces are highly corre-
lated, we used a validated model of face evaluation, which
reduces multiple social evaluations to two underlying di-
mensions (Oosterhof & Todorov, 2008; Todorov, Said,
Engell, & Oosterhof, 2008). Specifically, previous work
has found that more than 80% of the variance in a large
set of social judgments of faces can be accounted for
by two principal components, one interpreted as face va-
lence and the other interpreted as face power (Oosterhof
& Todorov, 2008; Todorov, Said, et al., 2008). Oosterhof
and Todorov (2008) used a statistical model of face rep-
resentation to build a computer-generated imagery model
of face evaluation. This model can generate an unlimited
number of faces and can parametrically manipulate these
faces along the two orthogonal dimensions of valence
and power. In the two experiments, we investigate the
brain regions responsible for face evaluation by presenting
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participants with faces that systematically varied along
these two orthogonal dimensions (see Figure 1).

We were particularly interested in the amygdala re-
sponse to the variation of the faces, because this region
(a) has been implicated in a number of previous studies
on face evaluation (Kennedy, Glascher, Tyszka, & Adolphs,
2009; Said, Baron, & Todorov, 2009; Todorov & Engell,
2008; Engell, Haxby, & Todorov, 2007; Winston, Strange,
O’Doherty, & Dolan, 2002; Adolphs et al., 1998) and (b) is
likely involved in bottom—up attentional effects driven by the
affective significance of stimuli (Vuilleumier, 2005). Given
that some studies have reported that the amygdala responds
linearly to the valence of faces, with greater responses to
low- than high-valence faces (Todorov & Engell, 2008; Engell
etal., 2007; Winston et al., 2002), whereas other studies have
reported quadratic, nonmonotonic response profiles, with
greater activation to the extremes of face valence compared
with faces in the middle of the continuum (Said, Dotsch, &
Todorov, 2010; Said, Baron, et al., 2009), we model both lin-
ear and quadratic responses to the dimensions.

To identify regions in the brain that responded simi-
larly to the faces in both tasks, we performed a conjunc-
tion analysis for all effects that were significant in both
experiments. We also explored the relationship between
the brain responses in these conjunction regions and
the behavioral responses from the two experiments.
We were specifically interested in testing whether avoid-

ance decisions predicted brain responses, because these
decisions are highly related to face evaluation (Todorov,
2008).

METHODS
Face Model and Face Stimuli

Each participant was shown faces that were generated
from 1 of 20 white faces created in FaceGen (Singular In-
versions, Toronto, Ontario, Canada). Each of the 20 faces
was then used as an “anchor” face to create an additional
set of 16 faces that varied along the dimensions of va-
lence and power (Figure 1). Each participant viewed only
the 16 variations created from a single anchor face. To
avoid racial stereotype effects, all anchor faces were
White. We used male faces, because FaceGen generates
faces without scalp hair and male bald faces look more
natural than female bald faces. Using the approach de-
scribed in Oosterhof and Todorov (2008), we created
models of face valence and face power, which were de-
fined as the first two principal components derived from
a principal components analysis of social judgments (see
Table S6 in Oosterhof & Todorov, 2008). The two vectors
can be added to any face to change its predicted value on
valence and power, respectively (for details, see Said
et al., 2010). The 16 versions were constructed by varying

Figure 1. Two-dimensional

space of faces varying on
valence and power. Faces
were created from one
identity. Units are in
standard deviations.

4 g
o
’ . ’ ’ '
Valence
: ; } t ! : }
) ' ’ ' ’ 4
_4--

Todorov et al. 2767


http://www.mitpressjournals.org/action/showImage?doi=10.1162/jocn.2011.21616&iName=master.img-000.jpg&w=300&h=300

the valence and power controls over (=3, —1, +1, +3)
SD units independently.

fMRI Participants

Twenty-three participants (12 women, mean age = 20.9,
SD = 2.9) participated in Experiment 1. One participant
was excluded from the analysis for moving his head more
than 5 mm from its initial position in the y and z direc-
tions. Twenty-five participants (13 women, mean age =
21.3, SD = 3.1) participated in Experiment 2. Three
participants were excluded for moving their head more
than 5 mm in any spatial direction over the course of
the experiment.

fMRI Task

In Experiment 1, participants performed a forced-choice
task in which they decided on each trial whether they
would like to approach or avoid the face. In Experiment 2,
participants performed a one-back recognition task in
which they decided whether each face was the same as
or different from the preceding face. The decisions did
not influence the stimulus presentation. Participants re-
sponded with a button box in their right hand.

Each participant was presented with a Type 1-Index 1
sequence of faces (Aguirre, 2007; Finney & Outhwaite,
1956). This type of sequence ensured that every face was
preceded by every other face an equal number of times for
each participant. Each face was presented for 1450 msec
and followed by a 50-msec fixation intertrial interval.
Sixty-eight rest trials, each 3000-msec long, were distrib-
uted throughout the sequence and were included in the
order counterbalancing. To increase participant comfort,
the experiment was divided into eight “runs” of 4 min
and 20 sec each. The number of trials corresponding to
each type of face as well as the number of rests were
equally balanced among Runs 1-2, Runs 3—4, Runs 5-6,
and Runs 7-8. To allow time for the MRI signal to reach
steady-state equilibrium and for the participants to orient
to the task, each run began with 11 dummy trials, which
were excluded from the analysis. The 11 dummy faces
were the same as the last 11 faces of the previous run,
thus reinstating the adaptation effect for the first valid
trial of every run.

fMRI Data Acquisition

The BOLD signal was used as a measure of neural activa-
tion (Kwong et al., 1992; Ogawa, Lee, Nayak, & Glynn,
1990). EPIs were acquired with a Siemens 3.0 Tesla Allegra
scanner (Siemens, Erlangen, Germany). Functional data
were obtained at a resolution of 3 X 3 X 4 mm’ (TR =
2000 msec, TE = 30 msec, flip angle = 80°, field of view =
192 x 192 mm?). For the purpose of cross-participant spatial
registration, a whole-brain high-resolution T1-weighted
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structural scan was acquired at the end of each experiment
(TR = 2500 msec, TE = 33 msec, flip angle = 8°,2 X 1 X
1 mm? voxel size).

fMRI Data Analysis

Image analysis was performed with Analysis of Functional
Neuroimages (AFNI; Cox, 19906). After discarding the first
five functional images from each run to allow the MRI sig-
nal to reach steady-state equilibrium, the remaining images
were slice time-corrected and then motion-corrected to
the last image of the last run using a six-parameter 3-D mo-
tion correction algorithm. Next, the functional data were
cleaned of outliers using the AFNI program 3dDespike,
smoothed with an 8-mm FWHM Gaussian kernel, and then
normalized to percent signal change from the mean.

The anatomical data were aligned to the unsmoothed
functional data using the AFNI program align _epi_anat.py
and then transformed to Talairach space using the func-
tion @auto_tlrc. The transformation matrix created by the
prior step was used to put each functional data set into
Talairach space.

To determine the effects of valence and power, the
general linear model was used. The set of regressors con-
sisted of (1) linear effects of valence, (2) quadratic effects
of valence, (3) linear effects of power, (4) quadratic ef-
fects of power, (5) linear interaction effects, (6) quadratic
interaction effects, (7) a “stimulus on” regressor, indicat-
ing whenever a face was present, (8) a dummy regressor
for the first 11 trials, and (9-14) six regressors that ac-
counted for participant head motion. All regressors ex-
cept the dummy regressors and the motion regressors
were orthogonal to each other. Regressors 1-8 were then
convolved with a canonical y-variate hemodynamic re-
sponse function before being entered into the model.

To determine cluster size significance, we performed
Monte Carlo simulations of null hypothesis data using
the AFNI program AlphaSim. The program first generates
multiple images of the null hypothesis data and then
accounts for the spatial correlation in the real data by
smoothing each null image with a Gaussian kernel corre-
sponding to the smoothness of the residual image from
the group ¢ test. We then used the program to determine
the distribution of cluster sizes defined by a voxelwise thresh-
old of p < .001. Whole-brain simulations revealed that
less than 5% of null clusters exceeded 810 mm? (90 func-
tional voxels), which we, therefore, used as our cutoff for
significance. Because we had an a priori hypothesis about
the amygdala, we performed separate simulations in both
the left and right amygdalae. Both simulations revealed a
cluster size cutoff of 27 mm? or three contiguous voxels.

Next, we tested for the significance of coefficients ex-
tracted from the polynomial regression on face effects.
Specifically, the coefficients were submitted to single sam-
ple ¢ tests to determine if they were significant. A ¢ test
was performed for each of the following variables: linear
valence, quadratic valence, linear power, quadratic power,
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linear interaction, and quadratic interaction. Voxel clusters
identified by these analyses were later used in ROI anal-
yses (see below).

To illustrate the face effects, we defined functional ROIs
(fROIs) on the basis of the analyses described above. From
each fROI, we extracted the average regression coefficient
for each of the 16 faces (Figure 1), which varied on four
levels of valence and four levels of power. These coeffi-
cients were obtained with a general linear model applied
to each participant. The model contained one regressor
for each of the 16 faces, a dummy regressor for the first
11 trials of each run, and six motion regressors.

Analysis across Experiments

To identify regions in the brain that responded similarly
to the faces in both experiments, that is, independent of
the task of the participants, we performed a conjunction
analysis for all effects that were significant in both ex-
periments. Specifically, for the main linear and quadratic
effects as well as interaction effects, voxels were thresh-
olded at p < .001 in both experiments, and clusters that
consisted of voxels surviving the threshold in both ex-
periments were identified. The resulting clusters had a
conjoint probability of .000001. All fusiform and amygdala
clusters were intersected with anatomical masks from the
AFNI Talairach atlas.

RESULTS
Behavioral Results

Both avoidance (Experiment 1) and recognition (Experi-
ment 2) decisions were submitted to a 4 (Valence) X 4
(Power) repeated measures ANOVA.

Experiment 1

As shown in Figure 2, at each level of power, participants
were more likely to make avoidance decisions for low- than
high-valence faces, F(3, 63) = 190.70, p < .001. The prob-
ability of avoidance decisions increased monotonically
with the increase in face negativity. The linear compo-
nent of face valence was large and significant, F(1, 21) =
263.45, p < .001. There was also a significant quadratic
component, F(1, 21) = 29.34, p < .001, indicating that
avoidance decisions were more sensitive to changes in
valence at the negative than at the positive end of the
valence continuum.

The analysis also revealed a significant main effect of
Power, F(3, 63) = 12.14, p < .001, modified by a signifi-
cant interaction with Valence, F(9, 189) = 17.26, p <
.001. This interaction indicated that the effect of valence
on avoidance decisions increased in magnitude with the
increase in the power of faces.

Experiment 2

In the one-back recognition task, participants had an aver-
age hit rate of .74 (SD = .16), an average false positive rate
of .09 (SD = .04), and an average d-prime of 2.1 (SD =
47). We used hit rate instead of d-prime as our measure
because d-prime was undefined for many of the cells be-
cause of ceiling performance. The analysis revealed that
both main effects were significant, F(3, 63) = 10.52, p <
.001 and F(3, 63) = 7.02, p < .001, for Valence and Power,
respectively. There were no other significant effects.

For both dimensions, the hit rate was higher for faces
at the extremes than at the middle of the continuum.
Correspondingly, the quadratic components for both di-
mensions were significant, F(1, 21) = 18.43, p < .001
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Figure 2. Behavioral responses in the approach-avoidance task of Experiment 1. Each subplot shows the fraction of “avoidance” responses

at each level of valence. (A) Faces with power/dominance = —3 SD. (B) Faces with power/dominance = —1 SD. (C) Faces with

power/dominance = 1 SD. (D) Faces with power/dominance = 3 SD.
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Figure 3. Responses to face

valence in Experiment 1 for
regions showing a significant
linear effect. (A) Axial, coronal,
and sagittal slices at x = 32,

y = —2,z = —12 showing brain
regions with a linear response
to face valence, thresholded at
voxelwise p < .001. Blue-green
color coding indicates that
brain responses in these areas
decreased with face valence.
(B) Response in the bilateral
fusiform gyri to valence,
overlaid with a best linear B

fit (least squares). ROI was 0.2 ! ; T J
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linear response to valence
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and F(1, 21) = 19.71, p < .001, for Valence and Power,
respectively. The linear component for valence was also
significant, (1, 21) = 7.89, p < .011, indicating higher
hit rate for high- than low-valence faces.

fMRI Results
Experiment 1

Large regions of the brain showed a significant negative
linear response to face valence, with greater activation to
low- than high-valence faces (Figure 3A). The largest clus-
ters showing this response encompassed the fusiform
gyri, lateral occipital cortex, and the inferior parietal lob-
ules (Table 1). We also found several clusters showing
activation in bilateral DLPFC.

Plots illustrating the responses to individual faces in
the fusiform gyrus showed that, although there was an
overall downward trend as face valence increased, the
function was curvilinear, with strong responses to both
very low and very high valence faces (Figure 3B). In fact,
several areas showed quadratic responses to face valence
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with stronger responses to faces at the extreme than at
the middle of the continuum (Figure 4A). These areas in-
cluded the bilateral fusiform gyri, bilateral occipital cor-
tex, and the right amygdala (Table 1). The responses to
face valence in the fusiform and amygdala are illustrated
in Figure 4B and C, respectively.

The effects of face power were generally less extensive
than the effects of face valence (Table 1). We found two
clusters with a negative linear response to power, one in
the right lingual gyrus and the other in the posterior cin-
gulate. Two small clusters showed a quadratic response
to power, with greater responses to extreme than to
moderate power. The clusters were in the left fusiform
gyrus and in the left middle occipital gyrus.

Three clusters showed a linear interaction between va-
lence and power (Table 1). These were in the left ante-
rior middle temporal gyrus, the left posterior middle
temporal gyrus, and the right middle occipital gyrus. In
the left anterior and left posterior middle temporal gyri,
there was a larger response to low- than to high-valence
high-power faces (1 and 3 SD), whereas there was a larger
response to high- than to low-valence low-power faces
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Table 1. Locations of Clusters Showing Linear and Quadratic Effects of Face Valence and Power and Their Linear Interaction in

Experiment 1

Volume (mm?) x y z
Regions Showing Linear Effects of Face Valence
Right fusiform gyrus, occipital, and inferior parietal lobule 42,849 46.5 —67.5 —155
Left fusiform gyrus, occipital 23,922 —31.5 =76.5 —18.5
Left inferior parietal lobule 6993 —40.5 —49.5 53.5
Right inferior frontal gyrus 6372 40.5 19.5 25
Right middle frontal gyrus 4725 52.5 10.5 415
Left insula 2862 —34.5 16.5 5.5
Left middle frontal gyrus 2511 —43.5 46.5 20.5
Left middle frontal gyrus 1593 =555 13.5 35.5
Right inferior frontal gyrus 1053 52.5 4.5 20.5
Left precentral gyrus 918 —43.5 -10.5 53.5
Region Showing Quadratic Effects of Face Valence
Left fusiform gyrus, left lateral occipital lobe 9234 —40.5 -76.5 —18.5
Right middle occipital gyrus 5643 52.5 —67.5 -6.5
Right fusiform gyrus 2997 31.5 —52.5 —18.5
Right amygdala 999 19.5 15 —125
Regions Showing Linear Effects of Face Power
Right lingual gyrus 7506 7.5 —85.5 —-125
Left middle frontal gyrus 1161 -255 —58.5 8.5
Region Showing Quadratic Effects of Face Power
Left fusiform gyrus 1944 —37.5 —52.5 —18.5
Right middle occipital gyrus 999 —46.5 -76.5 6.5

Regions Showing a Linear Interaction of Face Valence and Power

Left posterior middle temporal gyrus
Right middle occipital gyrus

Left anterior middle temporal gyrus

1647 —52.5 —70.5 20.5
999 34.5 —85.5 14.5
972 —064.5 —28.5 =35

Regions with linear effects all had negative linear coefficients, and regions with quadratic effects all had positive quadratic coefficients. All cluster sizes

are significant at p < .05, corrected for multiple comparisons.

(—=1and —3 SD). In the middle occipital gyrus, there was
a larger response to low- than to high-valence faces, and
this effect increased as a function of increasing face
power. This pattern of responses resembled the pattern
of the participants’ avoidance decisions.

Experiment 2

As in Experiment 1, we found regions in bilateral fusi-
form, occipital, and pFC that showed a negative linear

response to face valence (Figure SA and Table 2). The lin-
ear trends in the fusiform and occipital cortex were typi-
cally accompanied by quadratic components, so that the
function relating neural response to valence was nonmono-
tonic (Figure 5B). A test for quadratic responses across the
brain showed several active regions, including the bilateral
fusiform gyri, bilateral occipital cortex, and the bilateral
dorsal amygdala/ventral putamen (Figure 6 and Table 2).
The quadratic regression coefficients in these areas were
always positive, indicating that the response was stronger
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Figure 4. Responses to face
valence in Experiment 1 for
regions showing a significant
quadratic effect. (A) Axial,
coronal, and sagittal slices at
x=32y=—-2,z=-12,
showing brain regions with

a quadratic response to face
valence, thresholded at
voxelwise p < .001. Red color
coding indicates that brain
response in these areas was
highest for the extremes

of valence. (B) Response in
the bilateral fusiform gyri to
valence, overlayed with a
best-fit (least squares)
second-order polynomial.

ROI was functionally defined
by its quadratic response to
valence at voxelwise p < .001
and intersected with an
anatomical mask of the fusiform
gyrus extracted from the AFNI
Talairach atlas. (C) Response
in the amygdala. This region
was also functionally defined
by its quadratic response and
intersected with an anatomical
mask of the amygdala from
the AFNI Talairach atlas.
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Figure 5. Responses to face

valence in Experiment 2 for
regions showing a significant
linear effect. (A) Axial, coronal,
and sagittal slices at x = —24,
y = —4,z = —13 showing brain
regions with a linear response
to face valence, thresholded at
voxelwise p < .001. Blue-green
color coding indicates that brain
responses in these areas
decreased with face valence.
(B) Response in the bilateral
fusiform gyri to valence,

overlayed with a best linear B oo7

T T T
fit (least squares). ROI was i
functionally defined by its
linear response to valence at 0.06 - b
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for the extremes than for the moderate levels of valence.
There were no significant voxels responding linearly or
quadratically to face power at a voxelwise threshold of
p < .001.

As shown in Table 2, five regions—Ileft superior occipi-
tal gyrus, left fusiform gyrus, left anterior middle tempo-
ral gyrus, left middle frontal gyrus, and superior medial
frontal gyrus—showed a significant linear interaction of
valence and power. The pattern of responses for all re-
gions showing the linear interaction was similar. For all
levels of face power except for extremely low-power faces
(=3 SD), the response to face valence was negative with
stronger responses to low-valence faces. This trend was
reversed for extremely low-power faces. For the other
levels of power, the magnitude of the negative trend ap-
peared to increase with higher levels of power, resembling
the pattern of the avoidance decisions in Experiment 1.
Two additional regions—right supramarginal gyrus and
right inferior frontal gyrus—showed a significant quadratic
interaction (Table 2), but there was no clear interpreta-
tion of this interaction.

Conjunction Analysis across Both Experiments

In both experiments, regions in the bilateral middle occip-
ital, fusiform, and inferior frontal gyri showed a negative
linear response to valence with a stronger response to
low- than high-valence faces (Table 3). The regions show-
ing quadratic responses to valence were in the bilateral
fusiform gyri and bilateral dorsal amygdalae.

Relationship between Brain and
Behavioral Responses

We further explored the relationship between the brain
responses in these conjunction ROIs and the behavioral
responses from Experiments 1 and 2. Although variations
of the faces on the valence and power dimensions pre-
dicted both behavioral and brain responses, it is not clear
whether these responses are related. We were specifically
interested in exploring the relationship between avoidance
decisions and brain responses, because these decisions
are highly related to face evaluation. To test whether the
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behavioral responses predicted the activation in the ROISs, different from zero. The tests were performed on the Fisher
for each participant we computed the correlation between transformed correlation coefficients. We performed sim-
their avoidance decisions for each of the 16 faces and the ilar analysis for the performance on the one-back task.
parameter estimates for the faces in the ROIs. Then, we  Finally, we compared the magnitudes of the brain correla-
tested whether the average correlations were significantly ~ tions with the avoidance and recognition decisions. When

Table 2. Locations of Clusters Showing Linear and Quadratic Effects of Face Valence and Linear and Quadratic Interactions
between Face Valence and Face Power in Experiment 2

Volume (mm?) X y z

Regions Showing Linear Effects of Face Valence

Right fusiform gyrus, occipital 16,416 46.5 —064.5 —155
Right middle frontal gyrus 11,367 46.5 31.5 325
Left fusiform gyrus, occipital 10,962 —49.5 —-61.5 -15.5
Left middle frontal gyrus 6858 —40.5 52.5 -0.5
Left superior parietal lobule 3699 —28.5 =76.5 44.5
Right middle frontal gyrus 3618 37.5 13.5 53.5
Left superior frontal gyrus 3105 —-15 43.5 50.5
Left cingulate gyrus 2538 -15 —13.5 32.5
Right middle temporal gyrus 1944 55.5 —40.5 -125
Left superior frontal gyrus 945 -31.5 13.5 50.5
Left middle frontal gyrus 810 —43.5 4.5 53.5
Regions Showing Quadratic Effects of Face Valence

Bilateral fusiform gyri, bilateral lateral occipital lobe, 98,226 37.5 -79.5 —-155

hippocampus, left dorsal amygdala, left putamen

Right dorsal amygdala and putamen 5940 19.5 1.5 -6.5
Left superior parietal lobule 3996 -16.5 —58.5 62.5
Right postcentral gyrus 2349 19.5 —34.5 715
Right postcentral gyrus 1512 46.5 —-19.5 47.5
Right middle cingulate cortex 1026 45 —34.5 44.5
Left putamen 972 —28.5 —13.5 8.5

Regions Showing a Linear Interaction of Face Valence and Power

Left fusiform gyrus 2133 —285 —85.5 =155
Left superior occipital gyrus 1188 —40.5 =79.5 35.5
Superior medial frontal gyrus 1134 —52.5 225 235
Right medial frontal gyrus 864 1.5 43.5 415
Right middle temporal gyrus 810 64.5 —13.5 —6.5

Regions Showing a Quadratic Interaction of Face Valence and Power
Right inferior frontal gyrus 9855 52.5 19.5 -0.5
Right supramarginal gyrus 2187 58.5 —46.5 26.5

Regions with linear effects all had negative linear coefficients, and regions with quadratic effects all had positive quadratic coefficients. All cluster sizes
are significant at p < .05, corrected for multiple comparisons.
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Figure 6. Responses to face
valence in Experiment 2 for
regions showing a significant
quadratic effect. (A) Axial,
coronal, and sagittal slices at
X = =24,y = —4,z = —13,
showing brain regions with

a quadratic response to face
valence, thresholded at
voxelwise p < .001. Red color
coding indicates that brain
responses in these areas was
highest for the extremes of
valence. (B) Response in the
bilateral fusiform gyri to
valence, overlayed with a
best-fit (least squares)
second-order polynomial.

ROI was functionally defined
by its quadratic response to
valence at voxelwise p < .001
and intersected with an
anatomical mask of the fusiform
gyrus extracted from the AFNI
Talairach atlas. (C) Response
in the bilateral amygdala. This
region was also functionally
defined by its quadratic
response and intersected with
an anatomical mask of the
amygdala from the AFNI
Talairach atlas.
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Table 3. Locations of Clusters Showing Linear and Quadratic Effects of Face Valence in Both Experiments

Volume (mm?) X Y z

Regions Showing Linear Effects

Right fusiform gyrus, right middle occipital gyrus 9774 34.5 —40.5 —185
Left middle occipital gyrus 3132 —-37.5 —-82.5 —6.5
Left fusiform gyrus 1323 —34.5 —55.5 —155
Right inferior frontal gyrus 810 52.5 285 17.5
Left inferior frontal gyrus 594 —43.5 37.5 11.5
Left cerebellum 243 —13.5 —064.5 =275
Regions Showing Quadratic Effects

Left fusiform gyrus, left middle occipital gyrus 7965 —40.5 —37.5 —185
Right fusiform gyrus, right middle occipital gyrus 5292 43.5 -61.5 -95
Right anterior fusiform gyrus 2538 40.5 —-37.5 —21.5
Right amygdala extending into lentiform nucleus 486 25.5 1.5 -9.5
Left amygdala extending into lentiform nucleus 243 -19.5 1.5 -9.5

Voxels were thresholded at p < .001 in both experiments, and clusters were identified that consisted of voxels surviving the threshold in both
experiments with a conjoint probability of .000001. No voxels survived this conjunction analysis when it was applied to face dominance or interaction

effects.

the average correlations had different signs (e.g., nega-
tive correlation for avoidance but positive for recognition),
we first recoded one of the correlations (e.g., multiplying
by —1 the avoidance correlations) and then compared
the Fisher transformed correlations with an independent
1 test.

For all fROIs showing linear or quadratic effects (Table 3),
we correlated the avoidance decisions with the parame-

ter estimates for the fROIs in Experiment 1 and the cor-
rect recognition decisions (hit rate) with the parameter
estimates for the fROIs in Experiment 2. Given the shape
of the behavioral responses in the two experiments, one
might predict that regions showing a linear response
would predict avoidance decisions and that regions show-
ing a quadratic response would predict recognition
decisions. However, as shown in Table 4, in both cases,

Table 4. Mean Individual Correlations (Standard Deviations and ¢ Values of Tests of Correlations against Zero) between Parameter
Estimates in Functionally Defined Regions of Interests from a Conjunction Analysis of Experiments 1 and 2 (See Table 3) and

Behavioral Responses in Experiment 1 and Experiment 2

Experiment 1

Avoidance Decisions

Experiment 2 Experiment 1 vs. Experiment 2

Correct Recognition t and p Values

JROIs Showing Linear Effects
Bilateral inferior frontal gyri 30 (.21), 6.60%*
36 (.19), 8.46%*

41 (17), 10.04%*

Bilateral fusiform gyri

Bilateral occipital gyri

JROIs Showing Quadratic Effects
Bilateral fusiform gyri 32 (.23), 6.25%*
40 (.17), 9.65%*

19 (:23), 3.80%*

Bilateral occipital gyri

Bilateral amygdala

—.01 (28), 0.12 412, p < .001
15 (22), 3.32% 3.49, p < .001
16 (.21), 3.59* 437, p < .001
18 (24), 3.53* 2,07, p < 044
17 (21), 3.71% 4.03, p < .001
18 (.14), 5.94%% 036, p = .72

The last column compares the magnitude of the correlations in the two experiments.

*» < .01
#xp < .001.
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the correlations were stronger for the avoidance decisions.
In all regions, stronger brain responses corresponded to
faces for which participants were more likely to make
avoidance decisions. For several of the regions—bilateral
amygdala, occipital and fusiform gyri—there was also a pos-
itive relationship with the recognition decisions. Stronger
brain responses corresponded to faces for which partici-
pants were more likely to make correct recognition deci-
sions. However, with the exception of the amygdala, the
magnitude of the correlations was stronger for avoidance
decisions than for recognition decisions (Table 4).

We also conducted correlation analyses at the level of
the faces averaging across the participants’ avoidance
decisions from Experiment 1 (Figure 7). This averaging
procedure allowed us to conduct the same analyses for
Experiment 2. That is, although participants in the latter

experiment did not make avoidance decisions, we could
correlate the average brain responses to the faces in this
experiment with the average avoidance face scores that
were derived from Experiment 1. As shown in Table 5,
for all regions, the correlations were highly stable across
the two experiments.

GENERAL DISCUSSION

We measured the hemodynamic response to the social
value of faces while participants performed two different
tasks. We used faces that varied on two dimensions—
valence and power—empirically derived from multiple
social judgments of faces (Oosterhof & Todorov, 2008).
In Experiment 1, participants made avoidance decisions
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Figure 7. Scatter plots of avoidance decisions and parameter estimates in functionally defined ROIs from a conjunction analysis of Experiments 1
and 2 (see Table 3). Avoidance decisions and parameter estimates in (A) bilateral occipital gyri (r = .64, p < .008), (B) bilateral fusiform gyri

(r = .61, p < .012), (C) bilateral inferior frontal gyri (> = .61, p < .012), and (D) bilateral amygdala (» = .44, p < .088). Each point represents

1 of the 16 faces from the 4 (Valence) X 4 (Power) matrix, and the line represents the best linear fit. For these scatter plots, behavioral and

brain responses were averaged across participants.
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Table 5. Correlations between Brain Responses to Faces in
Functionally Defined Regions of Interests from a Conjunction
Analysis of Experiments 1 and 2 (See Table 3) and Avoidance
Decisions

Experiment 1 Experiment 2

JROIs Showing Linear Effects

Bilateral inferior frontal gyri —.61% —.69%
Bilateral fusiform gyri —.61% —.58%
Bilateral occipital gyri —.64% —.58%
JROIs Showing Quadratic Effects

Bilateral fusiform gyri —.56% —.51%
Bilateral occipital gyri —.63% —.54*
Bilateral amygdala —.44 —.52%

Both brain responses and avoidance decisions were averaged across par-
ticipants to obtain scores for each of the 16 faces from the 4 (Valence) X
4 (Power) matrix. The avoidance decisions were correlated with the brain
responses in Experiment 1 and the brain responses in Experiment 2.

#*» < .05.

that require explicit evaluation of the faces and are closely
related to the dimensions of face evaluation. Not surpris-
ingly, the probability of avoidance decisions increased with
face negativity. This trend was augmented for high-power,
dominant faces. In Experiment 2, participants made one-
back recognition decisions that do not require explicit
evaluation of faces.

Despite the large task differences in the two experi-
ments, the pattern of brain responses was highly con-
sistent. We showed that extensive areas of the brain are
sensitive to face valence. The fusiform gyrus, lateral occip-
ital lobe, lateral pFC, and portions of the parietal lobe all
showed negative linear responses to face valence, with
greater responses to low- than high-valence faces. We
did not find any regions that showed the opposite rela-
tionship. The findings of stronger brain responses to neg-
ative than positive faces largely replicate prior studies
(Todorov & Engell, 2008; Winston et al., 2002). These find-
ings are also consistent with behavioral studies suggesting
that negative face information is weighed more heavily
in social decisions than positive information (Todorov,
Loehr, & Oosterhof, 2010).

In addition to the linear responses, there were exten-
sive quadratic responses to face valence in the occipital
gyri, fusiform gyri, and dorsal amygdalae, with greater re-
sponses to the extremes of face valence than to faces in
the middle of the continuum. Interestingly, even for the
regions showing quadratic responses to valence, there
was a positive correlation with the avoidance decisions
(Figure 7D), as was the case for regions showing linear
responses (Table 4). In all these regions, brain responses
were stronger for faces that were likely to be avoided
than for faces that were likely to be approached. The cor-
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relation analyses at the level of the face stimuli were
highly consistent across both experiments (Table 5).

Functional Networks for Face Evaluation

Many of the areas we identified, such as the lateral frontal
cortex, the superior parietal lobule, and the inferior pari-
etal lobule, are thought to be integral nodes of the brain’s
attention network (Posner & Rothbart, 2007; Corbetta &
Shulman, 2002; Kastner & Ungerleider, 2000; Duncan, 1998).
Attention to faces is known to increase activation in the
fusiform area (Wojciulik, Kanwisher, & Driver, 1998), and
attention to visual stimulation, in general, is known to in-
crease activation in occipital areas (Kastner & Ungerleider,
2000). Therefore, a simple explanation for many of our
observed findings is that the extremes of valence, partic-
ularly the negative extreme, engage the attention network
more than faces in the middle of the continuum. When
confronted with extreme faces, attention source areas in
the frontal and parietal lobes trigger top—down control of
fusiform and occipital areas, enhancing neural responses
in all involved regions. Similarly, there is evidence that emo-
tional expressions elicit activation in frontal-parietal areas as
well as in posterior areas such as the fusiform gyrus and
occipital cortex (Vuilleumier & Pourtois, 2007; Ishai, Bikle,
& Ungerleider, 2006; Ishai, Pessoa, Bikle, & Ungerleider,
2004; Pessoa, McKenna, Gutierrez, & Ungerleider, 2002;
Vuilleumier, Armony, Driver, & Dolan, 2001). To the extent
that the valence of neutral faces is, in part, driven by struc-
tural resemblance to emotional expressions (Oosterhof
& Todorov, 2008, 2009; Said, Sebe, & Todorov, 2009;
Zebrowitz, Fellous, Mignault, & Andreoletti, 2003), the re-
sults of the present study are consistent with past work.

In addition to the frontal-parietal attention network, it is
likely that feedback connections from the amygdala are
responsible for much of the fusiform activation. The fusi-
form area is known to respond to fearful faces (Surguladze
et al., 2003; Vuilleumier et al., 2001; Morris et al., 1996), but
this response is reduced or abolished in patients with amyg-
dala damage relative to controls (Vuilleumier, Richardson,
Armony, Driver, & Dolan, 2004). A direct test of this hy-
pothesis would compare responses to face valence in the
fusiform area of patients with amygdala damage to those
of controls. In any case, we did not observe significant lin-
ear responses to face valence in the amygdala unlike in the
fusiform gyri.

It should be noted that it is unlikely that the observed
responses in the amygdala are face specific. Single-cell
recording studies show that the amygdala responds to a
variety of different stimuli (Gothard, Battaglia, Erickson,
Spitler, & Amaral, 2007) in contrast to face selective re-
gions in inferior temporal cortex that appear to show a
high degree of category selectivity (Tsao, Freiwald, Tootell,
& Livingstone, 20006). In terms of the temporal stages of
face evaluation, it is plausible to assume that the faces
are processed in the fusiform face-selective regions before
processing in the amygdala (Said, Haxby, & Todorov, in

Volume 23, Number 10



press) and that, subsequently, the amygdala modulates
activity in face-selective regions.

The Amygdala Response to Face Valence

There have been inconsistent results in previous studies
investigating the amygdala response to face valence. Some
studies have reported quadratic, nonmonotonic response
functions to trustworthiness and attractiveness (Said, Baron,
et al., 2009; Winston, O’Doherty, Kilner, Perrett, & Dolan,
2007), whereas other studies have shown mostly linear re-
sponses to trustworthiness (Engell et al., 2007). Still others
have shown mixed results: Those that are mixed include
a study showing a linear trend in the right amygdala and a
quadratic trend in the left (Todorov, Baron, et al., 2008), a
study showing a linear trend for implicit and explicit tasks,
except for implicit tasks in the right amygdala (Winston
et al., 2002), and another study showing that the shape
of the response function during evaluative judgments
of famous names depended systematically on task goal
(Cunningham, Van Bavel, & Johnsen, 2008). The highly het-
erogeneous nature of these findings makes it difficult to
identify a single factor that accounts for the discrepant re-
sults. However, there does not seem to be a task-dependent
relationship because studies using explicit or implicit eval-
uative judgments have both yielded linear and quadratic
results. In our study, we found quadratic responses in the
amygdala regardless of whether participants were required
to perform a one-back task or an approach—avoidance task
requiring explicit evaluative judgments. These findings are
consistent with proposals that stimulus facial features could
automatically trigger the amygdala’s response (Whalen et al.,
1998, 2004).

One hypothesis that could account for linear and non-
linear responses in the amygdala is that the distribution of
face stimuli is critical for the observed response. For ex-
ample, if the face stimuli predominantly cover the nega-
tive part of the valence dimension, the observed response
should be linear with stronger responses to more negative
faces. If the face stimuli cover both the negative and posi-
tive parts of the valence dimension, as in the current study,
the response should be quadratic. However, this has yet
to be tested.

An alternative proposal that is not necessarily inconsis-
tent with a stimulus distribution explanation is that the
nature of the amygdala’s response depends on the typical-
ity of faces used in the study (Said et al., 2010). Specifically,
Said and colleagues showed that face typicality—defined as
the distance of the face from the average face—rather than
face valence drives this response. They further showed
that, when typicality is linearly correlated with valence,
the amygdala’s response is linear with stronger response
to atypical faces (e.g., Engell et al., 2007). In contrast, when
typicality and valence are nonlinearly related—with faces at
the extremes perceived as less typical—the response is
nonlinear with stronger response to atypical faces at both
extremes. This proposal provides a more general explana-

tion of previous findings related to face evaluation. The
proposal is also broadly consistent with studies reporting
stronger amygdala responses to both positive and nega-
tive stimuli than neutral stimuli (Paton, Belova, Morrison,
& Salzman, 2006; Baxter & Murray, 2002; Hamann, Ely,
Grafton, & Kilts, 1999) and studies reporting that the amyg-
dala responds to the intensity rather than the valence of
stimuli (Sabatinelli, Bradley, Fitzsimmons, & Lang, 2005;
Anderson et al., 2003; Small et al., 2003).

An alternative explanation for the nonmonotonic func-
tions observed not only in the amygdala but also in the
fusiform and occipital cortices is that, under our stimulus
sequence (and indeed, most random sequences), the
change in valence between sequentially presented faces
was, on average, larger for extreme than for moderate
valence faces. Thus, faces at the extremes of the continuum
evoked more release from fMRI adaptation (and, thus,
greater responses) than faces in the middle of the contin-
uum (Davidenko, Remus, Glover, & Grill-Spector, 2007).
However, this explanation is tempered by the fact that
the response to face power was much weaker and does
not explain the linear component of the response function.

Another alternative interpretation for the quadratic re-
sponses is that these responses are driven by a task diffi-
culty rather than by specific face properties, per se. Faces
in the middle of the continuum were more difficult for
both the approach—avoidance task and the one-back rec-
ognition task. However, this account would most likely
predict a negative quadratic effect rather than the posi-
tive quadratic effect that we found, because greater atten-
tional resources would need to be devoted to the faces
in the middle of the continuum (e.g., Bokde et al., 2005;
Druzgal & D’Esposito, 2001, 2003). This interpretation
does not explain the linear component of the response
function either.

Conclusions

In summary, across two tasks differing in their demands
of evaluation, many regions tracked the valence of faces,
showing stronger responses to negative than positive faces.
In addition, a network of regions including the amygdala
and inferior temporal cortex responded to face valence
in a nonlinear fashion with stronger responses to faces at
the extreme than at the middle of the continuum. Our find-
ings show that both implicit and explicit face evaluations
engage brain regions involved in attention, affect, and de-
cision making.
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