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Interest in the perception of the material of objects has
been growing.While material perception is a critical ability
for animals to properly regulate behavioral interactions
with surrounding objects (e.g., eating), little is knownabout
its underlying processing. Vision and audition provide
useful information for material perception; using only its
visual appearance or impact sound, we can infer what an
object is made from. However, what material is perceived
when the visual appearance of one material is combined
with the impact sound of another, and what are the rules
that govern cross-modal integration of material
information? We addressed these questions by asking 16
human participants to rate how likely it was that
audiovisual stimuli (48 combinations of visual appearances
of sixmaterials and impact sounds of eightmaterials) along
with visual-only stimuli and auditory-only stimuli fell into
each of 13 material categories. The results indicated strong
interactions between audiovisual material perceptions; for
example, the appearance of glass paired with a pepper
sound is perceived as transparent plastic. Rating material–
category likelihoods follow amultiplicative integration rule
in that the categories judged to be likely are consistentwith
both visual and auditory stimuli. On the other hand, rating-

material properties, such as roughness and hardness,
followaweighted average rule. Despite a difference in their
integration calculations, both rules can be interpreted as
optimal Bayesian integration of independent audiovisual
estimations for the two types of material judgment,
respectively.

Introduction

One fundamental function of perception is allowing
one to interact with objects in the environment. To
decide whether a given object should be avoided, can be
eaten, or is worthwhile to buy, one needs to estimate,
above all, what material the object is made from.
Material perception appears to involve complex sen-
sory computation, but it is functionally important, and
we are very good at it. Recently, there is a growing
interest in human visual material perception (e.g.,
Adelson, 2001; Doerschner, Boyaci, & Maloney, 2010;
Kim, Marlow, & Anderson, 2012; Motoyoshi, Nishida,
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Sharan, & Adelson, 2007; Nishida & Shinya, 1998;
Wijntjes & Pont, 2010; see also Anderson, 2011;
Fleming, 2014; Maloney & Brainard, 2010; Zaidi, 2011
for review) and its neural correlates (e.g., Cant &
Goodale, 2007, 2011; Cavina-Pratesi, Kentridge, Hey-
wood, & Milner, 2010a, 2010b; Goda, Tachibana,
Okazawa, & Komatsu, 2014; Nishio, Goda, & Ko-
matsu, 2012). Although the focus of many studies has
been on visual perception of material-related properties
(in particular, gloss), considerable recent interest has
also been directed toward a higher processing goal of
material perception, perception of material category.

Past studies on visual material-category perception
showed that human observers are extremely adept at
material categorization, even when materials are
presented very briefly (Sharan, Rosenholtz, & Adelson,
2009), and outperform up-to-date computer algorithms
for material recognition (Sharan, Liu, Rosenholtz, &
Adelson, 2013). It is suggested that the perception of
material categories is systematically related to the
perception of basic material-related properties (Flem-
ing, Wiebel, & Gegenfurtner, 2013). Nevertheless,
whether material recognition is based on a combination
of several basic properties or on critical image features
specific to each material category remains an open
question. The neural process underlying material-
category perception has been also studied. Cortical
activity related to material categories is found in a
higher-order area of the ventral visual cortex: the
fusiform gyrus in humans (Hiramatsu, Goda, &
Komatsu, 2011) and the inferior temporal cortex in
monkeys (Goda et al., 2014).

Useful material category information is provided not
only by vision, but also by audition, touch, smell, and
taste. In particular, auditory material-category percep-
tion has received researchers’ attention as much as or
more than visual material-category perception (Arama-
ki, Besson, Kronland-Martinet, & Ystad, 2011; Gior-
dano & McAdams, 2006; R. Klatzky, Pai, & Krotkov,
2000; Lemaitre & Heller, 2012; Lutfi & Oh, 1997; Wildes
& Richards, 1988). For instance, Giordano and
McAdams investigated people’s ability to identify object
materials from an impact sound (i.e., something striking
the object) and demonstrated that listeners could almost
perfectly discriminate between gross material categories,
such as steel-glass versus wood-Plexiglas. Such studies
have shown that acoustic features relevant to material
discrimination include decay and spectral component of
impact sounds. An fMRI study suggests that a
subregion in a ventro-medial pathway is specialized for
auditory-based material perception (Arnott, Cant, Dut-
ton, & Goodale, 2008).

In daily life, we naturally attempt to obtain reliable
information about material by combining multiple
sensory modalities. When uncertain about an object’s
material from its visual appearance alone, for example,

we cannot help hitting the object to hear its impact
sound. The way in which material-category informa-
tion is combined across different sensory modalities,
however, remains unknown. What kind of material do
we perceive when the visual appearance of one material
is combined with the impact sound of another? In the
present study, we aimed to identify the rules of such
multimodal integration of material information by
showing participants numerous audiovisual material
combinations and asking them to judge the likelihood
that a stimulus was made of a specific material.

While scant research has focused on multisensory
integration in material-category perception, several
studies have addressed the way in which information
about a material-related property, such as roughness, is
integrated across sensory modalities (see R. L. Klatzky &
Lederman, 2010, for a recent review). It has been shown
that multisensory integration of roughness information
follows a weighted average rule with a higher weight
given to the more reliable modality for the task (Leder-
man, Thorne, & Jones, 1986)—a rule most frequently
found for multichannel integration of perceptual prop-
erties (Alais & Burr, 2004; Ernst & Banks, 2002; Landy,
Maloney, Johnston, & Young, 1995; Yuille & Bülthoff,
1996). The fuzzy logical model (Massaro, 1987, 2004;
Massaro & Stork, 1998) is another computational model
of multimodal integration, originally developed for
audiovisual speech perception. The model assumes an
optimal integration of multiple sources of sensory
information with each being independently evaluated to
give the continuous degree to which that source specifies
various alternative interpretations.

With these previous studies in mind, using the same
set of stimuli as were used for material-category
perception, we also examined audiovisual integration for
a wide range of material-related properties. Some were
visual (e.g., gloss), some auditory (e.g., high-pitched),
and some tactile (e.g., hard). We also tested properties
concerning subjective value (e.g., expensive). There were
several purposes for our inclusion of material-property
judgments. One was to assess whether the weighted
average is a general rule of multisensory integration of
material-property perception. Another was to examine
whether audiovisual integration of material information
could produce a change in visual appearance by an
unmatched impact sound or a change in impact sound
quality by an unmatched visual appearance. The main
and final purpose was to see whether material-category
perception follows the same rules as material related–
property perception.

To anticipate, we found that multisensory integration
of material-property perception could be described as
weighted average. With regard to our second purpose,
we found no clear evidence of perceptual property
changes; that is, the weight was nearly exclusively given
to vision for visual properties and to audition for
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auditory properties. Finally, we found that the rule of
multisensory integration for material category judg-
ments was not one of weighted average, but of
multiplication. We will discuss how this discrepancy may
be ascribed to task difference and how both the
multiplicative integration of the material-category judg-
ments and the weighted average of the material-property
judgments can result from the same computational
principle (i.e., optimal Bayesian integration of indepen-
dent visual and auditory signals; Ernst, 2006, 2012;
Landy et al., 1995; Massaro, 1987, 2004; Massaro &
Stork, 1998; Yuille & Bülthoff, 1996).

Methods

Participants

Participants consisted of 16 paid volunteers (age
range: 20–40 years old), who were blind to the purpose
of the experiment. All had normal or corrected-to-
normal vision and hearing. This experiment was
approved by the Institutional Review Board of the
National Institute of Advanced Industrial Science and
Technology (AIST) and was performed in accordance
with the Declaration of Helsinki.

Stimuli

Visual stimuli

Visual stimuli were computer-generated movies of a
scene in which a human hand hit an object with a small
stick. Only a right arm and hand were visible, which was
modeled by Poser 2010 SR3 (SmithMicro software)
using the position and pose data captured from a video
of actual human movement. Figure 1 shows example
images for the six material categories we used: glass,
ceramic, metal, stone, wood, and bark. We chose these
material categories, their textures, and the cylindrical
object shape following Hiramatsu et al. (2011). Glass
had a transparent body with a glossy surface. The other
materials were opaque. The ceramic surface had pure
diffuse reflectance, and metal had pure specular
reflectance. Stone, wood, and bark were created by
texture mapping using texture data prepared by Light-
Wave 3D (NewTek). The scene images were rendered
under appropriate global illuminations with a grey
background using Vue 9 (e-on software). The spatial
resolution of the final output was 600 · 800 pixels.

Auditory stimuli

For auditory stimuli, we used the impact sounds of
eight real objects (glass, ceramic, metal, stone, wood,
vegetable (pepper), plastic, and paper; Figure 2a).

These were selected from 16 sounds based on the
data of a preliminary experiment (see Appendix).
Auditory stimuli were created by hitting real objects
with a wooden (maple) mallet in a soundproof
chamber (Figure 2c). Some objects were selected
from the Shitsukan sample set (Takei Scientific
Instruments Co., Ltd., Japan) and others from daily
items. The impact sound of hitting each object was
recorded through a microphone (AKG, C1000S) and
an audio interface (M-audio, 410) by using audio
editing and recording software (Audacity 1.3.12) via
USB with a computer (MacBook Air, Apple). To
prevent any impact of floor vibration on recording,
antivibration sponges and rubber were placed un-
derneath the material before it was struck (Figure
2b). Inside the chamber, one of the authors struck
the object and another operated the computer to
ensure that the sound was recorded properly; the
sound of each material was recorded at least 10
times, after which we checked the sound spectro-
grams and sound waves and selected a sound that we
subjectively judged to be the ‘‘best’’ representative of
the samples.

Audiovisual stimuli

Seven visual stimuli (including a blank image for
auditory-only conditions) and nine auditory stimuli
(including a silent sound for visual-only conditions)

Figure 1. Snapshot images for six visual stimuli used in the

experiment: glass, ceramic, metal, stone, wood, and bark.

Journal of Vision (2014) 14(4):12, 1–20 Fujisaki et al. 3

Downloaded from jov.arvojournals.org on 06/29/2019



were combined to create 62 combinations of audiovi-

sual stimuli (excluding the combination of a blank

image and a silent sound). Adobe Premiere Pro was

used to create MP4-format movie clips from a series of

rendered images combined with audio tracks of

impact sounds. Each striking movement took about 1

s to complete and was repeated five times in one

sequence.

Figure 2. Auditory stimuli used in the experiment. (a) Sound spectrograms of the impact sounds of hitting real objects. Eight sounds

selected for the main experiment are indicated by square dotted lines. (b) The setup for impact sound recording, including

antivibration sponges and rubber being placed underneath the material. (c) Illustration of hitting the real object by a wooden (maple)

mallet for the recording of the impact sound in a soundproof chamber.
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Questionnaires

Material-category rating

Table 1a shows the 13 material names that were used
in the material category–rating experiment. Partici-
pants used seven-point scales to rate how well these
words applied to each of the 62 stimulus combinations,
ranging from 1 (‘‘this could not in any way be material
X,’’ where ‘‘X’’ is the given material) to 7 (‘‘this is
almost certainly material X’’). Although our rating
method took more time than the alternative of asking
participants to choose the best material category for
each stimulus, it could reveal a more detailed profile of
material perception. Specifically, we could tell whether
participants judged a given stimulus as belonging to
only one category or whether it fit into other categories
as well.

Material-property rating

A set of 23 bipolar adjective pairs were used for the
material property–rating experiments, most of which
were selected by referring to previous literature
(Cunningham, Wallraven, Fleming, & Strasser, 2007;
Fujisawa, Iwamiya, & Takada, 2004; Gabrielsson &
Sjogren, 1979; Osgood & Anderson, 1957; Solomon,
1958; von Bismarck, 1974a, 1974b). Table 1b, 1c, and
1d shows the five, seven, and 10 adjective pairs
describing the visual, auditory, and other properties
(e.g., tactile, thermal, cross-modal) rated by partici-
pants, respectively. Participants also rated the natu-

ralness of each audiovisual combination (Table 1e). In
the analysis of the material properties, ‘‘1’’ was
assigned to the first adjective in each pair and ‘‘7’’ to
the second.

Procedure

The experiment was divided into three sessions: the
material-category rating, visual and auditory material-
property rating, and other property rating and audio-
visual naturalness rating. Each session consisted of
three blocks: six visual-only trials (Block 1), eight
auditory-only trials (Block 2), and 48 audiovisual
combined trials (Block 3). Within each session,
participants completed the visual-only (Block 1) and
auditory-only (Block 2) trials first. Each block took
about 5–10 min to complete. Participants then took a
break for about 15 min. They then performed the
audiovisual trials (Block 3), which took around 40 min
to complete. We used this block order to reduce the
participants’ load by starting each session with short
and easy blocks. This also ensured that participants
rated visual and auditory stimuli before rating the
audiovisual stimuli, which contained some unexpected
combinations (although our procedure did not exclude
prior exposure to audiovisual stimuli for the second
and third sessions). Within each block, the order of
stimulus presentations was randomized. The order of
sessions was also randomized across participants.
Participants rested sufficiently between sessions. The

(a) Material-

category

rating

Material-property rating
(e) Audiovisual

combination

naturalness rating(b) Visual properties (c) Auditory properties

(d) Other

properties

Glass Dark surface–bright surface Soft sound–loud sound Smooth-rough Unnatural-natural

Ceramic Uniform surface–textured surface Low-pitched sound–high-pitched

sound

Cold-warm

Metal Colorless surface–colorful surface Dampened sound–ringing sound Soft-hard

Stone Matte surface–gloss surface Dull sound–sharp sound Light-heavy

Wood Opaque looking–transparent looking Mixed sound–pure sound Dry-wet

Vegetable Narrow sound–broad sound Hollow-solid

Plastic Mild sound–intense sound Cheap-expensive

Paper Poor sound–rich sound Dirty-clean

Vinyl Old-new

Rubber

Cloth

Clay

Leather

Table 1. Words selected for the experiment. Notes: (a) Thirteen words selected for the material category–rating experiment. (b) Five
visual properties used for the material property–rating experiment. (c) Eight auditory properties used for the material property–rating
experiment. (d) Ten other properties, consisting of tactile, thermal, cross-modal, and other properties. (e) Audiovisual combination
naturalness rating.
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whole experiment took about 5–6 hr in total (including
breaks).

The experiment was conducted in a well-lit room.
The audiovisual stimuli, saved as MP4 movies, were
presented on a web browser (Mozilla Firefox) through
a PHP script running on a computer (Sony, VAIO
VPCSE). The movie frame rate was 30 fps, and audio
sampling frequency was 44 kHz. Visual stimuli were
presented on a liquid crystal, vertically positioned
monitor (Nanao, FlexScan L997). In each trial, a
visual stimulus appeared in the upper half of the
monitor screen. Participants wore headphones (Senn-
heiser HDA 200) through which the auditory stimuli
were presented, using an amplifier (Audio-Technica,
AT-HA2) from an onboard audio device (Realtek
High Definition Audio). The amplitude of each sound
was not normalized across stimuli because we thought
that the amplitude itself might convey information
about the properties of a material. The participants
were instructed to set the overall volume of the
amplifier to a comfortable level. The seven-point scale
questionnaires were presented in the lower half of the
monitor screen. Participants responded by clicking
buttons on the monitor screen corresponding to their

answers on the scales. Each movie lasted for 5 s, but
the participants could replay it as many times as they
wanted until they had completed all the question-
naires.

Results

Cross-modal interactions in material-category
perception

Figure 3 shows the material category ratings for all
63 stimulus conditions. In each panel, rating values
averaged over 16 participants were shown for each
material-category judgment. Panels in the same row
show the ratings for the same auditory stimuli, and
panels in the same column show the ratings for the
visual stimuli. Auditory-only conditions are shown in
the leftmost column, and visual-only conditions are
shown in the top row. The rating correlation between
participants was 0.5474 (average of 120 individual
pairs) with a standard deviation of 0.0798.

Figure 3. Material category rating for all 63 stimulus conditions. In each panel, rating values averaged over 16 participants are shown

for each material-category judgment (shown by different color).While the actual rating ranges from one to seven, the ordinate ranges

from zero to seven. Error bar: 61 SEM across participants.
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We observed strong audiovisual interactions in
material-category perception. Figure 4 shows two
examples of the obtained response profiles from the
material-category rating. Figure 4a shows an auditory-
induced perception change in a visual material catego-
ry—namely, participants perceived different audiovi-
sual material categories for the same visual stimulus
when it was coupled with different sounds. For
example, when a ‘‘glass’’ image was coupled with a
‘‘glass’’ sound (Movie 1), participants perceived the
object as ‘‘glass,’’ but when the same visual stimulus
was coupled with the ‘‘vegetable’’ sound (Movie 2),
participants tended to perceive the material category as

‘‘plastic.’’ In Figure 3, this type of auditory-induced
perception change is represented as a change in
response profile along a vertical column. A clear change
is observed in the second column (that includes the pair
of conditions shown in Figure 4a) as well as in some
other columns.

Figure 4b shows the opposite perception change: a
vision-induced change in the perception of an auditory
material category. In this case, when a ‘‘wood’’ sound
and images were congruent, participants perceived the
object as ‘‘wood,’’ but the same sound coupled with a
‘‘glass’’ image made participants perceive ‘‘plastic.’’ In
Figure 3, this type of visual-induced perception change

Figure 4. Examples of the obtained profiles in the material category experiment (average of 16 participants). (a) An auditory-induced

visual material category–perception change. Different material categories were perceived for the same visual stimulus with different

sounds. (b) A vision-induced auditory material category–perception change. Different material categories were perceived for the

same auditory stimulus with different visual stimuli.
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is represented as a change in response profile along a
horizontal row. A clear change is observed in the sixth
row (that includes the pair of conditions shown in
Figure 4b) as well as in some other rows.

Integration of audiovisual information in
material-category perception

To understand the mechanism underlying audiovi-
sual interactions in material-category perception, we
analyzed how visual and auditory information was
integrated into multimodal perception. Figure 5 shows
how we compared the response profiles of the material
category rating (average of 16 participants) among
visual-only, auditory-only, and audiovisual conditions.
In Figure 5a, both visual and auditory stimuli were
‘‘ceramic.’’ For the visual-only stimulus, high ratings
were given to ‘‘ceramic’’ and ‘‘plastic.’’ For the
auditory-only stimulus, high ratings were given to
‘‘glass,’’ ‘‘ceramic,’’ and ‘‘metal.’’ When the stimuli were
combined, the highest rating was given to ‘‘ceramic.’’ In
Figure 5b, the auditory stimulus was replaced by
‘‘paper.’’ For the auditory-only stimulus, high ratings
were given to ‘‘wood’’ and ‘‘plastic.’’ When it was
paired with visual ‘‘ceramic,’’ the highest rating was
given to ‘‘plastic.’’ In both cases, the materials rated
highly for the audiovisual stimuli were those rated
highly for both visual-only and auditory-only stimuli.
This suggests that the integration rule of audiovisual
information in material-category perception is similar
to an AND operation rather than another rule such as
a weighted average.

To test this conjecture, we conducted a multiple
regression analysis using all the data, including a

multiplicative interaction term. The regression equation
was as follows:

VA ¼ b0 þ b1Vonly þ b2Aonly þ b3Vonly·Aonly

In this equation, VA indicates the predicted audio-
visual rating; Vonly and Aonly the obtained visual-only
and auditory-only ratings, respectively; and Vonly ·
Aonly the multiplication of the two obtained ratings.
The rating value was normalized to [0, 1]. Regression
weights (b1, b2, b3) for visual-only, auditory-only, and
the interaction terms are shown in Figure 6. If VA can
be explained by a simple weighted average of visual and
auditory information, the regression weight of the
interaction term, b3, would be very small or zero.
However, our result clearly showed that the value of
this interaction term was significantly higher than zero.
Scatter plots in Figure 7 show the relationships of the
obtained audiovisual ratings with the three terms of the
regression analysis: (a) visual-only rating, (b) auditory-
only rating, and (c) the interaction. As shown in Figure
7c, multiplying the unimodal ratings predicted the
multimodal rating with a reasonable degree of accura-
cy. The prediction is better described by a second-order
polynomial regression (R2 ¼ 0.8753, AIC [Akaike
information criterion] ¼�1889.5) than by a linear
regression (R2¼ 0.7739, AIC ¼�1520.3).

Multiplication can be considered an AND operation,
which identifies the material category most consistent
with both visual-only and auditory-only stimuli.
However, what if there was no category consistent with
both visual-only and auditory-only stimuli? Figure 8a
shows an example of such a case. Although the
auditory ‘‘metal’’ stimulus gained high ratings for the
‘‘metal,’’ ‘‘ceramic,’’ and ‘‘glass’’ categories, the visual
‘‘wood’’ gained a high rating for the ‘‘wood’’ category

Movie 1. A ‘‘glass’’ image coupled with a ‘‘glass’’ sound (Figure

3a, profile shown in blue). Participants tended to perceive the

object’s material category as ‘‘glass.’’

Movie 2. A ‘‘glass’’ image coupled with a ‘‘vegetable (pepper)’’

sound (Figure 3a, profile shown in green). Participants tended

to perceive the object’s material category as ‘‘plastic.’’
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only. When these two were combined, relatively high
scores were given to ‘‘metal,’’ ‘‘ceramic,’’ and ‘‘glass’’
categories, despite their low ratings in the visual-only
stimulus. Note that the rating of audiovisual combi-
nation naturalness was low for this combination (M ¼
1.3). To show the generality of this observation, we
made separate scatter plots for three different ranges of
the naturalness rating (Figure 8b). The multiplication
model strongly predicted the obtained audiovisual
rating when the naturalness rating was high, but this
relationship gradually collapsed as naturalness de-

creased. Furthermore, the regression analysis indicated
that weight of the auditory term relative to the visual
term increased for unnatural combinations, supporting
auditory dominance (Figure 8c).

Integration of audiovisual material-property
perception

Next, we consider the audiovisual integration of
material properties and compare the associated inte-

Figure 5. Examples of audiovisual integration in the material category–rating experiment (average of 16 participants) for the (a)

congruent and (b) incongruent conditions. Audiovisual material rating is high when both visual-only and auditory-only ratings are

high, and it is low when either the visual-only or auditory-only rating is low.
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gration rule with that of material categories. Figures 9,
10, and 11, respectively, show the ratings for the visual,
auditory, and other properties in the same format as
Figure 3. The rating correlation between participants
(mean 6 1 SD) was 0.6543 6 0.1391 for visual
properties, 0.5968 6 0.1115 for auditory properties,
and 0.4546 6 0.1042 for other properties.

We found that even when the auditory stimulus was
changed from ‘‘ceramic’’ to ‘‘paper’’ while the visual
stimulus remained ‘‘ceramic,’’ the audiovisual ratings
for visual properties remain unchanged, continuing to
follow the visual-only rating (Figure 12a). When an
auditory stimulus changed from ‘‘ceramic’’ to ‘‘paper’’
while the visual stimulus remained ‘‘ceramic,’’ the
audiovisual ratings for auditory properties remain
unchanged, continuing to follow the auditory-only
rating (Figure 12b). For the ‘‘other’’ property rating,
audiovisual ratings reflected both visual-only and
auditory-only ratings. When the auditory stimulus
changed from ‘‘ceramic’’ to ‘‘paper’’ while the visual
stimulus remained ‘‘ceramic,’’ the audiovisual rating
was located about midway between the visual-only and
auditory-only ratings (Figure 12c).

As with material-category ratings, we conducted a
multiple regression analysis, including an interaction
term. Regression weights (b1, b2, b3) for visual,
auditory, and audiovisual terms are shown in Figure 6.
For visual properties, the regression weight for vision
(b1) was high, and that for audition (b2) was very low.
As shown by scatter plots in Figure 13, audiovisual
ratings agreed strongly with vision-only ratings (Figure
13a) but not with auditory-only ratings (Figure 13b).
For auditory properties, the regression weight for
audition (b2) was high, and that for vision (b1) was
nearly zero. As shown by scatter plots in Figure 14,
audiovisual ratings agreed strongly with auditory-only
ratings (Figure 14b) but not with visual-only ratings

(Figure 14a). For other properties, the regression
weights were comparable to those for audition and
vision. As shown by scatter plots in Figure 15,
audiovisual ratings had some correlations with both
visual-only ratings (Figure 15a) and auditory-only
ratings (Figure 15b). Importantly, for all types of
material properties, the regression weight for the
interaction term (b3) was nearly zero, contrary to those
of the material-category ratings. It should be noted that
in other property ratings, the participants had to use
two sources of information to infer the property values
from a potentially ambiguous stimulus as in the case of
material-category ratings. Thus, audiovisual material-
property ratings appear to follow a weighted average
rule. The weight was given almost exclusively to vision
and audition for visual and auditory properties,
respectively. The weight for ‘‘other properties’’ was
similar for the two modalities when averaged over the
nine properties we used. Looking at each property
separately, however, we found a variety of patterns.
For instance, the auditory weight was much higher for
the mechanical properties of the object material (‘‘soft-
hard,’’ ‘‘light-heavy,’’ and ‘‘hollow-filled’’).

Discussion

In this study, we investigated how humans integrate
material information from different sensory modalities,
focusing on the interactions between object appearance
and impact sounds. We observed strong interactions
between these two types of information in a pattern
that suggests an AND-like operation. That is, the
likelihood rating for an audiovisual stimulus pair can
be approximately predicted by a multiplication of the
ratings for the visual-only and auditory-only stimuli. In

Figure 6. The results of the regression analysis. Regression weights for visual-only, auditory-only, and audiovisual terms are shown

separately for the material-category rating and three types of material-property ratings. Error bars indicate 95% confidence intervals.
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contrast, the integration rule for material-property
judgments follows a weighted average rule.

Why do these two tasks follow different integration
rules? Do the two rules arise from different computa-
tional principles? Are they specific to material percep-
tion? We suggest that the rule difference mainly reflects
task differences and that both rules can be interpreted
as an optimal integration of independent audiovisual
estimations for each task. We use Bayesian inference as
a computational framework.

Material-category rating

Consider first the computational mechanism under-
lying material-category rating. According to the Bayes
theorem, the posterior probability that a perceived
object falls into the nth material category, Cn, given the
ith visual evidence, Vi, is proportional to the product of
likelihood and prior probability, that is,

PðCnjViÞ ¼
PðVijCnÞPðCnÞ

PðViÞ
:

Similarly, the posterior probability that a perceived
object falls into Cn given the jth auditory evidence, Aj,
is

PðCnjAjÞ ¼
PðAjjCnÞPðCnÞ

PðAjÞ
:

When the evidence of the two modalities, Vi and Aj,
are available, the posterior probability that a perceived
object falls into Cn is

PðCnjVi&AjÞ ¼
PðVi&AjjCnÞPðCnÞ

PðVi&AjÞ
:

In all cases, finding the material category, Cn, of the
highest posterior probability is an optimal Bayesian
estimate (MAP estimate) for the material recognition.
However, our material-rating task was designed such
that the participants did not choose the best category
consistent with the stimulus but judged to what degree
the stimulus (Vi, Aj, or Vi &Aj) could be thought of as a
given material category (Cn). This is not an index of the
subjective posterior probability because the partici-
pants did not have to take into account the prior
probability of each category, P(Cn). Rather, our
material-category rating can be considered primarily as
the participants’ estimation of the likelihood of
obtaining the evidence (Vi, Aj, or Vi&Aj) given that the
object falls in the material category Cn. In other words,
P(VijCn), P(AjjCn), and P(Vi&AjjCn) for the visual-
only, auditory-only, and audiovisual conditions, re-
spectively, although the estimated probability of each
stimulus, P(Vi), P(Aj), or P(Vi&Aj), might have an
additional effect, see below.

According to this view, the computational implica-
tion of the multiplicative integration rule is straight-
forward. If Vi and Aj are conditionally independent
given Cn, then

PðVi&AjjCnÞ ¼ PðVijCnÞPðAjjCnÞ ð1Þ
and

PðCnjVi&AjÞ ¼
PðVijCnjCnÞPðAjjCnÞPðCnÞ

PðVi&AjÞ
: ð2Þ

Figure 7. Scatter plots of the normalized material-category

ratings for audiovisual stimuli versus (a) those for visual-only

stimuli, (b) those for auditory-only stimuli, and (c) multiplication

of the ratings for visual-only and auditory-only stimuli. Two

continuous lines in each panel show linear and second-order

polynomial regressions, the numeral values of which are shown

on the right. AIC: Akaike information criterion. Multiplication of

visual-only and auditory-only ratings best describes the

audiovisual material-category ratings.
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Equation 1 (conditional independence) is exactly

what we found for the multiplicative integration. That

is, our finding is consistent with Bayesian-like integra-

tion of visual and auditory information with the

assumption of intermodality independency, in which

the likelihoods of visual and auditory stimuli being

consistent with a given material category are indepen-

dently estimated and multiplied to obtain the likelihood

Figure 8. Examples of audiovisual integration in the material category–rating experiment (average of 16 participants) (a) when there

was no category consistent with both visual-only and auditory-only stimuli. (b) Scatter plots for three different ranges of the

naturalness rating. V · A strongly predicts the obtained audiovisual rating when the naturalness rating was high, but this relationship

gradually collapsed as naturalness rating decreased. (c) The results of the regression analysis for unnatural, midway, and natural

combinations. The regression weight of the auditory term relative to the visual term increased for unnatural combinations,

supporting auditory dominance.
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Figure 9. Visual property ratings for all 63 stimulus conditions. See Figure 4 legend for other details.

Figure 10. Auditory property ratings for all 63 stimulus conditions. See Figure 4 legend for other details.
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of the audiovisual combination being consistent with
that material category.

The results of the material category rating also
suggest that the multiplication rule does not hold for
unnatural audiovisual combinations. When there is no
plausible candidate resulting from a multiplication of
audio and visual information, the auditory evidence
appears to dominate even when visual evidence seems
to suggest otherwise. In many cases, integration of two
sources breaks down, and one source begins to
dominate when there is a large discrepancy between
them (Landy et al., 1995; Ernst, 2012). In the present
case, the auditory dominance may be interpreted as
resulting from the perception of objects as being
multilayered (i.e., objects could have a surface coating
different from their underlying material). In the
example shown in Figure 8, the participants could have
judged that the object was ‘‘metal’’ but the surface was
painted like ‘‘wood.’’ This perceptual interpretation is
unnatural but logically possible. We consider that the
participants know, explicitly or implicitly, that visual
material judgments are deceptive and auditory material
judgments are harder to fake and that this asymmetry is
the source of auditory dominance. In the Bayesian
framework, this situation can be described as P(VijCn)
. 0 for nearly any combinations of visual appearance

and material category, and P(AjjCn) ’ 0 for many
combinations of impact sound and material category:
The category consistent with the auditory stimulus has
a nonzero likelihood even when it is inconsistent with
the visual stimulus. This mechanism, however, is
insufficient to explain the present results because visual-
only ratings suggest P(VijCn) ’ 0 for many cases,
including ‘‘glass’’ and ‘‘metal’’ ratings for ‘‘wood’’
appearance. We speculate that an unnatural audiovi-
sual combination forced observers to switch the mental
object model from a single-layered object to a
multilayered one and that this object model switch was
accompanied by an increase in the internal estimation
of P(VijCn).

In sum, audiovisual material-category perception
can be explained by a mechanism in which visual and
auditory likelihoods are independently estimated and
multiplied to yield the audiovisual estimation. The
fuzzy logical model of perception (Massaro, 1987, 2004;
Massaro & Stork, 1998) proposed a similar mechanism
to account for audiovisual integration of speech signals,
including emotional expression and the McGurk effect
(McGurk & MacDonald, 1976). Critically, all of these
tasks comprise category classification. The integration
rule we found for the material-category perception may

Figure 11. Other property ratings for all 63 stimulus conditions (including combination naturalness rating for 48 audiovisual stimulus

conditions). See Figure 4 legend for other details.
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be a universal rule of multimodal integration for
categorical judgments.

Material-property rating

On the other hand, the material property rating falls
into the other class of multimodal integration task
involved in estimating the value of a given perceptual

dimension. Redundant estimations are obtained from
two modalities, and the participant has to integrate
them to obtain the final estimation. For this class of
task, the optimal integration is the weighted average of
the two estimations with the weight of each modality
being proportional to the reliability of the signal
(Cochran, 1937; Landy et al., 1995; Yuille & Bülthoff,
1996). Previous studies indicated that human partici-
pants actually integrate multimodal signals in this

Figure 12. Example of response profiles (average of 16 participants) for (a) visual (e.g., dark-bright, uniform-textured) (b) auditory

(e.g., quiet-loud, low-pitched–high-pitched), and (c) other property ratings (e.g., smooth-rough, cold-warm).
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manner in various situations (Alais & Burr, 2004; Ernst
& Banks, 2002).

The weighted average is an optimal Bayesian
estimation, again with the assumption of intermodality
independency (Ernst, 2006, 2012). It can be derived
from an equation similar to Equation 2, that is,

PðXV&XAjV&AÞ ¼ PðVjXVÞPðAjXAÞPðXV&XAÞ
PðV&AÞ ;

where Xv and XA are the estimated values of the
property in question from the visual evidence, V, and
the auditory evidence, A, respectively. Assume that the
likelihoods P(VjXV) and P(AjXA) form a 2-D Gaussian
distribution with its vertical and horizontal spreads
being inversely proportional to the reliabilities of the
visual and auditory inputs and that the prior,
P(XV&XA), is nonzero only when XV ¼ XA. Then, the
peak of the product, which indicates the MAP estimate,
agrees with the weighted average.

In agreement with this optimal integration strategy,
our participants gave higher weights to the more
reliable modality, for example, vision for color,
audition for pitch and hardness. However, to strictly
test the Bayesian integration with modality indepen-
dency in material-property judgments, we should

Figure 13. Scatter plots of the normalized visual property ratings

for audiovisual stimuli versus (a) those for visual-only stimuli

and (b) those for auditory-only stimuli. The ratings for visual-

only stimuli best describe the ratings for audiovisual stimuli.

Figure 14. Scatter plots of the normalized auditory property

ratings for audiovisual stimuli versus (a) those for visual-only

stimuli and (b) those for auditory-only stimuli. The ratings for

auditory-only stimuli best describe the ratings for audiovisual

stimuli.

Figure 15. Scatter plots of the normalized other property ratings

for audiovisual stimuli versus (a) those for visual-only stimuli

and (b) those for auditory-only stimuli. Both visual-only and

auditory-only ratings have moderate correlations with the other

property ratings obtained with audiovisual stimuli, consistent

with the notion that it can be best described by the weighted

average of visual and auditory ratings.
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systematically manipulate the simulated property var-
iable and signal reliability.

Thus, the multiplicative integration of the material-
category judgments and the weighted average of the
material-property judgments share a computation
principle, that is, optimal Bayesian integration of
independent visual and auditory signals. The critical
task difference is that the material-category task rates
the likelihood, and the property task rates the value
along the designated dimension. If the participants rate
the likelihood of a stimulus as having a specific
property value (e.g., very smooth), they may show a
multiplicative integration rule.

While we used real sounds for auditory stimuli, we
used computer-generated images for visual stimuli so as
to precisely control the shape and size of the object and
the hitting movement of the operator. Nonetheless, we
cannot exclude the possibility that participants dis-
trusted the synthetic visual stimuli and reduced the
weight given to them. The relative audiovisual weights
of our data should be interpreted as such. Nevertheless,
we find no good reason to believe that the use of
synthetic visual stimuli affects the rules of integration.

Multimodal material perception

In conclusion, multiplicative integration of multi-
modal signals is an effective cognitive strategy,
particularly when different modalities carry indepen-
dent information about different aspects of the same
recognition target, thus complementing each other.
This is presumably the case for audiovisual integration
of material-category information, in which vision is a
useful modality for understanding the surface proper-
ties of an object, and audition is a useful modality for
understanding its internal properties (R. Klatzky et al.,
2000).

We did not examine the tactile modality in multi-
modal material-category perception. Because vision
provides information about surface properties and
audition provides information about internal proper-
ties—and touch provides information about both—it
would be interesting to test, in the future, whether
visuo-tactile or auditory-tactile category perceptions
also follow the integration rule.

We note that we examined material-category and
property perception separately. However, material-
category and property judgments are likely related
(Fleming et al., 2013). In the present data, although the
rule of integration was different, there were no
inconsistencies between material-category ratings and
property ratings. For instance, a ‘‘glass’’ (V) ·
‘‘vegetable’’ (A) combination that yielded a ‘‘plastic’’
perception (Movie 2) was judged to be a transparent
object with a low-pitched impact sound, being neither

warm nor hot and neither soft nor hard. Material-
property perception could be the precursor to material-
category perception; in other words, audiovisual
material-category perception could arise directly from
the integration of auditory and visual material-prop-
erty judgments rather than auditory and visual
material-category judgments. That is, the brain may
combine visual judgments, such as an object being
glossy and transparent, with auditory judgments, such
as the impact sound being high-pitched and sharp, and
then reason that the object is likely to be glass. If the
mapping from visual and auditory properties to
material category follows an AND rule, the present
results are consistent with this possibility as well. In
addition, material-category judgments might affect
some material-property judgments. For instance, if an
audiovisual combination indicates that the object is
made of glass, it might be judged more fragile than
what could be perceived with only visual or auditory
information. These arguments, however, remain spec-
ulative. The relationship between the two types of
material judgments is a fundamental problem that
awaits further study.

Keywords: material perception, audio-visual integra-
tion, Bayesian integration, surface texture, impact sound
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Appendix: Preliminary experiment
for auditory stimulus selection

Participants were 16 university students who were
blind to the purpose of the experiment. None of them
participated in the main experiment. Auditory stimuli
used were impact sounds of 16 real objects of 10 material
categories (glass, ceramic, metal, stone, wood, vegetable,
fruit, plastic, leather, and paper) (Figure 2a). The stimuli
were presented to the participants in a classroom
through a set of speakers. Each sound was repeated 15
times, and the participants had to make the material-
category rating for each of the 13 categories (Table 1a)
by the end of the stimulus repetition. The rating task
required a seven-point likelihood rating, similar to that
used in the main experiment but for participants scoring
the ratings on a questionnaire sheet. From multidimen-
sional scaling of the squared Euclidean distance of rating
vectors, we estimated the subjective similarity map of the
16 sounds (Figure A1). We then selected one sound from
each of eight different material categories (fruit and
leather categories were dropped). The eight selected
sounds (indicated by square dotted lines in Figure 2a)
were broadly distributed on the similarity map although
some of them were fairly close to each other (e.g., glass
and ceramic).
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Figure A1. Subjective similarity map of the 16 sounds estimated from multidimensional scaling of the squared Euclidean distance of

rating vectors.
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