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ABSTRACT 
In this paper, we estimated the thermodynamic and 

transport properties of cryogenic hydrogen using classical 

molecular simulation to clarify the limit of classical method on 

the estimation of those properties of cryogenic hydrogen. Three 

empirical potentials, the Lennard-Jones (LJ) potential, two-

center Lennard-Jones (2CLJ) potential, and modified 

Buckingham (exp-6) potential, and an ab initio potential model 

derived by the molecular orbital (MO) calculation were applied. 

Molecular dynamics (MD) simulations were performed across a 

wide density-temperature range. Using these data, the equation 

of state (EOS) was obtained by Kataoka‟s method, and these 

were compared with NIST (National Institute of Standards and 

Technology) data according to the principle of corresponding 

states. Moreover, we investigated transport coefficients 

(viscosity coefficient, diffusion coefficient and thermal 

conductivity) using time correlation function. As a result, it was 

confirmed that the potential model has a large effect on the 

estimated thermodynamic and transport properties of cryogenic 

hydrogen. On the other hand, from the viewpoint of the 

principle of corresponding states, we obtained the same results 

from the empirical potential models as from the ab initio 

potential, showing that the potential model has only a small 

effect on the reduced EOS: the classical MD results could not 

reproduce the NIST data in the high-density region. This 

difference is thought to arise from the quantum effect in actual 

liquid hydrogen. 

 

 

INTRODUCTION 
Currently liquid hydrogen is used as fuel for fuel cells and 

propellant for liquid rocket engines and the demand for liquid 

hydrogen is increasing. Therefore, it is very important to 

accurately ascertain the thermal flow phenomena which occur in 

the liquid hydrogen for safety and efficient use. Especially, in 

the case of analysis of nanoscale phenomena, molecular 

simulation is a powerful method. In recent years, studies that 

clarify the thermodynamic and transport properties of liquid 

hydrogen using molecular simulation [1-4] have attracted 

attention. It is possible to calculate macroscopic thermodynamic 

properties from the microscopic information using an 

intermolecular interaction. However there is a problem in the 

molecular simulation of liquid hydrogen. It is how to treat low-

temperature quantum effect. The rotational characteristic 

temperature of hydrogen is higher than those of other liquids, 

and the thermal de Broglie wavelength is on the same order as 

the molecular diameter of hydrogen. Therefore, it is not 

possible to simply apply the classical method to simulations of 

liquid hydrogen. 

Clearly, the non-classical approach for approximating 

quantum effects should be applied for such a system. It is 

especially desired in physics and chemistry to reproduce the 

time evolution of quantum many-body system, such as liquid 

hydrogen. Accordingly many studies of such simulations have 

been conducted and new methods have been proposed [5-16]. 

Among these, path integral centroid molecular dynamics 

(PICMD) [5-9], proposed by Cao and Voth is a useful method. 

At present, however, these simulations are performed with few 

simulation conditions for estimation of thermodynamics and 

transport properties [1-4], because the calculation loads using 
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these methods are large. From this reason, the non-classical 

methods are difficult to apply for analysis of thermal flow 

phenomena in molecular level. Moreover, fundamentally the 

simulation must be conducted across a wide temperature-

density range to accurately estimate the thermodynamic 

properties of liquid hydrogen. From this viewpoint, it is very 

difficult to perform such simulations using non-classical 

method. In general, the classical method is suitable for large 

calculations because of the required calculation load. However 

accurate analysis of thermodynamics and transport properties of 

cryogenic hydrogen using classical method has not been 

studied. Therefore the effect of intermolecular interaction 

models on the estimated thermodynamic and transport 

properties of cryogenic hydrogen and the influence of quantum 

effects on the equation of state have not been clarified. 

Therefore, the limits of classical simulation methods on the 

analysis of thermodynamic and transport properties of 

cryogenic hydrogen have not been defined.  

For this reason, the purpose of this study is clearly 

determining the limits of classical molecular simulation method 

on the estimation of cryogenic hydrogen. Specifically, EOSs of 

cryogenic hydrogen were derived from simulation across a wide 

temperature-density range using four intermolecular potential 

models and diffusion coefficient, viscosity coefficient and 

thermal conductivity were calculated using Green-Kubo 

method. The effect of intermolecular interaction models on the 

estimated thermodynamic and transport properties of cryogenic 

hydrogen is clarified by comparing empirical potentials used for 

conventional classical simulation with an ab initio potential 

derived by molecular orbital (MO) calculation. In addition, the 

differences between EOSs, transport coefficients and 

experimental results are investigated using the principle of 

corresponding states.  

 

 

INTERMOLECULAR POTENTIAL MODEL 

Empirical Potential Models 
The Lennard-Jones (LJ) potential, two-center Lennard-

Jones (2CLJ) potential [17] and modified Buckingham (exp-6) 

potential [18] described below were used to express the 

intermolecular interactions. The LJ potential is a standard 

potential that has been used in many molecular simulations. As 

shown in Fig. 1, the 2CLJ potential can express the shape of 

diatomic molecules by internuclear distance. The exp-6 

potential allows the slope of the exponential repulsion to be 

changed. The shape of these potentials are expressed by 
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FIGURE 1.  2CLJ POTENTIAL MODEL. 
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where σ and ε are the potential parameters corresponding to the 

molecular diameter and the depth of the potential well, 

respectively. In Eq. (2), a and b denote nuclei belonging to 

molecules i and j, respectively, and riajb denotes the distance 

between nucleus a of molecule i and nucleus b of molecule j. In 

addition, the 2CLJ potential has an additional parameter, the 

internuclear distance l. This potential is able to express the 

molecular rotational motion using l. The molecular size is 

bigger and the moment of inertia is larger with the increase in l. 

In Eq. (3), rmin is the value of r for the energy minimum, d 

denotes the steepness of the exponential repulsion, with high d 

corresponding to steeper potential and rmax is the value of the 

minimum r for which exp-6(r) has a spurious maximum rmax. 

The ratio rmax/rmin is given by the smallest root of the equation 
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Ab Initio Potential Model 
The ab initio potential [19] was derived by MO calculation. 

GAUSSIAN03 was used for this calculation, in which the 

combination of electronic correlation function and basis set to 

solve the Schrödinger equation was chosen to CCSD(T)/aug-cc-

PVQZ. The coordinates of this potential model are shown in 

Fig. 2 and the potential function is described by Eq. (5). In this 

study, the potential function was expressed by spherical 

harmonics. Moreover, in the case of homonuclear diatomic 

molecules, odd quantum numbers do not appear, and therefore  
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FIGURE 2.  COORDINATE OF THE AB INITIO 

POTENTAIL FUNCTION MODEL. 
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this function is expressed by five even quantum number 

potential modes 000
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where the unit of r is Å and P2
 
(cos) are the associated 

Legendre polynomials and the coefficients (C1 to C6) were 

determined for each quantum number potential mode by fitting 

the MO results. The coefficient for each potential mode are 

shown in Tab. 1. 

 

 
TABLE.1  THE COEFFICIENTS OF EACH MODE 

OF AB INITIO POTENIAL MODEL. 

  
000

 
 

202
 

（ 
022） 

 
220

  
222

  
224

 

P1 3035.3 19.937 0.015380 0.0000 0.0000 

P2 2.4251 0.74047 6.6452 326.36 0.0000 

P3 0.22082 0.53027 0.46822 15.620 0.0000 

P4 202.71 16.875 -1.3162 1.0672 -20.721 

P5 -81.244 -67.597 15.170 -8.3913 -10.196 

P6 -110.28 6.7525 -1.6478 8.1694 -30.744 

 

 

 

 

SIMULATION METHOD 

Calculation Method of EOS 
The EOS was determined by Kataoka‟s method [20]. In this 

method, the EOS is expressed by the excess Helmholtz free 

energy from an ideal gas A
e
 as the sum of the product of density 

 and temperature T, 
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where β = 1/(kBT), and N is the number of molecules. The 

coefficients, 0 and 0, were introduced in order to make the 

coefficient in Eq. (7), Amn, dimensionless and were set at 

0=m/3
 and 0=1/respectively. The internal energy Ep and 

pressure p are obtained using A
e
 by 
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respectively. In this study, the internal energy and pressure 

could be obtained by microcanonical ensemble MD simulation 

[20]. The three empirical potential models and the ab initio 

potential were applied to this MD calculation. The 35 Amn 

coefficients in Eq. (7) were derived by a least square fitting of 

the simulated potential energies and pressures. Details of the 

method are described below. 

The cubic cell used in the simulations contained 2048 

molecules. The length of the cell was set at L = (N/)
1/3

, where 

is number density. Periodic boundary conditions were applied 

in all direction. For the initial conditions, the molecules were 

placed in an fcc lattice structure and i, the velocity vector of 

molecule i, was given according to the Boltzmann distribution 

at temperature T. Time integration of the equation of motion 

was performed using the velocity Verlet algorithm [21-23]. The 

dimensionless time step reduced by  /m  was set at Δt
*
 

=0.0025. In the case of the exp-6 potential, rmin was used to 

reduce the time step instead of  and the time step was set at 

Δt
*
 =0.0045. In the case of the ab initio potential, Δt was set at 

1fs and m = 2.016  10
-3

/NA kg, where NA is Avogadro‟s 

number. In the case of the empirical potential models, the cutoff 

distance for the intermolecular force was rc
*
 = 5 while rc = 18 

Å in the case of the ab initio potential. The MD simulations 

were performed controlling the temperature of the system by 

velocity scaling during the initial 2000 steps to establish an 

equilibrium state at temperature T and without controlling the 

temperature during the next 18000 steps. Sample data were 

taken only from the later 18000 steps. The temperature T, 

pressure P, and excess internal energy, Ep were determined by 
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respectively, where N denotes the number of molecules, V 

denotes the volume of the system, and rij denotes the vector 

from the center of mass of molecule j to that of molecule i. 

Vector Fij is the force from molecule j to molecule i. The 

brackets < > represent the long time average. In the case of the 

ab initio potential, pressure was calculated using the virial 
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theorem. However the force contributing to the virial term is not 

the total force acting on a molecule but only the part of the 

force that acts by displacement of rij, as described below 
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where ΔP is the long-ranged intermolecular interaction 

correction of pressure and ΔEp is the internal energy. These 

were calculated from the following expressions 
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where g(r) is a distribution function, which was assumed to be 

1. 

In the case of the 2CLJ and ab initio potentials, molecular 

rotational motion was described in the molecular coordinate 

system. In this system, the position of the two nuclei of a 

molecule were (0, 0, l/2) and (0, 0, -l/2), respectively. In the 

case of the ab initio potential, l was set at 0.74 Å. The rotational 

energy of molecule i, eri, was given by the Boltzmann 

distribution at temperature T, and the angular velocity vector of 

molecule i was  0,0,2 Ierii   in the molecular coordinate 

system, where I = 0.25ml
2 
denotes the moment of inertia of the 

molecule. The orientation of the molecule was described by the 

Euler angle () [21]. The initial Euler angles were set at i 

2R, i = cos
-1

R, and i = 2R, respectively, where 0 < R < 1 

and R was random number and was given the uniform 

distribution. The molecular rotational motion was calculated 

using quaternion [21]. When considering molecular rotational 

motion, the temperature T, was determined by 
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In this study, calculations were performed using the 

following dimensionless density-temperature simulation 

conditions, 
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In the case of the exp-6 potential, rmin was used in place of  in 

Equation (17)-(19). The first 160 state points were defined by 

selecting twenty values of 𝜌*
 (0.001, 0.01, 0.05, 0.1, 0.15, 0.2, 

0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 

0.85, 0.9) and eight values of T
*
( 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 

5.0). Pressure and internal energy were calculated at each point. 

However, these points did not necessarily cover the temperature 

and density ranges necessary for determining the EOS. 

Therefore, new state points were selected in the nondimensional 

space of densities and temperatures which were reduced by the 

critical density, temperature and pressure derived by Kataoka‟s 

method. The reduced values are expressed by the following 

equations, 
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A second set of 304 state points were defined by selecting 

sixteen values of ′ (0.01, 0.05, 0.1, 0.15, 0.2, 0.3, 1.9, 2.0, 2.1, 

2.2, 2.3, 2.4, 2.5, 2.6, 2.8, 3.0) and nineteen value of T′ (0.4, 

0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.0, 

1.05, 1.1, 1.15, 1.2, 1.25, 1.3). In the case of the empirical 

potential, MD simulations were performed using 

nondimensional simulation conditions, in order to clarify the 

effect of potential parameter l/ and d. In contrast, in the case 

of the ab initio potential, MD simulations were performed using 

dimensional simulation conditions, because each potential 

parameter was strictly defined in the MO calculation. The 

temperature simulation condition range was 14 to 50 K, density 

condition range was 0.01 to 105 kg/m
3
, number of total 

condition was 302 states. 

These selected points, however, included those at which the 

system was in two phases. If the system is in two phases, the 

internal energies and pressures cannot be calculated exactly. 

And thus, it is necessary to exclude such state points from those 

used to calculate the EOS. In particular, it has been reported 

that in MD simulations the temperature of a system deviates 

greatly when the system is in the two-phase state [24]. 

Therefore the data points for which the averaged (mean) 

temperature over the sampled steps deviated by more than 5% 

from the target temperature were regarded as two-phase cases 

and were excluded from the data set used to determine the EOS. 

In the case of the ab initio potential, however, this method to 

determine the two-phase condition was found to be ineffective. 

Accordingly, the two-phase system was recognized by the 

number of voids. In this method, the cubic cell was divided into 

very small volumes and whether any molecule existed within a 

radius of c of each grid point was checked using the molecular 

position at the end of the simulation. The points where no 

molecule existed within a radius of c were regarded as void, and 

the total number of void was called void number. The radius c 

was set at c=L/10, to fit the small volume cell size. The cell 
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length was chosen such that it was longer than the initial 

intermolecular distance and was able to confirm the change of 

void number. It was confirmed that in the case of c=L/10, the 

void number increases rapidly to 60 when a system is in two 

phases. In this study, therefore, the data for which the void 

number is more than 60 were regarded as two-phase cases, and 

were excluded from those used to obtain the EOS. 

It is probable that a system is in a solid state in high-density 

and low temperature regions. In this study, the data for which 

the mean square displacement during the simulation is less than 

5 were regarded as solid state cases and were excluded from 

those used to obtain the EOS. Moreover, the data inside the 

spinodal line were also excluded, because these data were 

considered to correspond to two-phase states. The EOS was 

calculated using the remaining data. The spinodal line obtained 

from the new EOS might differ from the previous one, and so 

this calculation must be performed iteratively. 

The EOS was repeatedly calculated until the spinodal line 

converged. The EOS at T=20 K (T/T
*

cr=0.603) using LJ 

potential is shown in Fig. 3, which shows that the EOS obtained 

in this study agreed well with the MD results. Consequently, 

this EOS is able to reproduce the state of the system.  

The spinodal line was obtained using this EOS. This 

method is described as follows. The spinodal line was an 

envelope determined by the points where 

 0
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 (23) 

was satisfied. A saturation line was also obtained using the EOS 

and the following two relations, 

 liqgasliqgas GGPP  , , (24) 

where G is Gibbs free energy described by the equation 
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FIGURE 3.  COMPARISION OF MD SIMULATION RESULTS OF 

LJ POTENIAL MODEL AND EOS WHICH DERIVED BY 

KATAOKA‟S METHOD AT T = 20 K (T/T*
cr = 0.6034). 

 PVAAG e  0 , (25) 

in which A0 is Helmholtz free energy at the dilute limit and is 

obtained from A0≈－NkBT ln(V/
N), in which  is the thermal 

de Broglie wavelength. In the case of calculating saturation, it is 

not necessary to consider the part of A0 that depends only on 

temperature because only the change of Gibbs free energy on 

the isothermal line should be considered. Therefore the 

temperature term of A0 is ignored and Gibbs free energy is 

described by 

 PVTNkAG B
e  ln  (26) 

The Gibbs free energies in liquid and vapor phase were 

obtained using Eq. (26), and saturation density in the liquid and 

vapor phases, v and l, respectively, were obtained as the 

combination of densities that satisfies Eq. (24). In this method, 

however, the accuracy of the saturation line near the critical 

point is insufficient and therefore the critical temperature, 

density, and pressure were calculated accurately using the 

following relations [25] 

   BATvl  
2

1
, (27) 

 














cr
vl

T

T
C 1 , (28) 

where A, B and C are constants. The calculation results of the 

critical temperature T
*
cr, density *

cr, pressure P
*
cr, spinodal 

line, and saturation line with LJ potential are shown in Tab. 2 

and Fig. 4. The critical temperature Tcr, density cr, pressure Pcr, 

spinodal line, and saturation line with ab initio potential are 

shown in Tab. 3 and Fig. 5. Where ● represents rejected 

 

 
TABLE. 2  THE CRITICAL TEMPERATURE, DENSITY AND 

PRESSURE OF THE FLUID WITH EACH EMPIRICAL POTENAL. 

Potential model *
crT  

*
cr  

*
crP  

LJ 1.333 0.3262 0.1480 

2CLJ (l / = 0.2) 4.378 0.2867 0.4235 

2CLJ (l / = 0.4) 3.185 0.2428 0.2504 

2CLJ (l /= 0.6) 2.475 0.2005 0.1636 

2CLJ (l /= 0.8) 2.063 0.1783 0.1233 

2CLJ ( /= 1.0) 1.797 0.1533 0.0901 

exp-6 (d=10) 2.043 0.3935 0.3280 

exp-6 (d=20) 1.116 0.3203 0.1399 

exp-6 (d=30) 0.975 0.3230 0.1114 

 

TABLE. 3  THE CRITICAL TEMPERATURE, DENSITY AND 

PRESSURE OF THE FLUID WITH AB INITIOPOTENAL. 

 Tcr [K] cr [kg/m
3
] Pcr [MPa] 

NIST 33.145 31.263 1.2964 

ab-initio potential 45.502 38.753 2.4889 
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FIGURE 4.  RELATIONSHIP BETWEEN SATURATION LINE, 

SPINODAL LINE AND DIMULATED POINTS USING LJ 
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FIGURE 5.  RELATIONSHIP BETWEEN SATURATION LINE, 

SPINODAL LINE AND SIMULATED POINTS USING AB INITIO 

POTENTIAL. SLOID LINE DENOTES SATURATION LINE, DASH 

LINE DENOTES SPINODAL LINE, ● DENOTES REJECTED 

POINTS. 

 

 

points when determining the EOS. As shown in Fig. 5, in the 

MD results using the ab initio potential, the system was in a 

two-phase state or solid state in the high-density and low-

temperature (less than 20 K) regions. 

In the case of the 2CLJ and exp-6 potentials, all physical 

quantities were function of l/ and d when  (rmin) and  were 

used for dimensionless expression. The dependence of these 

potentials on hydrogen properties were analyzed by changing 

l/and d. Simulations were performed at l/ = 0.2, 0.4, 0.6, 0.8, 

and 1.0 and d = 10, 20, and 30. Moreover, each thermodynamic 

property was reduced by each critical point in order to analyze 

qualitative agreement with the NIST data using the principle of 

corresponding state. 

 

Calculation Method of Transport Coefficients 
In this paper, self-diffusion coefficient as one of transport 

coefficients was calculated using Green-Kubo method. In this 

method, transport coefficients are expressed by integration of 

correlation function. Transport coefficient is obtained by 

 



0

)0()( dtAtAK  , (29) 

where K is transport coefficient, A
 ・

(t) is the flux of physical 

quantity A(t), < > represents the ensemble average. Right hand 

side term is called time correlation function. In the case of self- 

diffusion coefficient DS, K = 3DS, and 

 )()( ttA iυ
 , (30) 

where i is velocity of molecule. 

In this paper, self-diffusion coefficient was calculated near 

the triple point of LJ liquid. The triple point of LJ liquid is 

T
*
/Tcr

*
 = 0.6079, *

/cr
*
 = 2.640[31]. In the case of calculation 

of transport coefficients, long computational time is necessary 

for accurate analysis. Therefore, the number of time steps was 

set to 1 million steps. 

 

 

COMPARSION OF SATURATION LINE 
The temperature-density saturation line and temperature-

pressure saturation line which were reduced by critical 

temperature T
*
cr, critical density *

cr, and critical pressure P
*
cr 

are shown in Fig. 6 and Fig. 7. In this figure, the NIST data also 

has been reduced by the critical point of hydrogen (critical 

temperature 33.145 K, critical density 31.263 kg/m
3
, and 

critical pressure 1.263 MPa) [26]. As shown in Fig. 6, empirical 

potentials which were used in this study do not reproduce the 

thermodynamic properties of cryogenic hydrogen in the whole 

temperature region below the critical temperature. In the case of 

2CLJ potential, saturation pressure of each potential model was 

underestimated relative to NIST data in the whole temperature 

region below the critical temperature. From these results, the 

sensitivity of l/ on the reduced EOS is small and it is a same 

tendency as the LJ potential. Therefore it was found that 

saturation tendency does not strongly depend on l/. Especially, 

|dT/d| is underestimated relative to the NIST data in the 

density region above the critical density. In contrast, in the 

density region below the critical density, the saturation lines 

agree well with the NIST data. Consequently, we conclude that 

the effect of molecular orientation on deviation from the 

principle of corresponding state is small. 

On the other hand, in the case of the exp-6 potential, the 

EOS clearly depends on d and the region of the saturation 
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FIGURE 6.  COMPARISON OF SIMULATION RESULTS OF 

TEMPERATURE-DENSITY SATURATION LINE USING 

EMPIRICAL POTENTIAL AND NIST DATA. 

 

0.5 

0.6 

0.7 

0.8 

0.9 

1.0 

1.1 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 

T
em

p
er

a
tu

re
 T

*
/T

*
cr

Pressure P*/P*
cr

系列1

系列2

系列3

系列4

LJ potential

NIST

4.0/ l
8.0/ l

10d
30d

 
 

FIGURE 7.  COMPARISON OF SIMULATION RESULTS OF 

TEMPERATURE-PRESSURE SATURATION LINE USING 

EMPIRICAL POTENTIAL AND NIST DATA. 

 

 

region is narrow when d is small (d = 10). Therefore, the 

steepness of the exponential repulsion has a large effect on the 

estimated thermodynamic properties of hydrogen. However, 

these empirical potential models are qualitatively consistent  

with NIST data; i.e., all empirical potentials have the 

sametendency to underestimate |dT/d| relative to the NIST data 

for the density region above the critical density. Meanwhile, in 

the density region below the critical density, empirical potential 

model could reproduce the thermodynamic properties of 

cryogenic hydrogen. 

These disagreements are considered to be attributed to 

three effects. The first effect is the quantum effect. The quantum 

effect influences translational motion, because thermal de 

Broglie wavelength reaches the length of molecular diameter. 

The second effect is the many-body effect. These empirical 

potential models are simple functions of intermolecular distance 
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FIGURE 8.  COMPARISON OF SIMULATION RESULTS OF 

TEMPERATURE-DENSITY SATURATION LINE USING AB 

INITIO POTENAIL AND NIST DATA. 

 

 

using two-body forces. Actually, molecular interactions are not 

described by the sum of pairwise interactions, particularly in 

higher density region, because the interaction between two 

molecules is affected by other, surrounding molecules. This is a 

well-known problem and previous studies say that estimations 

of saturation properties are improved for higher density regions 

by considering three-body interaction [27, 28]. However, these 

studies did not consider the quantum effect. Therefore, the 

effect of many-body interaction on quantum systems has not yet 

been clarified.  

The third effect is due to the accuracy of the potential. It is 

doubtful that these empirical potentials are accurate because 

these models involve simple functions of intermolecular 

distance as two-body forces and involve only two or three 

parameters. For this reason, a comparison between the 

empirical potential and ab initio potential was carried out to 

verify this effect. 

The saturation line of the ab initio potential is shown in 

Fig. 8. As shown in Tab. 3 and Fig. 8, the ab initio potential 

overestimates the critical temperature and critical density, based 

on the NIST data and the absolute values of critical temperature 

and critical density are not in agreement with each other. We 

think this disagreement occurs from effect of intermolecular 

potential model or influence of quantum effect. Next we 

conducted scaling of ab initio potential to clarify the 

disagreement between simulation results and NIST data. 

Scaling was conducted to correspond to the each critical 

point. That is, *
=TNIST /Tab and * 

=ab /NIST multiplied by each 

mode potential energy and intermolecular distance of MO 

calculation results respectively. Where subscript of NIST 

denote critical points of NIST and subscript of ab denote 

critical points of ab initio potential. The result of scaling the 

000
 mode potential which has the largest effect on the ab initio 

potential is shown in Fig. 9. As shown in this figure, the 

displacement between the scaling results and original potential  
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FIGURE 9.  COMPARISON BETWEEN ORIGINAL 000 MODE 

POTENTIAL, SCALED POTENTIAL AND GAUSIAN RESULTS. 

 

 

is approximately 0.014 kcal/mol at the potential well. It is 

approximately 0.004 kcal/mol at 6 Å and decreases very 

gradually beyond 6 Å. Generally speaking, intermolecular 

interaction energy is very small compared to total energy and is 

only a few kcal/mol. For example, hydrogen atom has a total 

energy of 313 kcal/mol including the nuclear energy, electron 

energy, and electrostatic interaction. On the other hand, the 

intermolecular interaction energy is only a few kcal/mol. At 

present, the accuracy of quantum chemical calculation is not 

more than approximately 2 or 3 kcal/mol, therefore it is very 

difficult to exactly calculate this difference (0.014 kcal/mol). 

For this reason, this difference is included in the calculation 

error. The small difference of intermolecular interaction energy 

has a large effect on thermodynamic properties of hydrogen. 

And thus, we consider that the disagreement between the EOS 

from using the ab initio potential and the NIST data is due to 

errors of the quantum chemical calculation. However, some 

studies claim that an ab initio potential which has the same 

accuracy as that used in this study can reproduce the second 

virial coefficient of cryogenic hydrogen by quantum simulations 

[29-30]. Therefore, it is possible that the reason of the 

disagreement here is the calculation method. 

Next, the effect of ab initio potential on the principle of 

corresponding states was verified to clarify the reason of 

disagreement between EOS with ab initio potential and NIST 

data. The reduced saturation line is shown in Fig. 10. In this 

figure the saturation line is reduced by critical temperature Tcr, 

and critical density cr shown in Tab. 3. As shown in Fig. 10, the 

EOS agrees well with the NIST data in the density region below 

the critical density and the classical method is able to reproduce 

the thermodynamic properties. On the other hand, the EOS does 

not have a qualitatively agreement with the NIST data, and |dT 

/d| is estimated smaller than the NIST data in the density 

region above the critical density. This result has the same 

tendency as those of the empirical potentials. From these 
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FIGURE 10.  COMPARISON BETWEEN SIMULATION 

RESULTS OF AB INITIO POTENTIAL, LJ POTENTIAL AND NIST 

DATA USING THE PRINCIPLE OF CORRESPONDING STATES. 
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FIGURE 11.  COMPARISON OF TEMPERATURE-DENSITY 

SATURATION LINES OF SIMULATION RESULTS AND EACH 

FLUID. 

 

 

results, it is clear that the effect of intermolecular potential 

model on the estimated thermodynamic properties of cryogenic 

hydrogen is large, even though the effect of the intermolecular 

potential model on the displacement in the principle of 

corresponding states is small. 

The reduced saturation lines of helium, hydrogen, oxygen, 

nitrogen, and argon in the NIST data are shown in Fig. 11 to 

clarify the reason for the displacement from the principle of 

corresponding states, where each saturation line is reduced by 

the critical point. As shown in Fig. 11, the saturation lines of 

oxygen, nitrogen, and argon, which have a weaker quantum 

effect, are consistent with each other. On the other hand, the 

saturation lines of helium and hydrogen which have a stronger 

quantum effect are not consistent with those of the other fluids, 

and the widths of their saturation regions are narrower. This 
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means that the larger the influence of the quantum effect is, the 

smaller the density at the same temperature and pressure is. This 

is caused by the influence of increasing the length of the 

thermal de Broglie wavelength. Molecules which have smaller 

masses seem to be larger at lower temperature by the quantum 

effect and therefore the range of their repulsion is also larger. 

For this reason, pressure is larger and, for the same pressure, the 

densities are smaller. These same results were reported in 

previous studies [1, 2]. Moreover, in the case of concerning the 

quantum effect of cryogenic hydrogen, it is needed to consider 

the energetically difference between ortho-hydrogen and para-

hydrogen. This difference has large effect on the specific heat, 

however, the effect of this difference on the pressure, 

temperature and density is small. Therefore, the effect of this 

energetically difference of hydrogen on this study is small. In 

summary, we have clarified that even if the scaling potential is 

used with the classical method, the thermodynamic properties 

could not be reproduced in the density region above the critical 

density. We consider the cause is the quantum effect. 
 

 

COMPARSION OF TRANSPORT COEFFICIENTS 
The time history of normalized time correlation function is 

shown in Fig. 12. Comparison of self-diffusion coefficient of 

cryogenic hydrogen results and experimental value is presented 

in Tab. 4. As shown in Fig. 12, time correlation function of 

transport coefficient converges to 0. This figure shows that 

correlation of velocity gradually disappears and this behavior is 

good agreement with typical characteristic of time correlation 

function [31]. However, calculation results of self-diffusion 

coefficient using LJ potential is not consistent with 

experimental value of liquid hydrogen [32]. Even the self-

diffusion coefficient which is the simplest transport property 

because it is calculated using only information of molecular 
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 Ds [10
-9

m
2
s

-1
] 

This work 4.261 

Exp. [32] 19.38 

 

 

velocity cannot be reproduced using classical molecular 

dynamics method. We consider this disagreement is arisen from 

the quantum effect in actual hydrogen molecules which is the 

influence of increasing the length of the thermal de Broglie 

wavelength. From this influence, the molecular position and 

intermolecular force are not simply expressed by classical way. 

Obviously, velocity of molecule and potential energy are 

affected by quantum effect. From this result and reason, self-

diffusion coefficient of cryogenic hydrogen is not reproduced 

using classical molecular dynamics method. 

 

 

CONCLUSION 
In this paper, we estimated the thermodynamic properties 

and transport properties of cryogenic hydrogen using three 

empirical potential models and ab initio potential and clarified 

the limits of the classical simulation method. Firs, we performed 

the simulation for a broad range of temperature-density and 

obtained the EOS, saturation line, and critical point using 

Kataoka‟s method for each potential model. We found that the 

saturation line of hydrogen varies with the tiny displacement of 

the potential well. Therefore the effect of intermolecular 

potential model on the estimated thermodynamic properties is 

large. Moreover, saturation lines reduced by the critical point 

agree well with NIST data in the density region below the 

critical density. On the other hand, none of the potential models 

were consistent with the NIST data in the density region above 

the critical density and have the same tendency to underestimate 

|dT /d| relative to the NIST data. The effect of molecular 

orientation on displacement in the principle of corresponding 

states is small in the density region above the critical density. In 

addition, it was clarified by comparison of saturation lines of 

additional liquids that saturation lines of liquids in which the 

quantum effect is small agree well with each other, and those in 

which the quantum effect at low temperatures is large show 

deviations from other liquids and the widths of their saturation 

regions were narrower. Consequently, this result suggests that 

quantum effect is a probable cause of deviations from the 

principle of corresponding states. Additionally, self-diffusion 

coefficient was not reproduced using classical method. Besides, 

the intermolecular potential models which used in this study can 

express correct pairwise interaction. Therefore, changing the 

pairwise potential function is insignificant. Moreover, some 

studies in which thermodynamic properties of cryogenic 

hydrogen are calculated using non-classical method with similar 
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pairwise potential model [22] show good agreement with 

experimental results. These results show that the influence of 

many body interaction [27,28] is smaller than the influence of 

quantum effect and it is necessary to consider influence of 

quantum effect not changing the intermolecular potential model. 

In other words, the thermodynamic properties and transport 

properties of cryogenic hydrogen in the high density region 

above the critical density could not be reproduced by classical 

method. 
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