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ABSTRACT 

Communication environments are becoming increasingly 
more complex due to the diversity of available network 
technologies in terms of spatial coverage and design char-
acteristics, and the proliferation of multi-function devices.  
In order to take full advantage of such technology capital, 
there is a growing need to reduce complexity for both 
end-users and network operators delivering services over 
these ubiquitous communication environments.  Recent 
research efforts have moved in the direction of creating 
solutions that facilitate self- properties (i.e. self-
configuring, -adaptation -management, -optimisation, -
organisation) in future networks.  An important enabler 
underpinning such solutions is the availability of a reli-
able and up-to-date knowledge base to simplify and foster 
autonomic decision-making.  We introduce the Ambient 
Networks Information Service Infrastructure (ANISI), 
which aims at gathering and correlating information from 
different layers of the protocol stack and across different 
domains.  We show how ANISI supports both enhanced 
mobility management and context-aware communications 
in pervasive networking environments. 
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1.  Introduction 
Collecting information from a number of heterogeneous 
networks is proving more and more useful for supporting 
mobility management decisions that optimise the use of 
network resources, while maximising the perceived qual-
ity of communication services and applications.  How-

ever, the usefulness of a comprehensive information 
service is often counterbalanced by the intrinsic difficulty 
in collecting data across different layers of the protocol 
stack and from different locations in the network [1]. 
Figure 1 illustrates the evolution of information services 
for mobility management and provision of context-aware 
communications during the last two decades.  The first 
relevant example on our timeline is a cellular mobile te-
lephony network based on the Global System for Mobile 
Communications (GSM) standard.  In GSM, the Radio 
Resource Management (RR-Mgmt) layer collects infor-
mation about radio links in contiguous cells in order to 
support seamless handover of voice communications for 
mobile users [2].  Note that RR-Mgmt gathers informa-
tion only from link layer (L2) entities and does not con-
sider collecting information from higher layer protocols 
(L3 and above). 
With the advent of other access technologies that support 
both data and voice services, such as IEEE 802.11 (WiFi) 
and IEEE 802.16 (WiMax), however, the challenge is no 

L3
L2

GSM

802.21

3G WiMAXWiFi

Time
3G WiMAXWiFi

Cost

QoS

Perf

Sec

ANISI – Ambient Networks
Info Service Infrastructure

RR-Mgmt

today

L3
L2

GSM

802.21

3G WiMAXWiFi

Time
3G WiMAXWiFi

Cost

QoS

Perf

Sec

ANISI – Ambient Networks
Info Service Infrastructure

RR-Mgmt

today

 
Figure 1.  Information services evolution over time. 
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longer how to support mobility for voice services within 
the same technology (GSM, for instance), but how to de-
velop enhanced mobility management that serves multi-
media applications, often considering the opportunity of 
spanning a number of different access technologies. 
As shown in the centre of Figure 1, for example, recent 
work within the IEEE 802.21 standards group has been 
investigating what information should be made available 
in a “media independent” way.  Although the standard 
does not specify the intelligence that will take advantage 
of the information gathered, it is clear that the group is 
addressing the demand for a more comprehensive infor-
mation service particularly, useful for the exploitation of 
all radio resources available.  Nonetheless, the enlarged 
knowledge space specified by IEEE 802.21 is populated 
by predominantly static Information Elements gathered 
from different access technologies (spanning WiFi, Wi-
Max, 3GPP, etc.) [3], and does not entirely meet the re-
quirements of advanced services and applications at 
different layers, which could be enhanced and made con-
text-aware if, in addition to the information from several 
radio link layers, dynamic and continuously refreshed 
information was available from the entire protocol stack. 
Moving rightward on our progressing timeline (Figure 1) 
it is therefore straightforward to extrapolate how the 
cross-technology information gathering challenge we face 
today will be quickly be superseded by one of further 
enlarging network knowledge based on information gath-
ered from different layers of the protocol stack and taking 
into consideration, for example, end-to-end Quality of 
Service (QoS) and performance (Perf) metrics, network 
costs (Cost) and compensation, and complying to security 
requirements (Sec). 
 

2.  The Ambient Networks Information Ser-
vice Infrastructure 
We believe that an enlarged information base is useful 
across multiple layers of the protocol stack, from network 
management applications to service components within 
service platforms as well as end-user applications (see 
Figure 2).  Below we focus on how the Ambient Net-
works Information Service Infrastructure (ANISI) can 
enhance mobility management through the delivery of 
triggers and information exchange via context-aware 
communications that can account for network context too. 
 

2.1 Requirements 
As networks become more heterogeneous in nature, there 
is a trend towards more autonomic decision-making dis-
tributed across different nodes in the network.  In order to 
make this more powerful and effective, especially from an 
end-user perspective, it is essential to provide a wide 
range of content information collected from multiple ad-
ministrative domains.  Moreover, to satisfy the require-
ments of these clients, the data contributing to such 
enlarged information base will exhibit a wide degree of 

temporal variability: there will be need to manage rela-
tively static data as well as frequently changing pieces of 
information.  The timely delivery of data in the higher 
part of the variability spectrum will demand a more dis-
tributed approach to information management than it is 
currently the case with existing information services. 
Data dissemination techniques towards the above-
illustrated clients will also impose different requirements 
on the information service infrastructure.  Data will have 
to be pushed according to client specific filtering rules or 
pulled at client will with minimised retrieval delay.  In 
light of such considerations and requirements, we propose 
ANISI, which provides support for distributed manage-
ment of both, triggers for enhanced mobility management 
as well as more generic network context information 
aimed at ensuring longevity and a future-proof validity of 
our service.  Apart from storing data in a way that ad-
dresses its dynamicity and heterogeneity, ANISI also pro-
vides interested network or service clients with the means 
for subscribing to receive specific information, event fil-
tering, and processing before having the relevant data 
delivered.  In particular, the ANISI ability to relate 
through inference, filter relevant data and notify changes 
based on clients’ instructions inherently enables clients to 
become context-aware. 
ANISI is being developed as a component within the 
wider Ambient Networks (AN) [4] architecture and as 
such, it benefits from some of its features.  To be more 
precise, the AN architecture supports the additional func-
tionality required by our information service in a number 
of ways.  AN provide a modular environment within 
which functional entities can discover and communicate 
with each other, even for devices in different administra-
tive domains.  This inherently supports distributed data 
management, with devices able to locate the source of 
information they require in a straightforward manner.  
Deployment architectures are not constrained, and device 
failures are easier to handle.  Moreover, AN provide a set 
of standard interfaces across which information from dif-
ferent layers of the protocol stack can be retrieved and 
exchanged between functions in different networks. 
AN support for this functionality is briefly described in 
the following section, which presents a use case for 
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Figure 2.  ANISI in the AN architecture. 



ANISI illustrating how it can be used to improve the end-
user experience and endow Ambient Network operators 
with the means to monitor usage of resources and dy-
namically instantiate features such as load balancing 
amongst own and available “friendly” networks.  The use 
case aims at conveying what types of new opportunities 
become available with ANISI.  How can this be achieved 
will be explained later with more use cases described after 
the ANISI features are introduced. 
 

2.2 ANISI in Practice 

The main actors in our scenario are Bob, an end-user, and 
a telecommunications operator called TelcoX.  Bob is a 
subscriber of TelcoX, which operates its own network, 
but it can also rely on the availability of several other ac-
cess networks to deliver its value-added services provided 
each of these networks is compliant with the features of 
an AN [4]. That is, TelcoX provides services across a 
composite network infrastructure partly self-owned and 
partly owned by other network providers.  As soon as Bob 
powers-up his device(s), his presence on the respective 
networks is recorded and correlated via ANISI.  TelcoX’s 
value-added services rely on ANISI to gather up-to-date 
information on the capabilities and performance of the 
networks covering the area where Bob is located. 
The ability to create dynamic roaming agreements via the 
composition procedures [4] amongst ANs allows correla-
tion of information about networks on which Bob is pre-
sent.  This provides an indication of his location, which is 
then mapped onto the knowledge TelcoX has or can get 
through AN features about various networks within Bob’s 
reach.  Note that these are a superset of the networks he is 
actively connected to.  The association Bob’s location  
available networks  performance becomes our key en-
abler for some of the features illustrated in the use case. 
After logon, Bob’s multi-homed laptop is made aware of 
the features of the Ambient Networks he has just attached 
to.  In particular, this allows each of the applications he 
launches to receive customised information from ANISI 
about surrounding networks.  As Bob moves through a 
number of Ambient Networks, his applications get noti-
fied via ANISI features that some networks suit more his 
preferences than others.  As those events are notified, 
some of his running applications may get suspended and 
temporarily work offline, and then be resumed when suit-
able networks become available.  As Bob gets on with his 
work, the network he is using starts to experience increas-
ing traffic levels, which can either prompt Bob to hand-
over to a different network, as we have seen, or it can 
trigger the network operator to discover potential net-
works for composition or to enforce load-balancing in-
creasing availability of backhaul bandwidth, which in turn 
results in improved delivery quality for some of Bob’s 
running applications. 
In this example, although ANISI provides the necessary 
information it neither decides nor executes the handover.  
Instead, it is the handover decision logic on the device 
that makes the decision.  ANISI enhances not only end-

users applications but the operator’s resource manage-
ment system as well.  Next we describe how this func-
tionality is provided by ANISI by introducing the two 
fundamental building blocks: ContextWare and TRG. 
 

3.  ANISI: The ContextWare Building Block 
ANISI defines a generic network context information 
management system, known as ContextWare, which col-
lects, manages and keeps up-to-date information that 
might be used by other network functions, services or 
applications to make decisions.  ContextWare comprises 
two major FEs as shown in Figure 3.  The first is called 
Context Coordination Functional Entity (ConCoord FE) 
and is the first port of call for both sources willing to reg-
ister the information they want to publish and clients will-
ing to retrieve context information.  Rather than storing 
only pointers, as a directory service would do, Con-
textWare also provides support for authentication and 
context information management including caching, ag-
gregation and dissemination.  This is achieved through a 
number of context managers forming a Context Manage-
ment Functional Entity (CM FE) and by a distributed 
storage system called Context Information Base (CIB).  It 
is important to highlight that the CIB not only provides 
resources to those context sources willing to delegate the 
distribution and management of the context information 
they can provide, but also works as support storage for the 
operations of the various context managers. 
 

3.1 ConCoord Functional Entity 

ConCoord corresponds to a distributed registry that maps 
Universal Context Identifiers (UCIs) to the location of 
context information objects.  ConCoord maintains this 
registry by receiving REGISTER requests from context 
sources (entities providing one or more context objects).  
Hence, sources actively disseminate pointers to their con-
text objects to the ConCoord, which is the first point-of 
contact for context clients.  When clients want to access 
context information, they send RESOLVE requests, 
which contain one or more UCIs to the ConCoord.  After 
checking that the client is authorised to issue such a re-
quest [5], ConCoord responds by returning the locations 
of the corresponding context objects.  UCIs are a new 
type of Uniform Resource Identifiers (URI) [6], which 
uniquely identify a context object, but not its network 
location.  Then clients contact the located context sources 
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Figure 3.  Schematic of the ANISI ContextWare 
building block. 



directly to GET the information, or to SUSBSCRIBE to 
context change events by receiving NOTIFICATIONs.  
This design lets context information, which may change 
frequently, at the source, until it is actually requested.  
Sources register an object only once, and a client resolves 
each UCI only once.  Any further interaction is then done 
between clients and sources directly. 
The registry of the ConCoord is itself a context object, the 
meta-context object of all other context objects.  The con-
text source for this object is the ConCoord itself, and the 
meta-object is essentially the set of registered UCIs.  This 
meta-object should also be accessible like any other con-
text object by the ContextWare protocol primitives, as 
this enables context clients to subscribe to events like 
“notify me whenever a new object of this type registers”.  
This is important information for context clients to detect 
new sources of context information, or to learn that cur-
rently used context sources are no longer available. 
In short, ConCord is a distributed registry where a context 
source registers the UCIs of its context objects with its 
contact information, with a function to authenticate and 
authorise source registrations, and client access to context 
objects; and a function to resolve the UCIs required by 
context clients to the stored locations of context objects. 
 

3.2  Context Management Functional Entity 

As opposed to the ConCoord FE that maps UCIs to loca-
tion of context information, the Context Management 
(CM) FE manages context within and across domains.  
More precisely, this is achieved through a number of spe-
cialised Context Managers, each of them dynamically 
created as the need arises for carrying out a particular 
task.  TRG per se, for example, can be seen as a special-
purpose network context manager.  The Context Man-
agement FE therefore represents the service provided by a 
number of distributed processes that can be dynamically 
created based on context client requirements.  It provides 
aggregation, translation, inference capabilities allowing 
reuse of those capabilities by many clients.  The CM FE 
can also cache context information on behalf of context 
sources and at most appropriate locations in the CIB to 
address scalability, performance optimisation and mini-
mise retrieval time from clients and update time from 
sources as well as overhead traffic. 
Context managers, once created, register their output type 
and capabilities with ConCoord.  ConCoord's registry 
therefore maintains mappings to location of context 
sources and of context managers.  This also enables recur-
sive multi-pipe establishment in a distributed way for ca-
pability reuse.  In fact, upon receiving a request for a 
particular UCI, the ConCoord locates the final context 
manager but if the UCI refers to aggregated context, the 
resolving process might involve also the context manag-
ers for its input, which in turn locate the managers for 
their input, and so on, until the inputs are all initial objects 
(i.e. basic context sources). 
 

3.3  ContextWare Design Features 

To explicitly meet some of the objectives of the Ambient 
Networks vision, this architecture was designed with a 
particular aim of being flexible enough to address a num-
ber of basic requirements for a generic information ser-
vice, such as flexibility, scalability, ability to cope with 
high dynamics as well as a more AN specific requirement 
related to composition of Ambient Networks. 
Flexibility is needed to accommodate the wide variety of 
information that can be classified as network context, 
whereas scalability is meant to address the huge numbers 
of individual items from most disparate sources that po-
tentially need to be managed for the development of com-
prehensive context-aware services and applications.  
Furthermore, network composition introduces another 
dimension to the problem, which consists of properly 
merging and de-merging information bases. 
To meet the goal of flexibility, context managers not only 
assume fixed roles as in the case of the ANISI TRG, but 
they can also play many different roles based on the need 
of clients.  Therefore, not only they are dynamically re-
configurable, but also they can be recursively used as 
components to meet different clients’ needs avoiding du-
plication of functionality in different stovepipes.  This is 
achieved is by having each context manager publish the 
results of context information processing in the same way 
as any context source would do.  Recursion allows con-
text managers to become sources as well as clients for 
context information themselves.  Likewise, to allow flexi-
ble interactions with these context managers in the CM 
FE, it is envisaged that the ConCoord lookup service 
might return the UCI-to-location mapping and any further 
information needed to communicate with the source asso-
ciated with that UCI (say, for a SNMP object, to “equip” 
the client SNMP if the source of context is a MIB). 
To account for scalability goals, distribution is being con-
sidered for the building blocks briefly introduced above.  
In particular, to scale up the ConCoord functionality, Dis-
tributed Hash Tables (DHTs) [7] are being used whereas 
for the CM FE, some of the flexibility features mentioned 
(like recursive use of context managers) are also address-
ing scalability.  Also, where applicable, after the ConCo-
ord lookup, context clients can directly communicate with 
context sources in a peer-to-peer way, due to the fact that 
clients can be dynamically equipped with the right proto-
col needed.  This removes ContextWare from the client-
source path therefore increasing the scalability of the 
whole context-provisioning framework. 
To cope with high dynamics of some context information, 
the CIB is managed through data distribution algorithms 
that, through specialised context managers, enforce opti-
mal information dissemination between context sources 
and clients using a distributed set of context stores.  The 
objective of this optimisation is to guarantee timely deliv-
ery or update of context information and minimise over-
head traffic generated by sources updating context and 
clients requesting it.  This is achieved by accounting for 
the rates at which those updates and requests occur when 



deciding the best place to store a particular piece of con-
text information.  Finally, to support network composi-
tion, ContextWare uses techniques for merging DHTs that 
compose ConCoord registries consistently. 
 

4.  ANISI: The TRG Building Block 
Triggering (dubbed TRG) is the AN Functional Entity 
(FE), which receives “events” from other FEs, typically 
referred to as event sources.  TRG processes the informa-
tion received from the event sources based on a set of 
Rules and Policies, and generates “triggers”.  TRG is 
mainly concerned with mobility-related events, and any 
other information that can assist handover (HO) decision 
making.  Given the stringent time constraints that such 
processes place, TRG is required to deliver triggers 
quickly, using standardised APIs based on well-defined 
and versatile, yet compact, data structures suitable for 
handover management.  TRG is focussed on the process-
ing of highly dynamic information, lower layer informa-
tion, and can be considered to be a specialised 
instantiation of a Content Management functional entity. 
TRG is an important building block of ANISI and plays a 
central role in assisting mobility management in the ACS, 
based on a “push” method: as soon as events are received, 
processed, and stored in TRG, the corresponding triggers 
are sent to their respective recipients in a single format. 
The schematic shown in Figure 4 illustrates the main parts 
of the ANISI TRG building block: (a) the event sources, 
which feed TRG with relatively fast-changing informa-
tion; (b) the trigger consumers, which receive notifica-
tions in the form of standardised triggers about events 
they are interested about; and (c) TRG itself with its asso-
ciated data stores and internal logic. 
 

4.1 TRG Producers 

Event sources, also referred to as TRG Producers, must 
first authenticate themselves, in order to become part of 
the ANISI trust domain, and register with TRG before 
they can start sending events.  Both of these procedures 
along with the actual sending of event information are 
implemented using the TRG/Producer interface.  When a 
producer observes an event worth reporting, it will send it 
towards TRG using this interface as well.  Conventional 
event sources include, for example, the radio interface 
(reporting events associated with radio access characteris-

tics, such as, current or average network capacity load, 
SNR, dropped frames ratio, RSSI, and so on), and the 
battery state of charge (for mobile devices).  Other 
sources can provide information on CPU load and storage 
quotas.  Notable events occurring at higher layers of the 
protocol stack, for example, due to policy violations and 
security alerts, breaches in privacy agreements, changes 
in charging, and mobility protocol (for example, MIP [8] 
and HIP [9][10]) state transitions, can all be reported by 
designated producers.  The nature of the information from 
TRG producers is dynamic and should be “pushed” to 
recipients immediately.  There are several scenarios (see 
Section 2.2) where information collected from these and 
other sources, often correlated, may be particularly help-
ful in the handover decision-making process. 

Consumer

TRG

TRG/Producer

TRG/Consumer

ANTrigger Repository

Rules and Policies

Source

Source  
Figure 4.  Schematic of ANISI TRG building block. 

 

4.2 TRG Consumers 

Trigger consumers include firstly the handover decision-
making process, but also user applications, mobility pro-
tocols, and FEs interested in optimising their performance 
in a mobile, multi-access network environment.  Consum-
ers can locate sources that provide useful information for 
their operation using ConCoord, described in Section 3.1.  
They have to contact TRG and authenticate, and then pro-
ceed to declare their interest in a particular set of triggers.  
The term trigger refers to a notification sent by TRG to a 
particular consumer based on the latter’s specified prefer-
ences and filtering rules.  For example, a mobility proto-
col can take advantage of triggers that inform it about not 
only the activation of a given link (“link up”), but also 
about crossing a threshold in the battery state of charge or 
the received signal strength indication (RSSI), or any 
combination of two or more events.  For example, in a 
wireless sensor network gateway nodes may decide to 
kick start the process to elect a different set of gateway 
nodes if their traffic load is too high and their battery state 
of charge is too low.  Triggers are sent in a standardised 
format, known as ANTrigger, to consumers.  This is done 
using the TRG/Consumer interface, which also allows 
consumers to specify certain filtering rules to be applied 
before ANTriggers are sent to them. 
 

4.3 TRG Internals 

TRG implements the ANTrigger Repository and the 
Rules and Policies store, as well as the logic required to 
manage them.  When different consumers register with 
TRG, they can set filtering rules for the events they are 
interested in.  For example, a consumer may specify that 
it wants to receive triggers about the battery state of 
charge (type of trigger) only if it goes below 30% (filter-
ing rule).  Consumer-submitted filtering rules are stored 
in the ANTrigger Repository, and are used jointly with 
the general system policies (Rules and Policies), to clas-
sify incoming events, before delivering them to the regis-
tered consumers.  These filtering rules are settled 
according to the specific needs of each consumer.  Rules 
and Policies are an important component of ANISI and 



apply system-wide taking precedence over the filtering 
rules specified by any particular consumer.  For instance, 
security aspects, such as, which producers and consumers 
can be considered by TRG as trustworthy and for which 
types of triggers) and what types of information should 
not be delivered to certain consumers (for example, dif-
ferent operators may not allow that the current load is 
delivered to a competing operator). 
When events are posted to TRG by different producers, 
they are (a) classified according to the set of Rules and 
Policies described above; (b) transformed to the afore-
mentioned standardised ANTrigger format, if so is re-
quired; (c) stored in the corresponding repository; and (d) 
delivered to the consumers that have already registered 
for the corresponding ANTrigger if their filtering rules 
apply.  Note that TRG does not act as an intermediate 
agent in the negotiation between the producer and con-
sumer, and remains agnostic to the end-to-end semantics 
of the ANTrigger values.  This implies that although TRG 
will expeditiously push ANTriggers to consumers, it can-
not itself guarantee their generation; this is the responsi-
bility of the event sources.  Guarantees about the 
generation of event information are given by the ANISI 
source authentication procedure, which does not allow 
malicious producers to enter the ANISI trust domain. 
 

5.  Discussion 
Sections 3 and 4 described the main functional compo-
nents that form the ANISI.  ContextWare provides the 
framework within which functional entities can locate, 
authenticate and retrieve the information they require to 
support decisions.  TRG uses this functionality to provide 
high speed event processing and notification services to 
other functions within the network.  For example, when a 
trigger producer registers with TRG, TRG can subse-
quently contact ConCoord and register a unique UCI on 
behalf of the producer.  This way, consumers can locate 
event sources using the standard ANISI mechanisms. 
In addition, information in the information database can 
be used by TRG consumers to decide whether they wish 
to receive certain types of ANTriggers, if the networking 
context dictates so.  Take for example an email applica-
tion: when Bob starts it, the email client can query ANISI 
and receive user preferences/policy and temporal/spatial 
information in addition to networking context informa-
tion.  Thus, the email client can correlate context informa-
tion such as “business day”, “at the office”, “connected 
with office 1 Gb/s LAN” and decide to skip registering 
with TRG altogether because neither network access cost 
nor performance/security is an issue.  However, if the 
email client is started in a different networking context, 
our ANISI-compliant IMAP application will opt for regis-
tering with TRG. 
The synergies from this choice in ANISI are several, and 
reflect two fundamental architectural principles: “do no 
harm” and “assist whenever possible”.  In non-mobility 
scenarios, ANISI consumers can take advantage of the 

context information maintained by ContextWare.  No 
performance penalties are introduced for consumers as the 
closed loop between TRG and producers is isolated.  In 
mobility scenarios, consumers can use ANISI and their 
own policies and user preferences to determine if they 
need to receive the mobility-related information provided 
by TRG, and if so, register with it providing the appropri-
ate filtering rules. 
 

6.  Related Work  
As presented in the previous sections, information ser-
vices are useful for providing additional context on which 
to base decisions such as whether to handover; and to 
which network.  It can also provide valuable information 
to support application configuration and media adaptation 
to ensure the best possible application performance in the 
current network environment.  The obvious benefits en-
abled by more sophisticated information services have 
lead to a number of work items in this area; for example, 
IEEE 802.11 is working on a number of amendments to 
its base standard to support discovery of information such 
what access points (AP) are in the local neighbourhood 
[11], what mobility domain a particular AP is a member 
of [12], and what roaming agreements are in place be-
tween one WLAN access network and a number of ser-
vice providers [13].  Support for discovery of this 
information in the IEEE 802.11 standard allows user de-
vices to find out this information up front before authenti-
cating with the network, which in turn allows better 
selection of which point of attachment should be used for 
communication. 
The discovery of roaming agreement information pre-
authentication has been recognised as a key aspect to sup-
porting seamless user roaming between different networks 
based on different, and a number of solutions have 
emerged including those developed by IEEE 802.21 and 
IEEE 802.11, and also within the IETF [14]. 
IEEE 802.21 [3] has also extended the information ser-
vice to include other information to support handover 
decisions, which includes trigger events and commands, 
and the delivery of this information across a network.  
IEEE 802.21 defines three services: 

• The event service is similar to TRG; this service 
is responsible for delivering events such as loss 
of connectivity to interested functions both in the 
network and in the user device. 

• The command service allows configuration and 
handover initiation commands to be exchanged 
between network entities and user devices. 

• The information service provides the information 
model and information repository to support 
handover decisions.  This is accessed via the cur-
rent point of attachment to the network, and has 
parallels with the ContextWare building block. 

IEEE 802.21 has therefore identified the requirement for 
better information services to support media independent 
handover decisions, and is working towards an initial 



standard to support this functionality.  This includes in-
vestigating interface related aspects similar to the Ambi-
ent Resource Interface [4], although the scope of IEEE 
802.21 does not include the higher layer aspects consid-
ered by the Ambient Service Interface definition [4].  
Therefore, the current information sets defined by the 
base specification are static and not as diverse as though 
that can be handled by the ANISI. 
In addition, existing solutions have to rely on pre-
established relationships between networks in order to 
allow retrieval and distribution of information cross ad-
ministrative boundaries.  The support for dynamic roam-
ing agreement establishment provided by Ambient 
Networks enables information to be shared in a much 
more flexible way, supporting a much richer set of con-
text information on which decisions can be based.  Al-
though IEEE 802.21 and other activities are establishing 
information services paradigms, the focus of that work is 
on tightly scoped use cases where particular pieces of 
information are useful.  Currently, these solutions merely 
address network attachment and handover scenarios, and 
even then in most cases the available information is fairly 
limited. 
ANISI provides a way to not only support the network 
attachment and handover decisions with a diverse set of 
information about network characteristics and trigger 
events, but can also be applied to other scenarios where 
the information can be used to configure applications and 
adapt media delivery based on the current network char-
acteristics. 
 

7.  Conclusions 
We introduced ANISI, an information service infrastruc-
ture designed to provide services and applications at dif-
ferent protocol stack layers with support for network 
information gathering, correlation and intelligent deci-
sion-making in support of enhanced mobility management 
and context-aware communications.  Building on the de-
sign principles of Ambient Networks, ANISI features 
include the capability to gather information spanning dif-
ferent administrative domains, the ability to deliver trig-
gers for advanced mobility management, and the 
opportunity to provide clients with relevant and up-to-
date contextual information. 
Communication environments are becoming increasingly 
more complex due to the diversity of available network 
technologies and the proliferation of multi-function de-
vices.  It will be in such scenarios that creating consistent 
and up-to-date information services will enable more in-
formed and intelligent decisions to be made automati-
cally.  To support applications and services at various 
layers with a very large and diverse knowledge base, the 
challenge lies in creating information services that can 
flexibly address such a diversity and scalability issues.  
They need, therefore, to be capable of providing rapid 
data delivery for those applications where timely delivery 
is crucial.  At the same time, these information services 

need to be reliable and robust to accommodate requests 
from less time-constrained applications, flexible enough 
to account for diversity of information served and rely on 
a distributed structure to address scalability concerns.  
The current work on ANISI is positioned within this 
wider research background and attempts to make a contri-
bution towards the achievements of these goals. 
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