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Abstract

This report describes the theoretical foundations and relevant background
in the domain of automatic ontology matching. It aims to showthe range
of ontology matching, matching strategies, and an overviewof ontology
matching systems. The measures for evaluating ontology matching are
discussed. This report also summarizes interesting research questions in
the field.
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1 Introduction

This report describes the theoretical foundations and relevant background in the do-
main of automatic ontology matching. It aims to show the range of ontology match-
ing, matching strategies, and an overview of ontology matching tools. The measures
for evaluating ontology matching are discussed. This report also summarizes inter-
esting research questions in the field.

1.1 Background

When people or machines must communicate between themselves, they need a
shared understanding of the same concepts. An ontology can be used to solve this
problem. Gruber [28] defined an ontology as:

An ontology is a formal, explicit specification of a shared conceptualization.

Due to an increased awareness of potential ontology applications in industry,
public administration and academia, a growing number of ontologies is created by
different organizations and individuals. Although these ontologies are developed for
various application purposes and areas, they often containoverlapping information,
but these different ontologies cannot easily be used together in a new application.
Furthermore, ontology users or engineers do not only use their own ontologies, but
also want to integrate or adapt other ontologies, or even apply multiple ontologies
to solve a problem. In this context, it is necessary to find ways to integrate various
ontologies and enable cooperation between them.

1.2 Method

This report is based on a literature study of research papersand books in different
topics in the context of ontologies. The report brings up both background information
as found in most textbook literature as well as recent findings and research.

1.3 Delimitations

As already mentioned, this report is delimited in selectingonly parts of the general
topics discussed for detailed excursion. The selection is based on what is deemed
as relevant for the topic of the research. In particular, this report contributes to a
Ph.D. project focusing on improvement to ontology matchingstrategies and evalu-
ation. Ontology matching involves a large number of fields, e.g., machine learning,
database schema, linguistics, etc. In this report, we do notevaluate the ontology

1
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matching frameworks, but instead compare them and treat them as ontology match-
ing. The available measures for evaluating ontology matching are discussed.

1.4 Disposition

This report is organized as follows. In Chapter 2, we discussthe scope of ontol-
ogy matching, what ontology matching is, its input and output, usage categories of
ontology matching and applications . In Chapter 3, the strategies used in ontology
matching are presented. Chapter 4 describes the current existing systems and their
comparison. Chapter 5 discusses the evaluation methods. Finally, we summarize and
list interesting research questions in the field.

2
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2 Range of Ontology Matching

In this chapter, first we will describe our scope of ontology matching. Secondly, we
define what ontology matching is. Then we will look into different ways of using
ontology matching and applications.

2.1 Ontology Matching Scope

Ontologies are considered as an important contribution used for solving the data het-
erogeneity problem. However, ontologies themselves can also be heterogeneous [20],
e.g., the ontology can be expressed in different languages,e.g., OWL, RDFS, OKBC,
KIF, etc. Different languages use different syntax, different logical representation,
different semantics of primitives, and language expressivity. Even using the same
ontology language does not solve heterogeneity problems. An ontology on motor-
vehicles, for example, may include the concept ”motor-bike”, whereas another ontol-
ogy on the same subject may ignore it. Klein [32] categorizedpossible mismatches
of the ontologies heterogeneity by two levels:

• Language level

– Syntax. Different languages have different syntax. For example, in
RDFS the definition of classChair is < rdfs : ClassID = ”Chair” >.
In LOOM, (defconcept Chair) is expressing the same class.

– Logical representation. Differences in logical representation occur
when syntactically different, but the statement are logically equiva-
lent. For example, the way present disjointness in OWL Lite is
Class(owl : Nothing complete A B), but also valid in OWL DL as
DisjiontClasses(A B).

– Semantics of primitives.The same syntactically construct can have dif-
ferent meanings (semantics) in different language. For example, there are
several interpretations ofA equalTo B.

– Language expressivity.Some language can express things that the other
language can not. For example, negation can be expressed in one lan-
guage but not in another.

• Ontology level

– Conceptualization. Using the same linguistic terms describe different
concepts (e.g., the concept ”employee” can have different meaning in the
ontologies). Using different modeling conventions and levels of granu-
larity describe concepts (e.g., one ontology model ”car” but not ”truck”,
the other ontology model ”car” that includes ”truck”.).

3
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– Terminological. Using different terms to describe the same concepts
(e.g., one ontology uses concept ”car”, while the other ontology use ”au-
tomobile”), homonym term (e.g., ”conductor” has a different meaning in
music than in electric engineering).

– Style of modeling.Using different modeling paradigms to present con-
cepts (e.g., one model uses temporal presentations based oninterval logic
while another uses a representation based on points).

– Encoding. Values in the ontologies can be encoded in different formats
(e.g., a date represented as dd/mm/yyyy or mm-dd-yy).

As the translation between ontology languages can be considered as an indepen-
dent issue [19], it is recommendable to translate differentontologies into the same
language before comparing them on ontology level. Currently, most ontology match-
ing systems are focusing on the ontology level.

2.2 Terminology

The terms mapping, matching and alignment are frequently used in work about com-
bining ontologies. Keet summarizes different definitions about these terms [31].
Based on recent studies about combining ontologies, the terms used in this report
are defined as follows [31] [51]:

Ontology merging: combine two ontologies from the same subject area into a
new ontology.

Ontology integration: combine two ontologies from different subject areas into
a new ontology.

Ontology alignment: identify correspondences between the source ontologies.

Ontology mapping: find equal parts in different source ontologies.

Ontology matching: find similar parts in the source ontologies or finding trans-
lation rules between ontologies.

2.3 Usage Categories of Ontology Matching and Applica-
tions

Choi categories the usage of ontology matching into three categories [9]:

1. Matching between an integrated global ontology and localontologies. In this
category, the global ontology provides a shared vocabulary, the matching maps
a concept found in one ontology into a view, or query over other ontologies.

4
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The main advantage is that it is easier to define mapping and find mapping
rules because of the shared vocabulary in the global ontology. However, in this
matching, the global ontology is needed which is very difficult to maintain in
a highly dynamic environment. The traditional applications (e.g., information
integration or schema integration) require determining ontology matching be-
fore running the system. For information integration systems, ontology match-
ing interprets the relationship between the mediated schema and local schemas
(e.g., [38], [12]).

2. Matching between local ontologies. In this category, thematching is trans-
forming the source ontology entities into the target ontology entities based on
semantic relations. This approach is more relevant for highly dynamic envi-
ronments. However, comparing global ontology and local ontology matching,
it is not easier to find mapping because of the lack of common vocabularies.
The dynamic applications (e.g., agents, peer-to-peer, webservices) require run-
ning time ontology matching. For example, [6] allows agentsin peer-to-peer
networks to communicate to other agents based on dynamic ontology map-
ping. [25] and [52] are web services application examples, ontology matching
is used for finding new services to complete a request.

3. Matching in ontology merging. In this category, matchingis used to try to find
similarities and conflicts entities between the ontologiesto be merged. Manag-
ing and maintaining the different versions of ontologies can also be the appli-
cations of ontology matching. Some application examples inthese categories
are Prompt [48] suit for Protege editor and Chimera [8] tool for Ontolingua.

2.4 Ontology Matching Input and Output

Shvaiko and Euzenat define the matching process is as five parameters [57] (see in
Figure 1).

Figure 1: The matching process

The processing is generating a new alignmentA´ from the input consisting of

5
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the ontologyo ando .́ However, other parameters can be involved in the matching
process, like the use of input alignmentA, which is to be completed by the process-
ing, the matching parametersp (e.g., weight, thresholds), and the resources (e.g.,
lexicons).

Currently, the matching systems consider the matching of ontologies expressed
in the same languages. Different elements of ontologies as input will be analysed
in the different approaches, for example, GLUE uses taxonomies and instances [13],
OLA uses many elements (e.g., classes, properties, constraints, taxonomy, instances)
[22], ASCO uses as much available information in the ontologies as possible [63]
(e.g., concepts, relations, structure, even apply TF-IDF to calculate similarity value
between descriptions of the concepts or relations). Some systems are schema-based
which can be viewed as a special ontology restrained relationship. In these cases, the
input is a data model. For example, MOMIS (Mediator Environment for Multiple
Information Sources) [5] uses local schemas.

Shvaiko and Euzenat separate different output types of ontology matching [57]:

• One-to-one or one-to-many correspondence between ontology entities.

• Expression of correspondence between ontology entities can be in the range 0
to 1.

• The relationship between entities in most systems is expressed as equivalence
(=). Some systems (e.g., [26]) can provide more expressive result, like equiv-
alence(=), more general(⊇), less general(⊆), disjointness(⊥)), while the
specialidk (I do not know) expresses none of the relations.

6



School of Engineering
Jönk̈oping university

State of the Art

3 Ontology Matching Strategies

In the following we consider an ontology to be a 4-tuple< C, R, I, A >, whereC
is a set of concepts (also called class, entity type, concept), R is a set of relations
(also called property, attribute, feature, slot),I is a set of instances (also called in-
dividual) andA is a set of axioms. Ontology entities mean 4-tuple (e.g., concept,
relation, instance, axiom) in the ontology. To find the correspondence between on-
tology entities, the similarity between entities need to becalculated. In this chapter,
we first describe different strategies (e.g., string similarity, synonyms, structure sim-
ilarity and based on instances) for getting similarity between entities used in current
ontology matching systems. In addition, we introduce some methods to integrate
similarities in section 3.5.

3.1 String Similarity

String similarity calculates the string distance metrics to determine the matching of
entity names. String Distance is a non-negative integer that measures the distance
between two strings. Before actually comparing string distance, some linguistic
technologies (e.g., removing stop-word, stemming) are performed. Linguistic tech-
nologies transform each term to a standard form that can be easily recognised. Stop-
word [4] means that some appear frequently words in the text with lack of indexing
consequence. Indexing is the process of associating one or more keywords with each
document in the information retrieval. For example, words like the, thisandof in
English, they appear often in the sentence but less value of indexing. Stemming is
trying to remove certain surface marking words to root form.For example, words
like fishesoriginal form isfish.

Cohen et al. provide a good survey of the different methods tocalculate string
distance from edit-distance like functions (e.g., Levenstein distance, Monger-Elkan
distance, Jaro-Winkler distance) to token-based distancefunctions (e.g., Jaccard sim-
ilarity, TF-IDF or cosine similarity) and hybird methods (e.g., Level2JaroWinkle,
SlimTFIDF, JaroWinklerTFIDF) [10]. These methods follow abig range of ap-
proaches and have been designed according to different criteria and perspectives,
such as statistics, artificial intelligence, information retrieval, and databases. Cohen
et al. introduce the most used methods in [10].

3.1.1 Edit-distance

In order to transform two compared strings to the same, a sequence of edit operations
(e.g., character insertion, deletion and substitution) are performed. Edit-distance is
the minimum cost of edit operations to convert strings to t. Each operation will be
assigned a cost. One example is Levenstein distance which assigns all edit opera-

7



School of Engineering
Jönk̈oping university

State of the Art

tions to 1. Monger-Elkan distance assigns lower cost to insertions or deletions than
Levenstein distance, scaling to interval[0, 1].

Jaro metric has similar metric but it is not based on edit distance. Jaro metric is
based on the number and order of the common characters between two strings.

Given strings: s = a1, . . . aK , and t = b1, . . . bL, a characterai in s is said
to be common witht if there is abj = ai in t such thati − H ≤ j ≤ i + H,
whereH = min(|s|,|t|)

2
. Let s

′

= a
′

1 . . . a
′

K ′, be the characters ins which are common
with t (in the same order they appear ins) and lett

′

= b
′

1 . . . b
′

L′ , be analogous. A
transposition fors

′

, t
′

is a positioni that a
′

i 6= b
′

i. Let Ts′,t′ be half the number of
transpositions fors′ andt′. The Jaro similarity metric fors andt is

Jaro(s, t) =
1

3
·

(

|s′|

|s|
+

|t′|

|t|
+

|s′ − Ts′,t′ |

|s′|

)

(1)

Jaro-Winkler is a variant of Jaro. The lengthP is the longest common prefix ofs and
t. LettingP ′ = max(P, 4),

Jaro − Winkler(s, t) = Jaro(s, t) +
P ′

10
· (1 − Jaro(s, t)) (2)

The Jaro and Jaro-Winkler metrics are suitable for short strings (e.g., personal first
or last names).

3.1.2 Token-based Distance

The strings are compared as multisets of tokens. Jaccard distance computes the sim-
ilarity between the sets of wordsS andT as

Jaccard =
|S

⋂

T |

|S
⋃

T |
(3)

TF-IDF (Term Frequency - Inverse Document Frequency) [54] is widely used in
information community and it is defined as

TF − IDF (S, T ) =
∑

ω∈S∩T

V (ω, S) · V (ω, T ) (4)

WhereTFω,S is the frequency of wordω in S, N is the size of the corpus andIDFω

is the inverse of the fraction of names in the corpus that containsω,

V ′(ω, S) = log(TFω,S + 1) · log(IDFω) (5)

V (ω, S) =
V ′(ω, S)

√

∑

ω′
V ′(ω, S)2

(6)

8
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3.1.3 Hybrid Distance

Level2JaroWinkler, Level2Levenstein, SlimTFIDF, and JaroWinklerTFIDF are
hybrid-distance functions. Firsts and t are broken into substringss = a1, . . . aK ,
andt = b1, . . . bL. Second a secondary distance function (e.g., Monge-Elkan,Jaro,
Jaro-Winkler) operates over thes = a1, . . . aK , andt = b1, . . . bL. These are called
level two distance functions. If we replace the exact token matches and use TF-IDF
with approximate tokens based on the level two distance functions, it is called Soft-
TFIDF (e.g., SlimTFIDF, JaroWinklerTFIDF).

3.1.4 Tool for String Similarity

A comparison of string distances methods available in four tools (SecondString [56],
Simetrics [58], the Alignment API [64] and SimPack [59]) canfound in [21] and is
summerized in table 1:

Table 1: String distances methods available in four tools (Source: [21], Chapter 4)

Simetrics SecondString AlignAPI SimPack
n-grams n-grams

Levenshtein Levenshtein Levenshtein Levenshtein
Jaro Jaro Jaro
Jaro-Winkler Jaro-Winkler Jaro-Winkler
Neddleman-Wunch Neddleman-Wunch Neddleman-Wunch

Smoa
Smith-Waterman
Monge-Elkan Monge-Elkan
Gotoh
Matching coefficient
Jaccard Jaccard Jaccard
Dice coefficient Dice coefficient

TF-IDF TF-IDF
Cityblocks Cityblocks
Euclidean Euclidean
Cosine Cosine
Overlap Overlap
Soundex Soundex

9
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3.2 Synonyms

Synonyms (with the help of dictionary or thesaurus) can helpto solve the problem of
using different terms in the ontologies for the same concept. For example, an ontol-
ogy might use “diagram”, the other could use “graph”referring to the same concern.

The WordNet [70] thesauri can support improving the similarity measure. Word-
Net is a large lexical database of English. It is based on psycholinguistic theories
to define word meaning and model not only word meaning associations but also
meaning-meaning associations [23]. WordNet tries to focuson the word meanings
instead of word forms, though inflection morphology is also considered. WordNet
consists of three databases, one for nouns, one for verbs anda third for adjectives and
adverbs. WordNet consists of a set of synonyms “synsets”. Synsets provide differ-
ent inter relationships such as synonymy and antonymy, hypernymy and hyponymy
(superconcept and subconcept), meronymy and holonymy (Part-Of and Has-a). Fig-
ure 2 [27] shows part of noun hierarchy about term concerninga person, his (her)
components, his (her) substances, and his (her) family organization. Since it is a
very reduced view of the noun hierarchy, we can only see some relations such as
meronymy, antonymy and hyponymy.

group

sisterbrother arm leg flesh bone

organic 
substance

substance

body

natural 
object

relative

person

family

hyponymy meronymyantonymy

Figure 2: A partial view of the category of nouns of WordNet. (Source: [27], Chapter
2)

Su summarizes synsets’ relations associated with nouns, verbs, adjectives and
adverbs [61]. Table 2, 4 and 3 show synsets’ relation with a brief definition and an
example.

Rodriguez presents an approach to determine similar entities based on WordNet.
For example, it considers hypernym/hyponym, holonym/meronyms relations [53].
The similarity measure based on the normaliztion of Tversky’s model and set theory

10
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Table 2: Noun relations in WordNet. (Source: [61], Chapter 3)

Relation Definition Example
Hypernym synset which is the more general class

of another synset
breakfast → meal

Hyponym synset which is a particular kind of
another synset

meal → lunch

Holonym synsets which is the whole of which
another synset is part

flower → plant

Meronyms synsets which the parts of another
synset

bumper → car

Antonyms synsets which are opposite in mean-
ing

man ↔ woman

Table 3: Verb relations in WordNet. (Source: [61], Chapter 3)

Relation Definition Example
A-value-of adjective synset which represents a

value for a nominal target synset
slow → speed

Antonyms synsets which are opposite in mean-
ing

quickly ↔ slowly

functions of intersection|A ∩ b| and difference|A/B| as follows.

S(a, b) =
|A ∩ b|

|A ∩ b| + α(a, b) |A/B| + (1 − α(a, b)) |B/A|
(7)

Where a and b are entity classes, A and B are the description sets of a andb (i.e.,
synonym sets, is-a or part-whole relations),α is a function that defines the relative
importance of the non-common characteristics. For is-a hierarchy,α is expressed in
term of the depth of the entity classes.

3.3 Structure Similarity

Structure similarity is usually based on different intuition of ontologies structures,
such as is-a hierarchy, sibling concepts, relation and graph nodes.

3.3.1 Is-a Hierarchy

It is based onis-a (taxonomy)hierarchy of the ontology. The hypothesis is that if
the direct super-concepts and/or the direct sub-concepts of two concepts are similar,
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Table 4: Adjective and adverb relations in WordNet. (Source: [61], Chapter 3)

Relation Definition Example
Hypernym synset which is the more general class

of another synset
fly → travel

Troponym synset which is one particular way to
perform another synset

walk → stroll

Entails synset which is entailed by another
synset

snore → sleep

Antonyms synsets which are opposite in mean-
ing

increase ↔ decrease

the two compared concepts may be also similar, for example [1], [11] and [39]. Here
comes concepts similarity definition in [1]:

Definition For i ∈ {1, 2}, let ci be a concept in the hierarchy of conceptHci.
Let Pred(ci), Succ(ci) be respectively the set of direct super-concepts ofci in Hci,
the set of direct sub-concepts ofci in Hci. SameSet(S1, S2) is the set of elements
in S1 which are similar with any element isS2. UnionSet(S1, S2) is the set of all
of elements inS1 combining with elements ofS2 that are not similar with any ele-
ment isS2. PPred, PSucc is the proportions of the concepts in the setsPred, Succ,
respectively, then

PPred(ci, cj) =
|SamePred(ci, cj)|

|UnionPred(ci, cj)|
(8)

PSucc(ci, cj) =
|SameSucc(ci, cj)|

|UnionSucc(ci, cj)|
(9)

The directis-a (taxonomy)hierarchy can be extended to the path of an ontology
[1]. Now the intuition is that if the path from the root concepts to the conceptA in
the first ontology contains similar concepts with the path from the root concept to the
conceptA in the second ontology, concepts A and B may be similar.

Definition LetPath(ci) be the path from the root to the classci in the hierarchy
of conceptHci. Path(ci) is a set of classes along the path. The similar proportion
between two paths ofci andcj is

PPath(ci, cj) =
|SamePath(ci, cj)|

|UnionPath(ci, cj)|
(10)

Maedche and Staab [39] try to compare two taxonomies. The taxonomic overlap
is determined by concepts semantic cotopy (i.e., all its super and sub concepts).
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3.3.2 Sibling Concepts

The hypothesis is that if slibling concepts of two concepts are similar, the two com-
pared concepts may be also similar [1].

Definition For i ∈ {1, 2}, let ci be a concept in the hierarchy of conceptHci.
LetSibl(ci), be the set of sibling concepts ofci in Hci. SameSet(S1, S2 is the set of
elements inS1 which are similar with any element isS2. UnionSet(S1, S2 is the set
of all of elements inS1 combining with elements ofS2 that are not similar with any
element isS2. PPred is the proportions of the concepts in the setsPred, then

PSibl(ci, cj) =
|SameSibl(ci, cj)|

|UnionSibl(ci, cj)|
(11)

3.3.3 Relation

The hypothesis is that if the relations and related classes are similar, the two com-
pared concepts may be also similar. Maedche and Staab propose computation entities
similarity based on their relations’ overlap (how similar their domain and range con-
cepts are) [39]. For example, in ontology 1, relation“located at” is specifying the
domain and range corresponding to(“hotel”, “area”). In ontology 2, relation“located
at” is specifying the domain and range corresponding to(“hotel”, “city”) . If relation
“located at” and “hotel” are considered similar, it infers that“area” and “city” is
similar. This approach can be extended to a set of classes anda set of relations. If
a set of relations in the first ontology which is similar with the other set of relations
in the second ontology, it is possible that two classes (domains or range of relations
in the two sets) are similar. The relation overlap is determined by concepts upwards
cotopy (i.e., all its super concepts).

3.3.4 Graph Nodes

The intuition is that two nodes are similar if their neighbors are also similar. The
similarity flooding [42] matching algorithm uses graphs to find corresponding nodes
in the graphs based on a fix-point computation. The algorithmtakes two graphs
(schemas, catalogs, or other data structures are convertedinto labeled graphs) as in-
put. These graphs are used in an iterative fix-point computation to find out the map-
ping between corresponding nodes of the graphs, it relies onlabels of arcs. Figure 3
illustrates the similarity flooding algorithm as follows:

1. Construct the pairwise connectivity graph (the dashed frame in Figure
3). Pairwise connectivity graph (PCG) definition is:((x, y), p, (, y

′

)) ∈
PCG(A, B) ⇐⇒ (x, p, x

′

) ∈ A and(y, p, y
′

) ∈ B.
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Figure 3: Example illustrating the Similarity Flooding Algorithm (Source: [42])

2. Assign propagation coefficients in PCG, see the induced propagation graph
frame in Figure 3. The coefficient is1/n andn is the out of edge in PCG.

3. Assignσ0 to each node and calculateσ value using the formula below:

σi+1(x, y) =σi(x, y)+
∑

(au,p,x)∈A,(bu,p,y)∈B

σi(au, bu) · ω((au, bu), (x, y))+

∑

(x,p,au)∈A,(y,p,bu)∈B

σi(au, bu) · ω((au, bu), (x, y))

(12)

4. Iteratively calculateσ until the change betweenσn andσn−1 is less than thresh-
old ǫ. For example, after iterations we can get fix-point values asshown in
Figure 3.

The other fix-point algorithm example is OLA (OWL Lite Aligner) [22]. It con-
siders the entities and structure of ontology (i.e., class (C), property (P ), property
instance (A), property restriction labels (L), taxonomy (e.g., subclass (S))). The
distances of the input structures are expressed in a set of equations:

Simc(c, c
′

) =πC
L simL(λ(c), λ(c

′

))

+ πC
I simo(I(c), I

′

(c
′

))

+ πC
S simC(λ(c), S

′

(c
′

))

+ πC
AsimP (A(c), A

′

(c
′

))

(13)

To find the minimum distance between the concepts in the ontologies, it iterates
the fix-point algorithm until the results are closer.

Noy and Musen use fix-point to combine matchers in approach PROMPTDIFF
[46]. Based on results of set of heuristic matchers, the fix-point invokes the matchers
repeatedly, feeding the results of one matcher into the others, until they produce no
more changes in the diff.
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3.4 Based on Instances

When two ontologies have the same or similar instances (alsocalled individuals),
we can find corresponding concepts. It can be performed by checking similarities
between instances. If the similarity level of two instancesreaches the threshold, then
the two instances can be regarded as matched. For example, theperson numberwill
not change even if people maybe play different roles in different ontologies. The
matching can be performed based on instances comparisons.

To identify the similarity level of two instances, string similarity methods (see
3.1) and cosine similarity based on TF-IDF [54] are common measurements. Formal
concept analysis (FCA) is the other technique to identify concepts and instances. For
example, FCA-Merge [60] is a method for comparing ontologies that have a set of
shared instances or a shared set of documents annotated withconcepts from source
ontologies. Based on this information, FCA-Merge uses mathematical techniques
from FCA to produce a lattice of concepts which relates concepts from the source
ontologies.

Machine learning (e.g., [13], [68]) or clustering-based method [41] approaches
integrate these different similarity measurements for instance matching.

Machine learning can be based on (i) shared attributes of objects/records, (ii)
profile-based object matching and can correlate disjoint attributes to improve match-
ing accuracy [13]. Wang et al. propose machine learning based on ontology hierarchy
and object properties [68]. For example, if two instances from different ontologies
are identified as instances of conceptStudentandGraduateStudentrespectively, then
they are more likely to be the same than two instances with oneidentified asStudent
and another asProfessorbased on string similarity methods or TF-IDF. If we take a
look ontology hierarchy,StudentandProfessor(both are sub concept ofPerson) are
defined as disjoint concepts, a student instance could neverbe matched with a pro-
fessor instance, even if they have very high string-based similarity. Object properties
allow users to connect relations between instances. For example, a propertywrit-
tenBy is used by a publisher to relate publications to their authorinstances, while
inverse propertywrite is used by a professor to link his own instance with his publi-
cations.

Machine learning can be separated in two phases [21]. The first phase is the
learning or training phase. In this phase, the training datais created, for example,
manually matching two ontologies and the system learns a matcher from this data.
Learning phase can be processed online, so the system can continue learning, or
offline in the case of that speed is not relevant but its accuracy is. To be adaptive for
dynamic situations, a stochastic model and SVM classifier can be applied (e.g., [68],
[7]). In The second phase, the learnt matcher is used for matching new ontologies.

There are several well-known machine learning methods usedin ontology match-
ing illustrated in [21] such as:
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• Naive Bayesian learning. “A naive Bayes classifier is a simple probabilistic
classifier based on applying Bayes theorem with strong (naive) independence
assumptions” [35]. The Bayes decision rule is the rule that selects the cate-
gory with minimum conditional risk [65]. In the case of minimum-error-rate
classification, the rule will select the category with the maximum posterior
probability. Suppose there arek classes,c1, c1, . . . , ck. Given a feature vector
x, the minimum-error-rate rule will assign it to classcj if

Prob(cj|x) > Prob(ci|x) for all i 6= j (14)

Here, the posterior probability is used as the discriminantfunction. An alter-
native criterion for minimum-error-rate classification isto choose classcj so
that

Prob(x|cj)Prob(cj) > Prob(x|ci)Prob(ci) for all i 6= j (15)

which is derived from well-known Bayes theorem:

Prob(x|c) =
Prob(x|c)Prob(c)

Prob(x)
(16)

Examples use naive Bayesian classifier for ontology matching are [62], [13].

• WHIRL (Word-based Heterogeneous Information Representation Lan-
guage) learner.Whirl is an extension of conventional relational databasesto
perform soft joins based on the similarity of textual identifiers. Doan et al. use
the Whirl learner to classify an input instance based on the labels of its near-
est neighbors in the training set [13]. It uses the TF-IDF similarity measure
commonly employed in information retrieval.

• Neural networks. Artificial neural networks are made up of nodes and
weighted connections between them. The commonest type of artificial neu-
ral network consists of three groups, or layers, of nodes: a layer of ”input”
nodes is connected to a layer of ”hidden” nodes, which is connected to a layer
of ”output” nodes. Neural network has adapted to ontology matching, for ex-
ample, it is used t discover correspondences among attributes via category and
classification [36]. Authors use neural network to learn matching parameters
such as matcher weights to generate features and similarities [15].

• Decision trees. Decision trees [66] is used as predictive model which maps
observations about an item to conclusions about the item’s target value. In
these tree structures, leaves represent classifications and branches represent
conjunctions of features that lead to those classifications. Decision trees are
constructed in order to help with making decisions. For example, decision
trees are used for discovering correspondences entities in[71] and for learning
thresholds in [15].

16



School of Engineering
Jönk̈oping university

State of the Art

• Stacked generalization. Stacked generalization is an approach to combine
multiple learning algorithms [69]. This approach is adapted by GLUE [13] to
aggregate different learners such as Naive Bayesian learner, Whirl learner.

• Bayesian networks. Bayesian networks is a probabilistic approach. In ap-
proach [50], the source and target ontologies are translated into Bayesian net-
works, the concept mapping between the two ontologies are treated as evi-
dential reasoning between the two translated Bayesian networks. The other
work [43] uses Bayesian networks to enhance existing matches between ontol-
ogy concepts.

3.5 Similarity Aggregation

Once the similarity between ontology entities are available based on different strate-
gies (e.g., string similarity, synonyms, structure similarity, based on instances), ag-
gregating similarities algorithms are needed to combine matchers. Euzenat and
Shvaiko summarize similarity aggregation measures as follows [21]:

Definition (Triangular norm). A triangular norm T is a function from D× D
→ D (where D is a set ordered by≤ and provided with an upper bound⊤) satisfying
the following conditions:

T (x,⊤) = x (boundary condition)

x ≤ y ⇒ T (x, z) ≤ T (y, z) (monotonicity)

T (x, y) = T (y, x) (commutativity)

T (x, T (y, z)) = T (T (x, y), z) (associativity)

Triangular norms are suitable to combine the highest score from all aggregated
values. Triangular norms tend to express the dependencies between the values of the
different dimensions.

Definition (Weighted product). Let o be a set of objects which can be analysed
in n dimensions. The weighted product between two such objects is as follows:

∀x, x′ ∈ o, δ(x, x′) =
∏n

i=1 δ(xi, x
′
i)

wi

such thatδ(xi, x
′
i)

wi is the dissimilarity of the pair of objects along theith dimen-
sion andwi is the weight of dimension i.

Weighted product is another triangular norm. It has the drawback that if one of
the dimensions has a measure of 0, then the result is also 0.

Definition (Minkowski distance). Let o be a set of objects which can be anal-
ysed in n dimensions, the Minkowski distance between two such objects is as follows:

∀x, x′ ∈ o, δ(x, x′) = p
√

∑n

i=1 δ(xi, x
′
i)

p
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whereδ(xi, x
′
i) is the dissimilarity of the pair of objects along theith dimension.

Minkowski distance is suitable to independent dimensions and try to balance the
values between dimensions.

Definition (Weighted sum).Let o be a set of objects which can be analysed in n
dimensions, the weighted sum between two such objects is as follows:

∀x, x′ ∈ o, δ(x, x′) =
∑n

i=1 wi × δ(xi, x
′

i)

whereδ(xi, x
′
i) is the dissimilarity of the pair of objects along theith dimension

andwi is the weight of dimension i.

Weighted sum considers that the different important valuescan be aggregated.

Definition (Fuzzy aggregation operator). A fuzzy aggregation operator f is a
function fromDn → D (with D being a set ordered by≤ and provided with an upper
bound⊤) satisfying∀x, x1, . . . , xn, y, y1, . . . , yn,∈ D the following conditions:

f(x, . . . x) = x (idempotency)

∀xi, yi, xi ≤ yi ⇒ f(x1 . . . xn) ≤ f(y1 . . . yn) (increasing monotonicity)

f is a continuous function (continuity)

Fuzzy aggregation is used for aggregating the results of competing algorithms.

Definition (Weighted average).Let o be a set of objects which can be analysed
in n dimensions. The weighted average between two such objects is as follows:

∀x, x′ ∈ o, δ(x, x′) =
∑n

i=1
wi×δ(xi,x

′

i)
∑n

i=1
wi

such thatδ(xi, x
′
i) is the dissimilarity of the pair of objects along theith dimen-

sion andwi is the weight of dimension i.

Weighted average is often used as a fuzzy aggregate.

Definition (Ordered Weighted average).An ordered weighted average opera-
tor f is a function fromDn → D (with D being a set ordered by≤ and provided with
an upper bound⊤) satisfying∀x, x1, . . . , xn ∈ D, such that:

f(x, . . . x) =
∑n

i=1 wi × x
′

i

where

w1, . . . wn is a set of weights in[01] such that
∑n

i=1 wi = 1;

x
′

i is the i-th largest element of(xi, . . . xn).

Ordered weighted average allows to give more importance to the highest (or low-
est) value.
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4 Ontology Matching Systems Overview

This chapter will illustrate several ontology matching systems or tools. There are
some surveys or comparisons about ontology matching systems in [30], [44], [19],
[37], [9], [21]. We will compare the systems or tools based onthe ontology strategies
discussed in chapter 3 and their input and output. Finally, atable is presented for a
summary of ontology matching systems.

4.1 PROMPT (Stanford Medical Informatics)

PROMPT [48] is a semi-automatic tool and a plug-in for the open-source ontol-
ogy editor PROTEGE. It determines string similarity and analyzes the structure of
an ontology. It provides guidance for the user for merging ontologies. It suggests
the possible mapping and determines the conflicts in the ontology and proposes
solutions for theses conflicts. PROMPT consists of several tools (see Figure 4).
iPROMPT [45] is an interactive ontology merging tool. AnchorPROMT [46] uses
graph-based mappings to provide additional information for iPROMPT. PROMPT-
Diff [46] compares different ontology versions by combining matchers in a fixed
point manner. PROMPTFactor is a tool for extrating a part of an ontology.

Figure 4: The PROMPT infrastructure. (Source: [48])

Input of PROMPT is two ontologies with languages OKBC or OWL.Output is
the suggestion of mapping and a merging ontology (based on user choices). The main
strategies of PROMPT are based on string similarity and structure. For example,
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Anchor-Prompt is that if two pairs of terms from the source ontologies are similar
and there are paths connecting the terms, then the elements in those paths are often
similar as well.

4.2 SAMBO (Link öping Universitet)

SAMBO (System for Aligning and Merging Biomedical Ontologies) [33] is a sys-
tem that assists the user in aligning and merging two biomedical ontologies. The
user performs an alignment process with the help of alignment suggestions proposed
by the system. The system carries out the actual merging and derives the logical
consequences of the merge operations.

Input of SAMBO is two ontologies with languages DAML+OIL or OWL. Out-
put is the suggestion of mapping and a merging ontology (based on user choices).
The main strategies of SAMBO are including (combinations of) string similarity,
synonyms (based on WordNet and domain knowledge UMLS (Unified Medical Lan-
guage Systems) [67]) structure-based strategies and algorithms based on machine
learning. Figure 5 shows the alignment strategy.

Figure 5: The SAMBO Alignment strategy. (Source: [33])

4.3 FCA-Merge (University of Karlsruhe)

FCA-Merge [60] is a method for merging ontologies based on mathematical tech-
niques from FCA (Formal Concept Analysis, [24]). FCA-Mergeis a bottom-up tech-
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nique for merging ontologies based on a set of documents. It consists of three steps
(see Figure 6, namely (i)instance extraction, (ii) conceptlattice computation and (iii)
the generation of the merged ontology based on the concept lattice).

Figure 6: The FCA-Merge process. (Source: [60])

Input of FCA-Merge is two ontologies and a set of documents that are relevant
to both ontologies. Output is a merged ontology. The strategies of FCA-Merge are
based on string similarity, FCA and instances, structure.

4.4 GLUE (University of Washington)

GLUE [13] is a system that employs machine learning techniques to find mappings.
Given two ontologies, for each concept in one ontology GLUE finds the most sim-
ilar concept in the other ontology. Figure 7 shows GLUE’s architecture. It consists
of Distribution Estimator, Similarity Estimator, andRelaxation Labeler. The Dis-
tribution Estimatortakes as input two taxonomies and instances. Then it applies
multiple machine learners and exploits information in concept instances and taxo-
nomic structure of ontologies. It uses a probabilistic model to combine results of
different learners. Next, GLUE feeds the above results intotheSimilarity Estimator,
which applies a user-supplied similarity function to compute a similarity value for
each pair of concepts to generate similarity matrix. TheRelaxation Labelermod-
ule then takes the similarity matrix, together with domain-specific constraints and
heuristic knowledge, and finds mappings.

Input of GLUE is two ontologies, where ontology is seen as a taxonomy of con-
cepts. Output is (1-1) correspondences between the taxonomies of two given ontolo-
gies: for each concept node in one taxonomy, find the most similar concept node
in the other taxonomy. The strategies of GLUE are based on string similarity, taxo-
nomic structure of ontologies and machine learning techniques (e.g., naive Bayesian
classifier, Whirl and stacked generalization, see Sect. 3.4) to exploit instances.
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Figure 7: The GLUE Architecture. (Source: [13])

4.5 OLA (INRIA Rhone-Alpes and University of Montreal)

OLA (OWL Lite Aligner) [22] is a system that is designed with the idea of balancing
the contribution of each elements of ontologies. It first transforms the input ontolo-
gies to graph structures and marks the relationships between entities. The similarity
between nodes in the graph structures will depend on the category of nodes (e.g.,
class, property) considered and all the features of this category (e.g., superclasses,
properties).

Input of OLA is two OWL ontologies. OLA uses many elements (e.g., classes,
properties, constraints, taxonomy, instances) in the ontologies. Output is one-to-
many correspondences. The strategies of OLA are based on string similarity, syn-
onyms, structure and instances. The fix-point algorithm is used to aggregated the
results see Figure 8 and Sect. 3.3.4.
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Figure 8: The OLA architecture. (Source: [21] p. 127)

4.6 ASCO (INRIA Sophia-Antipolis)

ASCO [1] [2] is a system that automatically discovers pairs of corresponding ele-
ments in two ontologies. ASCO has three phases. In the first phase, the system nor-
malizes terms and expressions. Different string similarity methods (e.g., JaroWinkler
metric, Monger-Elkan metric, see Sect. 3.1) are used to compare the terms. TF-IDF
is used to calculate similarity value between descriptionsof the concepts or rela-
tions and WordNet is integrated. The second phase is structure matching. It uses an
iterative fixed point computation algorithm that propagates similarities to the neigh-
bours (subclasses, superclasses and siblings). In the finalphase, the results from the
above two phases are aggregated through a weighted sum, and the final similarities
correspondence are selected by a threshold.

Input of ASCO is two OWL or RDFS ontologies. ASCO uses many elements
(e.g., concepts, relations, structure, even apply TF-IDF to calculate similarity value
between descriptions of the concepts or relations) in the ontologies. Output is one-
to-one or one-to-n correspondences. The strategies of ASCOare based on string
similarity, structure and synonyms (based on WordNet and EuroWordNet [17]).

4.7 QOM (University of Karlsruhe)

QOM (Quick Ontology Mapping) [14] is an approach that improves the efficiency of
NOM (Naive Ontology Mapping) [16]. The idea is that the loss of quality (compared
to a standard baseline) is marginal, but the improvement in efficiency can significant
that it allows for mapping large-size ontologies. The run-time complexity of QOM is
O(n · log(n)), while NOM isO(n2 · log2(n)) , AnchorPROMT [46] isO(n2 · log2(n))
and GLUE [13] isO(n2). Figure 9 illustrates its six steps. To make an efficient map-
ping algorithm, several measures are used in the processing. For example, in the
second step, it uses heuristics to lower the number of candidate mappings; in the
third step, it avoids the complete pairwise comparison of trees in favor top-down
strategy; in the fourth step, it applies sigmoid function which emphasizes high indi-
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vidual similarities and de-emphasizes low individual similarities; in the fifth step, it
uses a threshold to discard spurious evidence of similarity.

Figure 9: The QOM mapping process. (Source: [14])

Input of QOM is two OWL or RDFS ontologies. QOM uses many elements (e.g.,
classes, properties, instances) in the ontologies. Outputis one-to-one or one-to-none
correspondences. The strategies of QOM are based on string similarity, structure and
instances.

4.8 S-Match (University of Trento)

S-Match [26] is an approach that takes two graph-like structures and finds a mapping
between the nodes of graphs that correspond semantically toeach other. S-Match
determines determine semantic relations by analyzing the meaning which is codified
in the elements and the structures of schemas. Labels at nodes are automatically
translated into propositional formulas. Then the matchingproblem has been translate
intopositional validity problem, which can then be efficiently resolved using (sound
and complete) state of the art propositional satisfiability(SAT) deciders, e.g., [55].

Input of S-Match is two graph-like structures. Output is thesemantic relations
(e.g., equivalence(=), more general(⊇), less general(⊆), disjointness(⊥)), while
the specialidk (I do not know) expresses none of the relations. The strategies of
S-Match are based on string similarity, structure (SAT) andsynonyms (based on
WordNet).

4.9 IF-Map (University of Southampton and University of
Edinburgh)

IF-Map (Information-Flow-based Map) [29] is a fully automatic approach to ontol-
ogy matching based on Barwise-Seligman [3] theory of information flow. Given two
local ontologies with instances, IF-Map generates alogic infomorphism- a mapping
between local ontologies and reference ontology which without instances. Figure
10 shows the IF-Map architecture. It consists four steps: (i) acquisition ontology,
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(ii) translate ontology into Prolog clauses, (iii) findlogic infomorphism(iv) display
results.

Figure 10: The IF-Map architecture. (Source: [29])

Input of IF-Map is two local KIF or RDF ontologies and one reference ontology.
Output is concept-to-concept and relation-to-relation correspondence. The strategies
of IF-Map are based on string similarity, structure (checkis-a hierarchy in both di-
rections), Barwise-Seligman theory and Horn logic.

4.10 Momis (University of Modena and Reggio Emilia)

Momis (Mediator Environment for Multiple Information Source) [5] is an approach
that creates a global virtual view (GVV) of the local sources. Figure 11 shows the
process for building the GVV for a set of Web pages in five steps:

1. Local source schemata extraction. Wrappers generate schemas for the local
sources and translate them into the common languageODLI3 (extension of
Object Definition language [49]).

2. Local source annotation with WordNet. The integration designer chooses a
meaning for each element of a local source schema, accordingto the WordNet
lexical ontology.

3. Common thesaurus generation. It describes relationships of inter-schema and
intra-schema knowledge about classes and attributes of thesource schemata.
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4. GVV generation. It generates a global schema and sets of mappings with local
schemata by using the common thesaurus and the local schema descriptions.

5. GVV annotation. It semi-automatically generates mapping between local
schemas and global schema by exploiting the annotated localschemas.

Figure 11: The Momis architecture. (Source: [5])

Input of Momis is information sources (e.g., database, Webpages and docu-
ments). Output is a global virtual view (merged ontology from the local data
schemas). The strategies of Momis are based on string similarity, synonyms (based
on WordNet) and structure.

4.11 Summary

See Table 5 for a summary of ontology matching systems.
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GLUE OLA ASCO QOM S-Match IF-Map Momis

Input Two on-
tologies
(OWL or
OKBC)

Two on-
tologies
(DAML
+ OIL or
OWL)

Two on-
tologies
and doc-
uments

Two on-
tologies
(taxon-
omy)

Two on-
tologies
(OWL)

Two on-
tologies
(OWL or
RDFS)

Two on-
tologies
(OWL or
RDFS)

Two
graph-
like
structure

Two on-
tologies
(KIM or
RDFS)
and one
refer-
ence
ontology

Informa-
tion
sources

Output One
merged
ontology

One
merged
ontology

One
merged
ontology

1:1 cor-
respon-
dence

1:N cor-
respon-
dence

1:1 or
1:N cor-
respon-
dence

1:1 or
1:none
corre-
spon-
dence

Semantic
relations

1:1 cor-
respon-
dence

A global
virtual
view

String
Similar-
ity

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

SynonymsNo Yes No No Yes Yes No Yes No Yes
Structure
Similar-
ity

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Instances No Yes Yes Yes Yes No Yes No Yes No
Aggrega-
tion

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Table 5: A summary of ontology matching systems2
7



School of Engineering
Jönk̈oping university

State of the Art

5 Evaluation

Currently, there exist a number of ontology matching systems. However, these sys-
tems are developed for various purposes and using differentstrategies. Noy and
Musen propose a framework for evaluating ontology-mappingtools based on a vari-
ety in underlying assumptions and requirements [47]. In order to compare different
systems, surveys (e.g., [9], [37]) summarize and evaluate several tools. However, this
evaluation focuses on functionality, user interaction andmapping strategies, but does
not deal with matching quality.

To evaluate the increasing number of ontology matching methods and their qual-
ities, OAEI (Ontology Alignment Evaluation Initiative) started arranging evaluation
campaigns yearly from 2004. We will focus on OAEI evaluationhere.

5.1 Evaluation Input

The input of evaluation are two ontologies written in the OWL-DL language. The
different elements of ontologies, e.g., concepts, instance and relations can be aligned.
The output is a *:* (* noted none) equivalence alignment of named entities. For
example, one entity of one ontology can (e.g., injective, total, one-to-one) map to
entity/entities of the other ontology. That means non constraint on the alignment.

Two benchmarks are proposed to be evaluated: a competence benchmark and a
comparison benchmark [20]. Competence benchmarks aim to distinguish the perfor-
mance of a special system regarding a set of well-defined tasks which are isolated
special characteristics. Competence benchmarks help the system designers to eval-
uate their systems to localize with the stable system. Comparison benchmarks aim
to compare the performance of different systems on a defined task or application. It
aims to improving the whole field instead of individual systems.

5.2 How to Measure Evaluation Results

OAEI proposed different evaluation measures, from machine-focused (e.g., compli-
ance and performance measures) to user-focused, from general to task-specific mea-
sures. However, user-focused measures need interaction ofusers which is not easy
to get any objective evaluations. Task-specific measures need to set up different task
compare profiles with respect for certain tasks. It is difficult to determine the evalu-
ation value of the alignment process independently, so the current evaluations focus
more on compliance and performance measures.
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5.2.1 Compliance Measures

Compliance measures aim to evaluate the quality of the output provided by a system
compared to a reference output. Even the reference output isnot always available,
not always useful and not always consensual. The compliancemeasures consist of
Precision, Recall, Fallout, F-measure, Overall, etc.. Here are their definitions [20]:

Definition (Precision).Given a reference alignment R, the precision of some
alignment A is given by

P (A, R) =
(R

⋂

A)

|A|
. (17)

It measures a valid possibility for ex-post evaluations.

Definition (Recall). Given a reference alignment R, the recall of some alignment
A is given by

R (A, R) =
(R

⋂

A)

|A|
. (18)

Definition (Fallout). Given a reference alignment R, the fallout of some align-
ment A is given by

F (A, R) =
|A| − |A

⋂

R|

|A|
=

|A \ R|

|A|
. (19)

It measures the percentage of retrieved pairs which are false positive.

Definition (F-measure). Given a reference alignment R and a number between
0 and 1, the F-measure of some alignment A is given by

Mα (A, R) =
P (A, R) × R (A, R)

(1 − α) × P (A, R) + α × P (A, R)
. (20)

It is used to aggregate the result of precision and recall.

Definition (Overall). Given a reference alignment R, the overall of some align-
ment A is given by

O (A, R) = R (A, R) ×

(

2 −
1

P (A, R)

)

. (21)

It can also be defined as:

O (A, R) =
(A

⋃

R) − (A
⋂

R)

|R|
. (22)
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It measures the effort required to fix the given alignment.

5.2.2 Performance Measures

Performance measures compare important features of the algorithms (e.g., speed,
memory and complexity). However, performance measures depend on the evalua-
tion environment and ontology management system. It is difficult to get objective
evaluations.

5.3 Which Frameworks Can Be Used in Evaluation

OAEI provides two frameworks that can be used in evaluation:alignment and eval-
uation frameworks. The participants can adapt their systems and implement Align-
ment API [18] to generate the results. The Alignment API supplies many services
and new algorithms can be added through the interfaces. The evaluation framework
compares the alignment results to generate evaluation results. The Alignment API
provides methods to get evaluation measures such as precision, recall, overall, fall-
out, f-measure directly.

5.4 KitAMO Evaluation Framework

Lambrix and Tan present KitAMO framework for evaluating ontology alignment
strategies. KitAMO provides an integrated system for comparing evaluation of align-
ment strategies and their combinations [34]. The performance of the strategies or
their combinations are compared. The output of KitAMO is thenumber of the cor-
rect, wrong and inferred suggestions in a table.

30



School of Engineering
Jönk̈oping university

State of the Art

6 Conclusion and Research Questions

Ontology matching is a quite new area but developing faster.For example, before the
year 2000, 16 publications devoted to matching at various conferences are collected
on the Ontology Matching website [40]. There are 15 publications in 2001 and the
number grows to 53 in 2005. In this report we try to present thestate-of-the-art in
ontology matching. We have discussed why we need ontology matching (Chapter 1),
what ontology matching is and its applications (Chapter 2).Different strategies used
in ontology matching are presented in Chapter 3. Some current ontology matching
systems are compared in Chapter 4. The evaluation measures for ontology matching
are discussed in Chapter 5.

Ontology matching involves a large number of fields, e.g., machine learning,
database schema, linguistics, etc. Different strategies used in ontology matching (see
Chapter 3) are based on these fields. However, the matching systems still need im-
provement. For example, how to improve the performance suchas time consumption,
how to improve accurate similarity.

In section 3.5, we discuss some aggregation algorithms to combine matching
results. However, most algorithms are based on weight whichis manually defined.
One research question can be: how to combine matchers? For example, how to set
weight for matcher in the different applications. Is there another way to combine
matchers instead of based on weight?

Until now, there are a few ontology evaluation tools available. OAEI propose
different measures to evaluate ontology matching (see Sect. 5). However, it does not
support to evaluate the combination of matchers. How to evaluate the combination
of matchers and give suggestion for the combination will be one interesting research
question.

From the above discussion, we summarizes the following research questions:

1. How to combine different matchers? For example, how to setweight for
matchers in different applications. Is there another way tocombine matchers
instead of based on weight?

2. How to evaluate the combination of matchers and give suggestion for the com-
bination?

3. How to improve current ontology matching strategies (e.g., system perfor-
mance, accurate similarity)?
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