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ABSTRACT 

Computational models that automatically detect learners’ affective 

states are powerful tools for investigating the interplay of affect 

and learning. Over the past decade, affect detectors—which 

recognize learners’ affective states at run-time using behavior logs 

and sensor data—have advanced substantially across a range of 

K-12 and postsecondary education settings. Machine learning-

based affect detectors can be developed to utilize several types of 

data, including software logs, video/audio recordings, tutorial 

dialogues, and physical sensors. However, there has been limited 

research on how different data modalities combine and 

complement one another, particularly across different contexts, 

domains, and populations. In this paper, we describe work using 

the Generalized Intelligent Framework for Tutoring (GIFT) to 

build multi-channel affect detection models for a serious game on 

tactical combat casualty care. We compare the creation and 

predictive performance of models developed for two different data 

modalities: 1) software logs of learner interactions with the 

serious game, and 2) posture data from a Microsoft Kinect sensor. 

We find that interaction-based detectors outperform posture-based 

detectors for our population, but show high variability in 

predictive performance across different affect. Notably, our 

posture-based detectors largely utilize predictor features drawn 

from the research literature, but do not replicate prior findings that 

these features lead to accurate detectors of learner affect. 

Keywords 

Affect detection, multimodal interaction, posture, serious games. 

1. INTRODUCTION 
Affect is critical to understanding learning. However, the interplay 

between affect and learning is complex. Some affective states, 

such as boredom, have been shown to coincide with reduced 

learning outcomes ([25]). Other affective states, such as confusion 

and engaged concentration, have been found to serve beneficial 

roles ([14], [24]). The ability to detect a learner’s affective state 

while she interacts with an online learning environment is critical 

for adaptive learning technologies that aim to support and regulate 

learners’ affect ([26]).  

Research on affective computing has enabled the development of 

models that automatically detect learner affect using a wide 

variety of data modalities (see extensive review in [8]). Many 

researchers have focused on physical sensors, because of their 

capacity to capture physiological and behavioral manifestations of 

emotion, potentially regardless of what learning system is being 

used. Sensor-based detectors of affect have been developed using 

a range of physical indicators including facial expressions ([2], 

[7]), voice [35], posture ([11], [16]), physiological data [22] and 

EEG [1]. Despite this promise, deploying physical sensors in the 

classroom is challenging, and sometimes prohibitive [6], and 

efforts in this area are still ongoing, with some researchers 

arguing that this type of affect detection has not yet reached its 

full potential [13].  

In recent years, efforts have also been made towards the 

development of complementary affect detection techniques that 

recognize affect solely from logs of learner interactions with an 

online learning environment ([2], [3], [24]). Initial results in this 

area have shown considerable promise. As both sensor-based and 

interaction-based affect detectors continue to mature, efforts are 

needed to compare the relative advantages of each approach. An 

early comparison was seen in D’Mello et al. [15], but considerable 

progress has been made in the years since.  

In this paper, we compare the performance and the general 

process of developing models for affect detection using two 

different data modalities: learner interaction logs and posture data 
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from a Microsoft Kinect sensor. Ground-truth affect data for 

detector development was collected through field observation [23] 

of learners interacting with vMedic, a serious game on tactical 

combat casualty care, integrated into the General Intelligent 

Framework for Tutoring (GIFT) [32]. Findings suggest that 

interaction-based affect detectors outperform posture-based 

detectors for our population. However, interaction-based detectors 

show high variability in predictive performance across different 

emotions. Further, our posture-based detectors, which utilize 

many of the same predictor features found throughout the research 

literature, achieve predictive performance that is only slightly 

better than chance across a range of affective states, a finding that 

is contrary to prior work on sensor-based affect detection. 

2. DATA 
Three sources of data were used in this work: 1) log file data 

produced by learners using the vMedic (a.k.a. TC3Sim) serious 

game, 2) Kinect sensor log data, and 3) quantitative field 

observations of learner affect using the BROMP 1.0 protocol [23]. 

This section describes those sources of data, by providing 

information on the learning environment, study participants, and 

research study method. 

2.1 Learning System and Subjects 
We modeled learner affect within the context of vMedic, a serious 

game used to train US Army combat medics and lifesavers on 

tasks associated with dispensing tactical field care and care under 

fire (Figure 1). vMedic has been integrated with the Generalized 

Intelligent Framework for Tutoring (GIFT) [32], a software 

framework that includes a suite of tools, methods, and standards 

for research and development on intelligent tutoring systems and 

affective computing. 

Game-based learning environments, such as vMedic, enable 

learners to interact with virtual worlds, often through an avatar, 

and place fewer constraints on learner actions than many other 

types of computer-based learning environments ([3], [19], [24]). 

Some virtual environments place more constraints on learner 

behavior than others. For example, learning scenarios in vMedic 

are structured linearly, presenting a fixed series of events 

regardless of the learner’s actions. In contrast, game-based 

learning environments such as EcoMUVE [20] and Crystal Island 

[29] afford learners considerable freedom to explore the virtual 

world as they please. While vMedic supports a considerable 

amount of learner control, its training scenarios focus participants’ 

attention on the objectives of the game (e.g., administering care), 

implicitly guiding learner experiences toward key learning 

objectives.  

To investigate interaction-based and sensor-based affect detectors 

for vMedic, we utilize data from a study conducted at the United 

States Military Academy (USMA). There were 119 cadets who 

participated in the study (83% male, 17% female). The 

participants were predominantly first-year students. During the 

data collection, all participants completed the same training 

module. The training module focused on a subset of skills for 

tactical combat casualty care: care under fire, hemorrhage control, 

and tactical field care. The study materials, including pre-tests, 

training materials, and post-tests, were administered through 

GIFT. At the onset of each study session, learners completed a 

content pre-test on tactical combat casualty care. Afterward, 

participants were presented with a PowerPoint presentation about 

tactical combat casualty care. After completing the PowerPoint, 

participants completed a series of training scenarios in the vMedic 

serious game where they applied skills, procedures, and 

knowledge presented in the PowerPoint. In vMedic, the learner 

adopts the role of a combat medic faced with a situation where 

one (or several) of her fellow soldiers has been seriously injured. 

The learner is responsible for properly treating and evacuating the 

casualty, while following appropriate battlefield doctrine. After 

the vMedic training scenarios, participants completed a post-test, 

which included the same series of content assessment items as the 

pre-test. In addition, participants completed two questionnaires 

about their experiences in vMedic: the Intrinsic Motivation 

Inventory (IMI) [30] and Presence Questionnaire [34]. All 

combined study activities lasted approximately one hour. 

During the study, ten separate research stations were configured to 

collect data simultaneously; each station was used by one cadet at 

a time. Each station consisted of an Alienware laptop, a Microsoft 

Kinect for Windows sensor, and an Affectiva Q-Sensor, as well as 

a mouse and pair of headphones. The study room’s layout is 

shown in Figure 2. In the figure, participant stations are denoted 

as ovals. Red cones show the locations of Microsoft Kinect 

sensors, as well as the sensors’ approximate fields of view. The 

dashed line denotes the walking path for the field observers.  

Kinect sensors recorded participants’ physical behavior during the 

study, including head movements and posture shifts. Each Kinect 

sensor was mounted on a tripod and positioned in front of a 

participant (Figure 2). The Kinect integration with GIFT provided 

four data channels: skeleton tracking, face tracking, RGB (i.e., 

color), and depth data. The first two channels leveraged built-in 

tracking algorithms (which are included with the Microsoft Kinect 

for Windows SDK) for recognizing a user’s skeleton and face, 

each represented as a collection of 3D vertex coordinates. The 

RGB channel is a 640x480 color image stream comparable to a 

standard web camera. The depth channel is a 640x480 IR-based 

image stream depicting distances between objects and the sensor.  

Q-Sensors recorded participants’ physiological responses to 

events during the study. The Q-Sensor is a wearable arm bracelet 

that measures participants’ electrodermal activity (i.e., skin 

conductance), skin temperature, and its orientation through a 

built-in 3-axis accelerometer. However, Q-Sensor logs terminated 

prematurely for a large number of participants, necessitating 

additional work to determine the subset of field observations that 

are appropriate to predict with Q-Sensor-based features. Inducing 

Q-Sensor-based affect detectors will be an area of future work. 

 

Figure 1. vMedic learning environment. 
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Figure 2. Study room layout. 

2.2 Quantitative Field Observations (QFOs) 
We obtain ground-truth labels of affect using Quantitative Field 

Observations (QFOs), collected using the Baker-Rodrigo-

Ocumpaugh Monitoring Protocol (BROMP) [23]. This is a 

common practice for interaction-based detection of affect (e.g. 

[3], [24]).  Much of the work to date for video-based affect 

detection, by contrast, has focused on modeling emotion labels 

that are based on self-reports ([10], [16]), or labels obtained 

through retrospective judgments involving freeze-frame video 

analysis [11]. It has been argued that BROMP data is easier to 

obtain and maintain reliability for under real-world conditions 

than these alternate methods [23], being less disruptive than self-

report, and easier to gain full context than video data. 

To be considered BROMP-certified, a coder must achieve inter-

rater reliability of Kappa >= 0.6 with a previously BROMP-

certified coder. BROMP has been used for several years to study 

behavior and affect in educational settings ([3], [4], [27]), with 

around 150 BROMP-certified coders as of this writing, and has 

been used as the basis for successful automated detectors of affect 

([3], [24]). Observations in this study were conducted by two 

BROMP-certified coders, the 2nd and 6th authors of this paper. 

Within the BROMP protocol, behavior and affective states are 

coded separately but simultaneously using the Human Affect 

Recording Tool (HART), an application developed for the 

Android platform (and freely available as part of the GIFT 

distribution). HART enforces a strict coding order determined at 

the beginning of each session. Learners are coded individually, 

and coders are trained to rely on peripheral vision and side 

glances in order to minimize observer effects. The coder has up to 

20 seconds to categorize each trainee’s behavior and affect, but 

records only the first thing he or she sees. In situations where the 

trainee has left the room, the system has crashed, where his or her 

affect or behavior do not match any of the categories in the 

current coding scheme, or when the trainee can otherwise not be 

adequately observed, a ‘?’ is recorded, and that observation is 

eliminated from the training data used to construct automated 

detectors. 

In this study, the typical coding scheme used by BROMP was 

modified to accommodate the unique behaviors and affect that 

was manifest for this specific cadet population and domain. 

Affective states observed included frustration, confusion, engaged 

concentration, boredom, surprise and anxiety. Behavioral 

categories consisted of on-task, off-task behaviors, Without 

Thinking Fastidiously behavior [33], and intentional friendly fire 

(these last two categories will not be discussed in detail, as they 

were rare). 

In total, 3066 BROMP observations were collected by the two 

coders. Those observations were collected over the full length of 

the cadets’ participation in the study, including when they were 

answering questionnaires on self-efficacy, completing the pre and 

post-tests, reviewing PowerPoint presentations, and using vMedic. 

For this study, we used only the 755 observations that were 

collected while cadets were using vMedic. Of those 755 

observations, 735 (97.35%) were coded as the cadet being on-

task, 19 (2.52%) as off-task, 1 (0.13%) as Without Thinking 

Fastidiously, and 0 as intentional friendly fire. Similarly, 435 

(57.62%) of the affect labels were coded as concentrating, 174 

(23.05%) as confused, 73 (9.67%) as bored, 32 (4.24%) as 

frustrated, 29 (3.84%) as surprised and 12 (1.59%) as anxious. 

3. INTERACTION-BASED DETECTORS 
The BROMP observations collected while cadets were using 

vMedic were used to develop machine-learned models to 

automatically detect the cadet’s affective states. In this section, we 

discuss our work to develop affect detectors based on cadets’ 

vMedic interactions logs. 

3.1 Data Integration 
In order to generate training data for our interaction-based affect 

detectors, trainee actions within the software were synchronized 

to field observations collected using the HART application. 

During data collections, both the handheld computers and the 

GIFT server were synchronized to the same internet NTP time 

server. Timestamps from both the HART observations and the 

interaction data were used to associate each observation to the 

actions that occurred during the 20 seconds window prior to data 

entry by the observer. Those actions were considered as co-

occurring with the observation. 

3.2 Feature Distillation 
For each observation, we distilled a set of 38 features that 

summarized the actions that co-occurred with or preceded that 

observation. Those features included: changes in the casualty, 

both recent and since injury, such as changes in blood volume, 

bleed rate and heart rate; player states in terms of attacker, such as 

being under cover and being with the unit; the number of time 

specific actions, such as applying a tourniquet or requesting a 

security sweep, were executed; and time between actions. (see [5] 

for a more complete list of features.) 

3.3 Machine Learning Process 
Detectors were built separately for each affective state and 

behavioral constructs. For example a detector was used to 

distinguish observations of boredom from observations that were 

not boredom. It is worth noting that the construct of engaged 

concentration, was defined during modeling as a learner having 

the affect of concentration and not being off-task, since 

concentrating while being off-task reflects concentration with 

something other than learning within the vMedic game. Only 2 

such observations was found amongst the collected observations. 

Detectors were not developed for off-task behavior, Without 

Thinking Fastidiously behavior, and anxiety due to the low 

number of observations for those construct (19, 1 and 12 

respectively).  

Each detector was validated using 10-fold participant-level cross-

validation. In this process, the trainees are randomly separated 

into 10 groups of equal size and a detector is built using data for 
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each combination of 9 of the 10 groups before being tested on the 

10th group. By cross-validating at this level, we increase 

confidence that detectors will be accurate for new trainees. 

Oversampling (through cloning of minority class observations) 

was used to make the class frequency more balanced during 

detector development. However, performance calculations were 

made with reference to the original dataset. 

Detectors were fit in RapidMiner 5.3 [21] using six machine 

learning algorithms that have been successful for building similar 

detectors in the past ([3], [24]): J48, JRip, NaiveBayes, Step 

Regression, Logistic Regression and KStar. The detector with the 

best performance was selected for each affective state. Detector 

performance was evaluated using two metrics: Cohen’s Kappa [9] 

and A' computed as the Wilcoxon statistic [18]. Cohen’s Kappa 

assesses the degree to which the detector is better than chance at 

identifying the modeled construct. A Kappa of 0 indicates that the 

detector performs at chance, and a Kappa of 1 indicates that the 

detector performs perfectly. A' is the probability that the algorithm 

will correctly identify whether an observation is a positive or a 

negative example of the construct (e.g. is the learner bored or 

not?). A' is equivalent to the area under the ROC curve in signal 

detection theory [18]. A model with an A' of 0.5 performs at 

chance, and a model with an A' of 1.0 performs perfectly. A' was 

computed at the observation level. 

When fitting models, feature selection was performed using 

forward selection on the Kappa metric. Performance was 

evaluated by repeating the feature selection process on each fold 

of the trainee-level cross-validation in order to evaluate how well 

models created using this feature selection procedure perform on 

new and unseen test data. The final models were obtained by 

applying the feature selection to the complete dataset. 

4. POSTURE-BASED DETECTORS 
The second set of affect detectors we built were based on learner 

posture during interactions with vMedic. Kinect sensors produced 

data streams that were utilized to determine learner posture. Using 

machine learning algorithms, we trained models to recognize 

affective states based on postural features. 

4.1 Data Integration 
GIFT has a sensor module that is responsible for managing all 

connected sensors and associated data streams. This includes 

Kinect sensor data, which is comprised of four complementary 

data streams: face tracking, skeleton tracking, RGB channel, and 

depth channel data. Face- and skeleton-tracking data are written to 

disk in CSV format, with rows denoting time-stamped 

observations and columns denoting vertex coordinates. RGB and 

depth channel data are written to disk as compressed binary data 

files. To analyze data from the RGB and depth channels, one must 

utilize the GiftKinectDecoder, a standalone utility that is 

packaged with GIFT, to decompress and render the image data 

into a series of images with timestamp-based file names. Data 

from all four channels can be accessed and analyzed outside of 

GIFT. For the present study, we utilized only vertex data to 

analyze participants’ posture. Each observation in the vertex data 

consisted of a timestamp and a set of 3D coordinates for 91 

vertices, each tracking a key point on the learner’s face (aka face 

tracking) or upper body (aka skeletal tracking). The Kinect sensor 

sampled learners’ body position at a frequency of 10-12 Hz.  

It was necessary to clean the Kinect sensor data in order to 

remove anomalies from the face and skeletal tracking. Close 

examination of the Kinect data revealed periodic, and sudden, 

jumps in the coordinates of posture-related vertices across frames. 

These jumps were much larger than typically observed across 

successive frames, and they occurred due to an issue with the way 

GIFT logged tracked skeletons: recording the most recently 

detected skeleton, rather than the nearest detected skeleton. This 

approach to logging skeleton data caused GIFT to occasionally 

log bystanders standing in the Kinect’s field of view rather than 

the learner using vMedic. In our study, such a situation could 

occur when a field observer walked behind the trainee.  

To identify observations that corresponded to field observers 

rather than participants, Euclidean distances between subsequent 

observations of a central vertex were calculated. The distribution 

of Euclidean distances was plotted to inspect the distribution of 

between-frame movements of the vertex. If the Kinect tracked 

field observers, who were physically located several feet behind 

participants, the distribution was likely to be bimodal. In this case, 

one cluster would correspond to regular posture shifts of a 

participant between frames, and the other cluster corresponded to 

shifts between tracking participants and field observers. This 

distribution could be used to identify a distance threshold for 

determining which observations should be thrown out, as they 

were likely due to tracking field observers rather than participants. 

Although the filtering process was successful, the need for this 

process reveals a challenge to the use of BROMP for detectors 

eventually developed using Kinect or video data. 

In addition to cleaning the face and skeleton mesh data, we 

performed a filtering process to remove data that were 

unnecessary for the creation of posture-based affect detectors. A 

majority of the facial vertices recorded by the Kinect sensor were 

not necessary for investigating trainees’ posture. Of the 91 

vertices recorded by the Kinect sensor, only three were utilized 

for posture analysis: top_skull, head, and center_shoulder. These 

vertices were selected based on prior work investigating postural 

indicators of emotion with Kinect data [16]. 

Finally, HART observations were synchronized with the data 

collected from the Kinect sensor. As was the case for our 

interaction-based sensor, the Kinect data provided by GIFT was 

synchronized to the same NTP time server as the HART data. 

This allowed us to associate field observations with observations 

of face and skeleton data produced by the Kinect sensor. 

4.2 Feature Distillation 
We used the Kinect face and skeleton vertex data to compute a set 

of predictor features for each field observation. The engineered 

features were inspired by related work on posture sensors in the 

affective computing literature, including work with pressure-

sensitive chairs ([10], [11]) and, more recently, Kinect sensors 

[16]. Several research groups have converged on common sets of 

postural indicators of emotional states. For example, in several 

cases boredom has been found to be associated with leaning back, 

as well as increases in posture variance ([10], [11]). Conversely, 

confusion and flow have been found to be associated with 

forward-leaning behavior ([10], [11]). 

We computed a set of 73 posture-related features. The feature set 

was designed to emulate the posture-related features that had 

previously been utilized in the aforementioned posture-based 

affect detection work ([10], [11], [16], [17]). For each of three 

retained skeletal vertices tracked by the Kinect (head, 

center_shoulder, and top_skull), we calculated 18 features based 

on multiple time window durations. These features are analogous 

to those described in [16], and were previously found to predict 

learners’ retrospective self-reports of frustration and engagement: 

 Most recently observed distance 
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• Most recently observed depth (Z coordinate) 

• Minimum observed distance observed thus far 

• Maximum observed distance observed thus far 

• Median observed distance observed thus far 

• Variance in distance observed thus far 

• Minimum observed distance during past 5 seconds 

• Maximum observed distance during past 5 seconds 

• Median observed distance during past 5 seconds 

• Variance in distance during past 5 seconds 

• Minimum observed distance during past 10 seconds 

• Maximum observed distance during past 10 seconds 

• Median observed distance during past 10 seconds 

• Variance in distance during past 10 seconds 

• Minimum observed distance during past 20 seconds 

• Maximum observed distance during past 20 seconds 

• Median observed distance during past 20 seconds 

• Variance in distance during past 20 seconds 

We also induced several net_change features, which are 

analogous to those reported in [11] and [10] using pressure-

sensitive seat data: 

 

net_dist_change[t ] =

head_dist[t ]− head_dist[t −1]+

cen _ shldr _ dist[t ]− cen _ shldr _ dist[t −1]+

top _ skull _ dist[t]− top _ skull _dist[t −1]

    (1)
  

 

 

net_pos_change[t] =

head_pos[t] − head_pos[t −1]+

cen _ shldr _ pos[t] − cen _ shldr _ pos[t −1]+

top _ skull _ pos[t] − top _ skull _ pos[t −1]

    (2)
 

These features were calculated from Kinect vertex tracking data, 

as opposed to seat pressure data. Specifically, the net_dist_change 

feature was calculated as each vertex’s net change in distance 

(from the Kinect sensor) over a given time window, and then 

summed together. The net_pos_change feature was calculated as 

the Euclidean distance between each vertex’s change in position 

over a given time window, and then summed together. Both the 

net_dist_change feature and net_pos_change feature were 

calculated for 3 second and 20 second time windows. 

We also calculated several sit_forward, sit_back, and sit_mid 

features analogous to [10] and [17]. To compute these features, 

we first calculated the average median distance of participants’ 

head vertex from each Kinect sensor. This provided a median 

distance for each of the 10 study stations (see Figure 1). We also 

calculated the average standard deviation of head distance from 

each sensor. Then, based on the station-specific medians and 

standard deviations, we calculated the following features for each 

participant: 

 

sit_forward =

1 if  head_dist ≤ median_dist - st_dev

0 otherwise                                         









   (3)
  

 

 

sit_back =

1 if  head_dist ≥ median_dist + st_dev

0 otherwise                                         









   (4)
 

The sit_mid feature was the logical complement of sit_forward 

and sit_back; if a learner was neither sitting forward, nor sitting 

back, they were considered to be in the sit_mid state. We also 

computed predictor features that characterized the proportion of 

observations in which the learner was in a sit_forward, sit_back, 

or sit_mid state over a window of time. Specifically, we calculated 

these features for 5, 10, and 20 second time windows, as well as 

over the entire session to-date. 

4.3 Machine Learning 
Posture-based detectors of affect were built using a process 

analogous to the one used to build our interaction-based detectors. 

As such, separate detectors were, once again, built for each 

individual affective state and behavioral construct. All 

observations labeled as ‘?’ were removed from the training set as 

they represent observations where the cadet’s affective state or 

behavior could not be determined. 

Each detector was validated using 10-fold participant-level cross-

validation. Oversampling  was used to balance class frequency by 

cloning minority class instances, as was the case when training 

our interaction-based detectors. RapidMiner 5.3 was used to train 

the detectors using multiple different classification algorithms: 

J48 decision trees, naïve Bayes, support vector machines, logistic 

regression, and JRip. When fitting posture-based affect detection 

models, feature selection was, once again, performed through 

forward selection using a process analogous to the one used for 

our interaction-based detectors.  

5. RESULTS 
As discussed above, each of the interaction-based and posture-

based detectors of affect were cross-validated at the participant 

level (10 folds) and performance was evaluated using both Kappa 

and A'. Table 1 summarizes the performance achieved by each 

detector for both the Kappa and A' metrics. 

Performance of our interaction-based detectors was highly 

variable across affective states. The detector of boredom achieved, 

by far, the highest performance (Kappa = 0.469, A' = 0.848) while 

some of the other detectors achieved very low performance. This 

was the case for the confusion detector that performed barely 

above chance level (Kappa = 0.056, A' = 0.552). Detectors of 

Table 1. Performance of each of the interaction-based and posture-based detectors of affect 

Affect Interaction-Based Detectors Posture-Based Detectors 

 Classifier Kappa A’ Classifier Kappa A’ 

Boredom Logistic Regression 0.469 0.848 Logistic Regression 0.109 0.528 

Confusion Naïve Bayes 0.056 0.552 JRip 0.062 0.535 

Engaged Concentration Step Regression 0.156 0.590 J48 0.087 0.532 

Frustration Logistic Regression 0.105 0.692 Support Vec. Machine 0.061 0.518 

Surprise KStar 0.081 0.698 Logistic Regression -0.001 0.493 
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frustration and surprise achieved relatively low Kappa (0.105 and 

0.081 respectively), but good A' (0.692 and 0.698 respectively). 

Performance for engaged concentration achieved a Kappa closer 

to the average (0.156), but below average A' (0.590). 

In general, posture-based detectors performed only slightly better 

than chance, with the exception of the surprise detector, which 

actually performed worse than chance. The boredom detector, 

induced as a logistic regression model, achieved the highest 

predictive performance (Kappa = 0.109, A' = 0.528), induced as a 

logistic regression model. 

6. DISCUSSION 
Across affective states, the posture-based detectors achieved 

lower predictive performance than the interaction-based detectors. 

In fact, the posture-based detectors performed only slightly better 

than chance, and in the case of some algorithms and emotions, 

worse than chance. This finding is notable, given that our distilled 

posture features were inspired largely from the research literature, 

where these types of features have been shown to predict learner 

emotions effectively in other contexts ([10], [11], [16], [17]). For 

example, D’Mello and Graesser found machine-learned classifiers 

discriminating affective states from neutral yielded kappa values 

of 0.17, on average [10]. Their work utilized posture features 

distilled from pressure seat data, including several features 

analogous to those used in our work. Grafsgaard et al. found that 

Pearson correlation analyses with retrospective self-reports of 

affect revealed significant relationships between posture and 

emotion, including frustration, focused attention, involvement, 

and overall engagement. Reported correlation coefficients ranged 

in magnitude from 0.35 to 0.56, which are generally considered 

moderate to large effects [19]. Cooper et al. found that posture 

seat-based features were particularly effective for predicting 

excitement in stepwise regression analyses (R = 0.56), and 

provided predictive benefits beyond log-based models across a 

range of emotions [10]. While the methods employed in each of 

these studies differ from our own, and thus the empirical results 

are not directly comparable, the qualitative difference in the 

predictive value of postural features is notable. 

There are several possible explanations for why our posture-based 

predictors were not more effective. First, our use of BROMP to 

generate affect labels distinguishes our work from prior efforts, 

which used self-reports ([10], [16], [17]) or retrospective video 

freeze-frame analyses [11]. It is possible that BROMP-based 

labels of affect present distinct challenges for posture-based affect 

detection. BROMP labels are based on holistic judgments of 

affect, and pertain to 20-second intervals of time, which may be ill 

matched for methods that depend upon low-level postural features 

to predict emotion. Similarly, much of the work on posture-based 

affect detection has taken place in laboratory settings involving a 

single participant at a time [11], especially prior work using 

Kinect sensors ([16], [17]). In contrast, our study was performed 

with up to 10 simultaneous participants (see Figure 2), introducing 

potential variations in sensor positions and orientations. This 

variation may have introduced noise to our posture data, making 

the task of inducing population-general affect detectors more 

challenging than in settings where data is collected from a single 

sensor. If correct, this explanation underscores the challenges 

inherent in scaling and generalizing sensor-based affect detectors.  

The study room’s setup also limited how sensors could be 

positioned and oriented relative to participants. For example, it 

was not possible to orient Kinect cameras to the sides of 

participants, capturing participants’ profiles, which would have 

made it easier to detect forward-leaning and backward-leaning 

postures. This approach has shown promise in other work, but was 

not a viable option in our study [31]. Had the Kinect sensors been 

positioned in this manner, the video streams would have been 

disrupted by other participants’ presence in the cameras’ fields of 

view.  

Another possible explanation has to do with the population of 

learners that was involved in the study: U.S. Military Academy 

(USMA) cadets. Both BROMP observers noted that the 

population’s affective expressiveness was generally different in 

kind and magnitude than the K-12 and civilian academic 

populations they were more accustomed to studying. Specifically, 

they indicated that the USMA population’s facial and behavioral 

expressions of affect were relatively subdued, perhaps due to 

military cultural norms. As such, displays of affect via movement 

and body language may have been more difficult to recognize 

than would have otherwise been encountered in other populations. 

In general, we consider the study population, BROMP affect 

labels, and naturalistic research setup to be strengths of the study. 

Indeed, despite the difference in how military display affect 

compared to the K-12 and civilian academic population, human 

observers were able to achieve the inter-rater reliability required 

by BROMP (Kappa >= 0.6) [23]. Thus we do not have plans to 

change these components in future work. Instead, we will likely 

seek to revise and enhance the data mining techniques that we 

employ to recognize learner affect, as well as the predictor 

features engineered from raw posture data. In addition, we plan to 

explore the predictive utility of untapped data streams (e.g., Q-

Sensor data, video data). 

It is notable that our interaction-based detectors had a more varied 

performance than had been seen in prior studies using this 

methodology; the detectors were excellent for boredom, and 

varied from good to just above chance for other constructs. It is 

possible that this too is due to the population studied, but may also 

be due to the nature of the features that were distilled in order to 

build the models. For example, the high performance of our 

detector of boredom can be attributed to the fact that one feature, 

whether the student executed any meaningful actions in the 20 

second observation window, very closely matched the trainees' 

manifestation of this affective state. In fact, a logistic regression 

detector trained using this feature alone achieved higher 

performance than our detectors for any of the other affective state 

(Kappa = 0.362, A' = 0.680). It can be difficult to predict, a priori, 

which features will most contribute to the detection of a specific 

affective state. It is also possible that some of the affective states 

for which interaction-based detection was less effective (e.g., 

confusion) simply did not manifest consistently in the interactions 

with the learning environment across different trainees. It is thus 

difficult to determine whether poor performance of detectors for 

some constructs, such as our confusion detector, is due to 

insufficient feature engineering or inconsistent behaviors by the 

trainee. As such, the creation of interaction-based detectors is an 

iterative process, where features are engineered, and models are 

induced and refined, until performance reaches an acceptable 

level, or no improvement in performance is observed, despite 

repeated knowledge-engineering efforts.   

We aim to identify methods to improve the predictive accuracy of 

posture-based detectors in future work. One advantage they 

possess relative to interaction-based detectors is that posture-

based detectors may be more generalizable, since they pertain to 

aspects of learner behavior that are outside of the software itself. 

By contrast, much of the effort invested in the creation of 

interaction-based detectors is specific to the system for which the 
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detectors are created. Features are built to summarize the learner’s 

interaction in the learning environment and, as such, are  

dependent on the system’s user interface. Much of the creation of 

interaction-based detectors must hence be replicated for new 

learning environments, though there have been some attempts to 

build toolkits that can replicate features seen across many 

environments, such as unitizing the time between actions by the 

type of action or problem step (e.g. [28]). 

On the other hand, posture-based detectors are built upon a set of 

features that are more independent of the system for which the 

detectors are designed. The process of creating the features itself 

requires considerable effort when compared with building a set of 

features for interaction-based detectors, such as elaborate efforts 

to adequately clean the data, but at least in principle, it is only 

necessary to develop the methods for doing so once. The same 

data cleaning and feature distillation procedures can be repeated 

for subsequent systems. This is especially useful in the context of 

a generalized, multi-system tutoring framework such as GIFT 

[32]. Although different posture-based affect detectors might need 

to be created for different tutoring systems—due to differences in 

the postures associated with affect for different populations of 

learners, environments and contexts—the posture features we 

computed from the data provided by Kinect sensors will 

ultimately become available for re-use by any tutor created using 

GIFT. This has the potential to considerably reduce the time 

required to build future posture-based affect detectors for learning 

environments integrated with the GIFT architecture. 

7. CONCLUSION 
Interaction-based and posture-based detectors of affect show 

considerable promise for adaptive computer-based learning 

environments. We have investigated their creation and predictive 

performance in the context of military cadets using the vMedic 

serious game for tactical combat casualty care. Interaction-based 

and posture-based detectors capture distinct aspects of learners’ 

affect. Whereas interaction-based detectors capture the 

relationship between affect and its impact on the trainee’s action 

in the learning environment, posture-based detectors capture 

learners’ physical expressions of emotion. 

In our study, we found that interaction-based detectors achieved 

overall higher performance than posture-based detectors. We 

speculate that the relatively weak predictive performance of our 

posture-based affect detectors may be due to some combination of 

the following: the interplay of high-level BROMP affect labels 

and low-level postural features, the challenges inherent in running 

sensor-based affect studies with multiple simultaneous 

participants, and population-specific idiosyncrasies in USMA 

cadets’ affective expressiveness compared to other populations. 

The relative advantages and limitations of both interaction-based 

and posture-based detectors point toward the need for continued 

research on both types. Each type of detector captures different 

aspects of learners’ manifestations of affective state, and many 

open questions remain about feature engineering and the 

predictive ability of each type of detector. 

An important direction for future work will be the integration and 

combination of the two types of detectors presented here. In 

multiple cases, the combination of data modalities for the creation 

of affect detectors has been shown to produce detectors with 

better performance than single-modality detectors ([12], [13], 

[17]). As such, future work will focus on the study of how these 

two channels of information can be combined to produce more 

effective and robust detectors of affect.  

Further research on effective, generalizable predictor features for 

posture-based affect detectors is also needed, as shown by the 

relatively weak predictive performance of existing features 

observed in this study. Complementarily, investigating the 

application of other machine learning algorithms, including 

temporal models, is likely to prove important, given the complex 

temporal dynamics of affect during learning. These directions are 

essential for developing an enhanced understanding of the 

interplay between affect detector architectures, learning 

environments, student populations, and methods for determining 

ground truth affect labels. While significant progress has been 

made toward realizing the vision of robust, generalizable affect-

sensitive learning environments, these findings point toward the 

need for continued empirical research, as well as advances in 

educational data mining methods applicable to affective 

computing. 
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