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Disassembly sequence planning at the early conceptual stage of design leads to enormous
benefits including simplification of products, lower assembly and disassembly costs, and
design modifications which result in increased potential profitability of end-of-life salvag-
ing operations. However, in the early design stage, determining the best disassembly
sequence is challenging. First, the required information is not readily available and very
time-consuming to gather. In addition, the best solution is sometimes counterintuitive,
even to those with experience and expertise in disassembly procedures. Integrating ana-
lytical models with immersive computing technology (ICT) can help designers overcome
these issues. A two-stage procedure for doing so is introduced in this paper. In the first
stage, a stochastic programming model together with the information obtained through
immersive simulation is applied to determine the optimal disassembly sequence, while
considering uncertain outcomes, such as time, cost, and the probability of causing dam-
age. In the second stage, ICT is applied as a tool to explore alternative disassembly
sequence solutions in an intuitive way. The benefit of using this procedure is to determine
the best disassembly sequence, not only by solving the analytic model but also by captur-
ing human expertise. The designer can apply the obtained results from these two stages
to analyze and modify the product design. An example of a Burr puzzle is used to illus-
trate the application of the method. [DOI: 10.1115/1.4026463]

1 Introduction

Recent emphasis on environmental impacts across the entire
product lifecycle has increased the importance of disassembly
sequence planning during product design. As mentioned by Lam-
bert [1], disassembly sequencing is an invaluable tool in concur-
rent engineering and plays an important role in the modern design
process.

Disassembly planning has been addressed in the reverse logis-
tics literature. Several surveys of the relevant literature are pro-
vided in Refs. [1–5]. According to Reveliotis [6], most of the
studies address disassembly planning in three main steps: (1) first
formalize the dynamics of the disassembly process by applying a
particular representation tool such as tree representation, AND/
OR graph representation, and state representation, (2) assign a
“cost structure” to the representation and modeling the economic
elements involved in the decision-making process; and (3) finally,
apply a method to select the best disassembly sequence by means
of the established framework in steps (1) and (2). Much of the
existing work on optimal disassembly planning assumes a deter-
ministic model for the underlying process dynamics and cost
structure [6]. However, disassembly is a process in which uncer-
tainty is often encountered, both in product and process
characteristics.

Depending on the purpose of disassembly, the uncertainty sour-
ces are different. When the purpose is re-using, remanufacturing
or recycling, uncertainty in the incoming feedstock design,

material, age and quantity creates enormous impediments to cost-
effective operations. When the purpose of disassembly is
maintenance, uncertainty lies in dimensional instability and the
possibility of causing damage to valuable components [7].
However, regardless of the purpose of disassembly, uncertainty in
outcomes such as disassembly time, cost, and other important
outcomes are common.

The starting point for the work presented in this paper is the ob-
servation that the effective management of these uncertainties has
not been adequately addressed in the relevant literature. The em-
phasis of much of the existing research in disassembly under
uncertainty (e.g., Refs. [8–15]) is on product characteristics such
as the uncertainty in estimating the recovery value, net profits of
salvaging operations, rate of return of used products, product
states, and the uncertain quality of take-back products. In contrast,
the current work addresses uncertainty for disassembly process
characteristics, such as disassembly time or the probability of
causing component damage.

Furthermore, the studies that identify the potential undetermin-
istic nature of disassembly planning usually deal with this issue
by conducting a sensitivity analysis of a solution developed using
a deterministic optimization model (e.g., Refs. [16,17]).

Behdad and Thurston [7] applied a multi-objective decision an-
alytical approach to deal with the uncertainty associated in the dis-
assembly process characteristics. They applied a multiattribute
utility function to consider the trade-offs between two attributes:
disassembly time and the probability of damage during disassem-
bly, and the uncertainty associated with those attributes. Applying
utility theory requires a time commitment by decision makers/
designers to formulate and asses the utility functions.

In the current paper, a stochastic programming model for deter-
mining the best disassembly sequence is introduced. The model
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considers disassembly process outcomes (e.g., disassembly time
and probability of damage during disassembly) as uncertain pa-
rameters. The stochastic model is defined in a form of chance con-
strained programming and is then converted to a mixed-integer
nonlinear programming (MINP). However, although the model
provides a complete quantitative characterization of the uncer-
tainty, the potential unavailability of the information necessary to
develop the model early in the design stage may affect its accu-
racy. To overcome this issue, the capabilities of ICT are applied
to derive the required data for the model. Furthermore, sometimes
the optimal disassembly sequence obtained from the analytical
model is different from the intuitive sequence that remanufactur-
ing or maintenance experts follow while disassembling a product
during its use or at end-of-life. A two-stage procedure is presented
here to address this issue. In the first stage, an analytic model is
applied to determine the best disassembly sequence, and then in
the second stage other potential solutions are explored by simulat-
ing the disassembly process in the virtual environment applying
ICT. Finally, the results of these two stages are combined together
to derive some design modifications.

The structure of this paper is as follows: Section 2 provides an
overview of the two-stage procedure suggested for deriving the
best disassembly sequence under uncertainty. The proposed sto-
chastic model is introduced in Sec. 3. Section 4 presents the appli-
cation of the suggested procedure through a Burr puzzle example.
And finally, Sec. 5 concludes the paper.

2 Method

The procedure proposed in this paper for deriving the best dis-
assembly sequence under uncertainty includes two basic stages.
Stage I is the application of a stochastic programming model to
derive the optimum disassembly sequence based on the input in-
formation provided to the model. Stage II is the application of the
ICT technique to visualize the product and explore potential intui-
tive disassembly alternatives to compare to the optimum solu-
tion(s) resulting from the first stage. The stochastic model
originates from mathematical models that drive the decision varia-
bles to converge to their optimal values without need of visiting
the complete solution space, and the ICT technique simulates the
disassembly process in the virtual environment, gathering the
user’s expert knowledge to find intuitive solutions. This approach
integrates the ICT’s visual abstraction of the physical world with
the mathematical model’s abstraction of the cause and effect rela-
tionships and tradeoff decisions. Each provides insights to the
other.

Finally, integrating the results of both the mathematical model
and the ICT can help the designer derive improved design modifi-
cations. The proposed procedure is summarized in Fig. 1 and
described below.

2.1 Stage I: Obtain the Optimum Disassembly Sequence
Through a Mathematical Model. Analytical programming
methods require modeling with a high level of abstraction. Apply-
ing the mathematical model in disassembly sequence planning
usually starts with the assembly drawing or a computer-aided
design (CAD) file; then, a connection diagram and a set of prece-
dence relations are derived [1]. The first step in developing the
optimization model is to visualize the feasible disassembly opera-
tions by graphical networks in which the nodes represent states
(resulting subassemblies) and the arcs represent disassembly oper-
ations and precedence relations. The second step after deriving
the disassembly graphs is to introduce some parameter values
(such as costs, disassembly time or chance of damage) that are
expected to result from every feasible disassembly action and/or
revenue that could be realized from every feasible resulting
subassembly.

In addition to proper modeling of the problem, providing accu-
rate input data is an important step in developing useful mathe-
matical models. Therefore, the third step of Stage I is the

application of ICT techniques to obtain the required input data for
the mathematical model. It should be noted that the focus of this
paper is on disassembly under uncertainty, where disassembly
time and the outcome of incurring damage to components during
disassembly operations is uncertain. The potential of ICT techni-
ques to help the designer simulate the disassembly process in a
virtual environment and determine the statistical distributions of
the uncertain parameters is realized. Once data are obtained
through immersive simulation, a stochastic model in the form of a
mixed-integer nonlinear program is applied for selecting optimum
solution (s).

2.2 Stage II: Obtain the Intuitive Disassembly Sequences
Through the ICT Technique. Disassembly is most often carried
out manually, without automated robotics. Human experts often
develop efficient procedures, but there is a great deal of variability
in those procedures, both across experts and across the operations
of a single expert. Simulating the product disassembly process
using ICT techniques assists the designer in determining disas-
sembly solutions in an intuitive way. Using the virtual environ-
ment, realistic prototyping can be performed and a designer can
examine how humans interact with components [18].

Geometric reasoning that results from human interaction with
the product components helps the designer generate disassembly
solution(s) that might be different from the optimal disassembly
sequence obtained from using only the analytical models. The
immersive environment provides a space for this human interac-
tion to occur without the need for building physical prototypes.
Exploring disassembly solutions using the ICT techniques is
especially important, given the variability inherent in the human-
driven disassembly processes. Spending time and money on simu-
lating and visualizing the products in the ICT environment with
the aim of gathering input data or exploring intuitive disassembly
sequence is especially beneficial in the early conceptual stage of
design where design modifications are less costly.

The designer can compare the results of the mathematical
model with intuitive solutions and apply the results to modify the
product design. Design changes can be made and new data can be
gathered to finalize the product design. In addition, different
design alternatives can be compared and evaluated applying the
proposed procedure.

3 Stochastic Model

In this section, a mathematical model is proposed to identify
the best disassembly sequence. A disassembly graph which
includes all feasible disassembly transitions in the arcs and result-
ing subassemblies in the nodes is first developed. The optimiza-
tion model is based on the shortest path method. The objective is
to find the shortest path considering a decision criterion or objec-
tive (e.g., disassembly time, probability of damage) given that the
disassembly parameters (times and probability of damage
corresponding to disassembly transitions) are uncertain values.

3.1 Index Set.
j: feasible disassembly transition (action)
l: node of disassembly graph (assembly states)
t: target node
J: the set of all feasible disassembly transitions
Il: the set of disassembly transitions (arcs) coming to node l
Ol: the set of disassembly transitions outgoing from node l
n: the total number of disassembly transitions/arcs

3.2 Parameters.
cj: The uncertain parameter associated with transition j.
a: Confidence level selected for converting stochastic

constraints
cj can be the number of collisions associated with the disassem-

bly transition j, the disassembly time of transition j or any other
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process parameter. It is assumed that c is a random variable which
follows a normal distribution. The statistical parameter c is
obtained from the simulation, which can show the exact distribu-
tion of c. When the result is not normally distributed, appropriate
remedial actions can be taken to transform non-normal to normal
distributions to facilitate modeling. For example, sometimes
extreme values in a data set result in a skewed distribution. In this
case, normality can be achieved by removing the outliers, if
appropriate. Non-normality can also result when data originate
from more than one process, shift or operator. Often it is possible
to normalize this data by applying methods such as Box-Cox
transformation, or using the sample mean and employing the cen-
tral limit theorem [19].

3.3 Decision Variable. The decision variable is defined as xj,
the binary (0, 1) variable that indicates whether disassembly tran-
sition j is performed (xj¼ 1) or not (xj¼ 0).

Objective function:
The objective of the model is to minimize the total disassembly

time, or alternatively, the number of collisions resulting from con-
ducting disassembly transitions to reach to the target nodes (target
assembly).

min
Xn

j¼1

cjxj

Subject to X
j2O1

xj ¼ 1 initial nodeð Þ (1)

X
j2Il

xj ¼
X
j2Ol

xj transit nodesð Þ (2)

X
j2It

xj ¼ 1 target nodeð Þ (3)

The objective of shortest path problem is to find the path between
two nodes (vertices) in a graph such that the sum of the weights of
its constituent arcs (edges) is minimized.

A binary decision variable ðxjÞ is assigned to each arc of the
graph or disassembly transition, meaning that arc is either trav-
ersed or not. The disassembly graph can be represented by a set of
node equations. The summation of the arcs exiting the first node
should be equal to 1 (Eq. (1)). The summation of the arcs entering
the target node (target assembly) should also be equal to 1
(Eq. (3)). For the transit nodes, the number of arcs entering each
node must be equal to the number of arcs leaving a node (Eq. (2)).

The objective function includes a random parameter. To con-
vert it to a model with a deterministic function, it will be restated
as decision variable �h. Therefore, a new constraint (Eq. (4)) needs
to be added [20].

Objective function

Min �h

Subject to

pr
X

j

cjxj � �h

 !
� a j 2 J (4)

The objective chance constraint (4) introduces a target value �h
with confidence level a. Considering both the objective function
and constraint (4), we are looking for the minimum value of �h that
satisfies the above mentioned probability constraint. In other
words

�h ¼ min fhjpr
X

j

cjxj � h

 !
� ag

Now, we need to convert the new constraint incorporating the
probability term into corresponding crisp equivalence.

Fig. 1 A schematic view of the two-stage procedure of disassembly sequence
planning
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Let us define A as follows:

A ¼
X

j

cjxj � �h (5)

where cj are random variables in the above expression. If cj fol-
lows a normal distribution, since the sum of independent normally
distributed random variables follows normal distribution, then A
follows a normal distribution and the expected value and the var-
iance are calculated as follows:

EðAÞ ¼
X

j

EðcjÞxj � �h (6)

Var Að Þ ¼
X

j

x2
j VarðcjÞ (7)

Since A follows a normal distribution, A� E Að Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Að Þ

p
fol-

lows the standardized normal distribution.
Now, consider constraint (4)

pr
X

j

cjxj � �h

 !
� a (8)

pr
X

j

cjxj � �h � 0

 !
� a (9)

prðA � 0Þ � a (10)

pr
A� E Að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var Að Þ
p � 0� E Að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var Að Þ
p

 !
� a (11)

Let us define

A� E Að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Að Þ

p ¼ q (12)

Therefore, constraint (4) can be converted to

Pr q � � E Að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Að Þ

p
 !

� a (13)

where q�N(0,1). The inequality is satisfied if and only if

U�1ðaÞ � � E Að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Að Þ

p (14)

Then

U�1 að Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Að Þ

p
� �E Að Þ (15)

Therefore, the equivalence of constraint (4) is

U�1 að Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

j

x2
j Varðcj

s
Þ � �h�

X
j

EðcjÞxj (16)

The final mathematical model is in the form of a MINP in which
U�1 að Þ, Eðcj), and Var cj

� �
are known. The mean and variance of

c are obtained from simulating the disassembly process using
ICT.

Objective function

Min �h

Subject to

U�1 að Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

j

x2
j Varðcj

s
Þ � �h�

X
j

EðcjÞxj j 2 J

X
j2O1

xj ¼ 1 initial nodeð Þ

X
j2Il

xj ¼
X
j2Ol

xj transit nodesð Þ

X
j2It

xj ¼ 1 target nodeð Þ

We have assumed that the disassembly transitions are independ-
ent. Therefore, we can use the fact that the summation of two in-
dependent normally distributed random variables is normal, with
its mean being the sum of the two means, and its variance being
the sum of the two variances.

4 Application of the Proposed Procedure

This section describes the application of the two-stage proce-
dure and MINP model for a Burr puzzle. The Burr puzzle receives
its name from the most traditional shape for the finished puzzle,
a symmetrical set of interlocking cuboids thought to resemble a
seed burr. Traditionally, they are made from wood and known in
Asia and Europe since at least the 18th century [21].

Burr puzzles have unique geometric properties that make them
appropriate for testing assembly/disassembly tasks. For example,
only certain components can move at certain times and most
movement is completely orthogonal to other movements. Figure 2
shows an example of a six-piece burr puzzle used in this project
and its components. A label is assigned to each component of the
burr puzzle.

The purpose here is to separate a selected set of components
from the burr puzzle. This type of disassembly in which the target
component(s) are given is called “selective disassembly.” Appli-
cations include maintenance, and removal of high-value compo-
nents prior to the shredding process often employed in material
sorting and recycling operations. Here, the objective is to retrieve
the “GRY” subassembly from the whole assembly. The general
procedure is described below.

4.1 Stage I. This stage includes four steps that help the de-
signer obtain a disassembly sequence applying the mathematical
model.

Fig. 2 A Burr puzzle with six interlocking pieces
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4.1.1 Step 1: Representing the Feasible Disassembly Transi-
tions. The first step is to identify feasible disassembly operations
from assembly drawings and present them in the form of a disas-
sembly graph or network. Different methods have been developed
to represent disassembly sequences, including AND/OR graphs,
Petri net methods, undirected graphs and digraphs [22]. For com-
plex products, the feasible disassembly operations can be listed in
the form of a matrix called the transition matrix [23]. For the pur-
pose of the burr puzzle example, the feasible disassembly opera-
tions and possible paths to reach the GRY subassembly is listed in
the disassembly graph shown in Fig. 3. They are all feasible disas-
sembly operations that leave GRY intact. Each arc of the graph
indicates a single disassembly operation. The resulting subassem-
blies are listed in each node. There are three disassembly opera-
tions (1, 6, and 9) in which no component is removed from the
assembly; instead components are repositioned slightly. The *
notation in the resulting nodes shows the component repositioned.

Disassembly graphs are constructed by defining the precedence
relationships of the disassembly steps. The larger the problem, the
greater the graph complexity and computational cost. Luckily, all
possible combinations and permutations rarely need to be consid-
ered, since most real products are designed and assembled in such
a way that the number of possible disassembly sequences is far
fewer than the number that would result were there no precedence
relationships. For example, a computer hard drive cannot be disas-
sembled before it is first removed from the computer. All possible
disassembly sequences must be included in the graph. For more
complex products, the set of disassembly operations can be organ-
ized in the form of a matrix instead of a disassembly graph. This
matrix called Transition matrix. In fact, the disassembly graph
and transition matrix are two different ways of representing the
same information. Several studies have already used transition
matrices to represent the set of feasible disassembly transitions
(e.g., Refs. [17,22,23]). For the shortest path modeling here, the
disassembly graph has been used, which is easier to understand by
users, compared to the transition matrix. Moreover, disassembly
graphs may particularly be used for evaluation and training of dis-
assembly sequences. Future work includes disassembly graph vis-
ualizations in the ICT environment to evaluate potential product
disassembly sequences and provide input for redesign.

4.1.2 Step 2: Augmenting the Graph With a Cost Structure.
After identifying feasible disassembly alternatives, the next step is
to define the decision criterion or objectives. The criterion can be
minimizing disassembly time, cost, probability of damage or any
other criterion involved in disassembly operations. The aim of this
example is to find the disassembly sequence with the minimum
number of collisions between parts, as a proxy for the probability
of incurring damage during the disassembly process. Therefore, in

this example the random variable cj refers to the number of colli-
sions. Our interest here is in examining the amount of damage
occurring during disassembly; however, any cost measure could
be accommodated by this method.

4.1.3 Step 3: Obtaining Cost Structure Data Applying the
ICT. The third step is to estimate the “cost” or other impacts
incurred by carrying out each feasible disassembly operation (or
transitioning each arc in the network). In the early design stages,
estimating these values can be difficult. The potential of ICT can
be exploited to overcome this difficulty. In the ICT environment,
a user can virtually disassemble the puzzle and collect the data
needed to make these estimates.

For this example, the numbers of collisions are recorded for
approximately 30 trials of each feasible disassembly sequence
conducted in the ICT environment. Each component is modeled
as a collection of volume elements or voxels. Collisions are calcu-
lated on a voxel-to-voxel basis. When a user moves one compo-
nent in contact with another, several thousand voxel collisions
may occur. The user manually disassembles the puzzle in the ICT
environment. Our rationale is that asking someone to actually dis-
assemble the product will produce relatively reliable damage esti-
mates. As the complexity of the assembly increases, the time to
gather the damage estimates will increase. Additionally, this time
also increases as the disassembly opportunities (graph) grow in
complexity (independently of the number of components). The
computational demands are minimal in calculating this cost.

Figure 4 shows the boxplot of the number of collisions recorded
for transition 4 (dismantling component B from subassembly
BGPRY). Two of four feasible disassembly sequences include
transition 4, therefore the data are recorded for 60 trials of disas-
sembly transition 4.

The number of collisions associated with disassembly opera-
tions are considered to be an uncertain parameter because these
operations are performed manually, and will vary from operator to
operator, and can also vary even for the same operator. Random
influences result in a statistical distribution for the number of col-
lisions. Statistical properties of c have been investigated using
Input Analyzer in ARENA simulation software. Table 1 lists the av-
erage, variance and the statistical distribution of the number of
collisions generated from the ICT simulation of all disassembly
transitions specified in the disassembly graph. Both “Chi square
goodness of fit” and “Kolmogorov-Smirnov” tests have been con-
ducted on the data to describe how well the distributions fit the set
of data collected. The exact statistical distributions expressions
and the corresponding P-values of “Chi square” and Kolmogorov-
Smirnov are listed in the second, third, and fourth columns of
Table 2, respectively. In cases in which the P-value is less than
the significance level (a), the distribution fitted is not acceptable
and more data points are needed to specify the exact distribution

Fig. 3 Feasible disassembly operations of six-piece Burr puz-
zle in the form of disassembly graph

Fig. 4 The boxplot of the number of collision for disassembly
transition 4
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of the data. As can be seen from the second column of Table 2,
the normality assumption does not hold for c. Therefore, the non-
normal data have been transformed to normal data using Box-Cox
transformation in MINITAB software. The fifth column of Table 2
shows the statistical properties of the number of collisions data af-
ter the data have been transformed to normal data. Finally, since
the normal distribution is closed under linear transformations, if
random variable X is normally distributed, then a linear transform
aXþ b is also normally distributed, therefore linear transforma-
tion has been used to rescale the normal data based on initial sam-
ple means. Rescaling the data makes them appropriate for
comparison of the number of collisions of different disassembly
transitions. The last column of Table 2 represents the linear trans-
formation of the normal data. In the case of sufficiently large
number of sample size, the central limit theorem can be applied
instead of Box-Cox transformation and sample means can be
calculated to be used as an input to the model.

4.1.4 Step 4: Applying the MINP to Identify the Optimum Dis-
assembly Sequence. The Tomlab/minlpBB solver has been
employed to solve the current optimization problem. Using the
data provided in step 3 and solving the mixed-integer nonlinear
programming model gives the optimal (lowest number of colli-
sions) route from node 1 to node 8. Route 1-2-3-5-7-8 shown in
Fig. 5 with a dashed line is the optimal disassembly sequence for
reaching subassembly GRY, which is our target subassembly. The
first step is to move the “R” component toward the operator (node
1 to 2), next “T” component is vertically removed from the assem-
bly (node 2 to 3). From node 3 to 5, the “P” component is
removed through one horizontal motion to the right. The “R”
component is moved in the direction away from the operator until
it is halfway exposed on the backside of the puzzle (node 5 to 7).
Finally disassembly is complete by removing the “B” component
through two orthogonal movements (node 7 to 8).

4.2 Stage II. The optimum disassembly sequence shown in
Fig. 5 includes several operations that may not be intuitive. The
first operation involves the movement of the “R” component to-
ward the operator. This action causes the lower portion of the
puzzle to be visually obscured by the “R” component making it
difficult to evaluate the assembly. The removal of the “T” compo-
nent is challenging, as the majority of the piece cannot be seen. At
this point of the disassembly, node 3, there are two opportunities
to remove components. Both the “B” and “P” components appear

Table 1 The average and variance of the number of collisions for each disassembly transition generated from the ICT simulation

Disassembly transition Sample mean �cj Sample variance s2
cj

No. of data points Distribution

1 (node 1 to 2) 2482 1,978,173 121 Weibull
2 (node 2 to 3) 2623 1,927,1275 118 Exponential
3 (node 3 to 5) 2775 1,174,823 61 Exponential
4 (node 3 to 4) 126,249 195,660,077 60 Normal
5 (node 5 to 8) 87,455 1268,367,196 31 Uniform
6 (node 5 to 7) 2994 4,658,269 29 Weibull
7 (node 7 to 8) 103,465 137,735,293 30 Triangular
8 (node 4 to 8) 8746 127,596,936 30 Weibull
9 (node 4 to 6) 2990 1,562,574 30 Exponential
10 (node 6 to 8) 2745 558,210 30 Exponential

Note: The outliers have been removed from the data set.

Table 2 The average and variance of the number of collisions for each disassembly transition after transforming data to normal
data

Transition
Initial

distributions
Chi square
test P-value

Kolmogorov-
Smirnov

test P-value

Mean and St. Dev of
transformed

data X�Normal
ðl; rÞ

Linear transformation
of normal data derived

from Box-Cox
Y¼ a*x�Normal ðl0;r0Þ

1 (node 1 to 2) 959þWEIB(1.58� 103, 1.11) 0.395 > 0.15 (0.021880, 0.004799) (2482, 544.4)
2 (node 2 to 3) 221þEXPO(1.97� 103) 0.0186 0.013 (0.12326, 0.03131) (2624, 666.5)
3 (node 3 to 5) 1.63� 103þEXPO(1.15� 103) 0.573 >0.15 (0.000402, 0.000117) (2775, 808)
4 (node 3 to 4) NORM(1.26� 105, 1.39� 104) 0.229 >0.15 (126249, 13988) (126,249, 13,988)
5 (node 5 to 8) UNIF(3.55� 104, 1.5� 105) 0.669 >0.15 (289.4, 62.1) (87,443, 18,758)
6 (node 5 to 7) 612þWEIB(2.69� 103, 0.793) <0.005 >0.15 (7.792, 0.662) (2995.1, 254.6)
7 (node 7 to 8) TRIA(8.25� 104, 9.83� 104, 0.35� 105) 0.194 >0.15 (11.541, 0.110) (103466, 983)
8 (node 4 to 8) 1.31� 103þWEIB(4.5� 103, 0.535) <0.005 >0.15 (0.01665, 0.00736) (8746, 3868)
9 (node 4 to 6) 1.71� 103þEXPO(1.28� 103) 0.541 >0.15 (0.000381, 0.000123) (2990, 966)
10 (node 6 to 8) 1.86� 103þEXPO(890) 0.365 >0.15 (0.000388, 0.000092) (2743, 654)

Note: The subgroup size is set to 1 for Box-Cox transformation.

Fig. 5 The disassembly graph and the optimum sequence
derived from the mathematical model
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physically constrained in similar ways. In actuality, the removal
processes for these pieces are very different. The “P” component
may be removed through a single horizontal manipulation, while
the “B” component requires two distinct manipulations across two
orthogonal axes; however, this constraint is not visually apparent.
Following the optimal sequence, the “P” component is removed.
Node 5 affords two disassembly operations. First, in efforts of
wanting to complete the disassembly sequence, an operator may
remove the “B” component. While this seemingly simple one-
piece removal appears to be the intuitive choice, the optimal
sequence instead calls for an intermediate operation. Instead of
removing the “B” component, the “R” component is reoriented in
the opposite direction away from the operator. This disassembly
operation results in the exposure of the “B” component. From this
perspective an operator has gained additional understanding as to
the physical constraints holding the “B” component in the assem-
bly. From this view it is apparent that the “B” component requires
manipulations in two directions. The “B” component is removed
and the disassembly objective is accomplished.

4.2.1 Comparing the Results of MINP With the ICT Intuitive
Solutions. The intuitive disassembly path, however, diverts from
the optimum path at node 5. While the optimal path calls for the
reorientation of the “R” component, this appears to be an illogical
operation considering the final objective (an assembly containing
“G,” “R,” and “Y”). Seeking a path of lesser resistance, it may be
more likely that, in efforts to reach the objective, an operator will
attempt to remove the “B” component without cognizance of
physical constraints.

This conflict between the optimal path and the intuitive path
(via operator intuition) provides an opportunity for product rede-
sign. The realignment of the “R” component, node 5 to node 7,
presents the operator a stronger visual perspective of the “B” com-
ponent’s interconnectedness within the assembly. Utilizing this
new information, the operator may remove the “B” component
while respecting physical constraints and minimizing potential
damage. In efforts to serve both the disassembly objectives (mini-
mize cost, minimize damage) and leverage operator intuition, the
product may be redesigned to make the interconnectedness and
physical constraints, more apparent to the operator during
disassembly.

The second stage shows that sometimes the normative model
results in a solution that is counterintuitive, even to those with ex-
pertise in disassembly procedures. Exploring the potential disas-
sembly solutions in the ICT environment simulates the real world.
In reality, disassembly sequence planning relies on expert qualita-
tive judgment. Users conduct disassembly processes based on
their particular knowledge about causality, disassembly time and
constraints rather than on quantitative estimation of values. The
result of the second stage can assist designers in modifying the
product’s design. Therefore, each stage of the proposed method
provides insights to the other.

5 Conclusion

A new procedure for disassembly sequence planning under
uncertainty has been presented in this paper. The aim is to help
designers determine the best sequence for product disassembly
while considering uncertain disassembly process outcomes such
as time, cost, or the probability of incurring damage. The pro-
posed procedure consists of two main stages. In the first stage a
stochastic programming model in the form of a mixed-integer
nonlinear program incorporating data collected using ICT has
been developed to determine an optimum disassembly sequence.
Then, in the second stage the ICT has been applied to explore in-
tuitive solutions. Finally, the results of both mathematical model
and the ICT simulation can be combined to modify the product
design.

The proposed procedure was tested on a six-piece Burr puzzle
example. The objective was to find the disassembly sequence with

the lowest number of collisions between components. The data for
the number of collisions were gathered through ICT simulation.
Using the gathered data, the MINP model was solved and a solu-
tion was derived. Then, other intuitive solutions were explored
using ICT tools.

We could have just assumed a distribution for the damage with-
out using ICT. However, by employing the ICT to gather data to
estimate the distribution, insights were gained and used to explore
other potential disassembly methods that were not necessarily evi-
dent as a result of the mathematical model.

The current research can be extended to consider uncertainties
in several attributes simultaneously, such as disassembly time and
the probability of damage. One method for dealing with this is to
convert and aggregate multiple attributes to a single one such as
cost, and then minimize total expected cost. For example, disas-
sembly time could be converted to labor cost, and the probability
of damage could be converted to the cost of repairing the damage.
Another option would be to explicitly consider tradeoffs among
several attributes using normative decision analytic methods such
as multiattribute utility analysis.

Future work includes studying the systematic cognitive biases
that may happen while using immersive computing technologies
to explore intuitive solutions. In addition, more detailed case stud-
ies of various products with high design modification and material
recovery potential are needed to show the benefits of the proposed
method.
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