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ABSTRACT
The premise of this work is that real-life mechanical sys-

tems limit the use of high order integration formulas due to the
presence in the associated models of friction and contact/impact
elements. In such cases producing a numerical solution neces-
sarily relies on low order integration formulas. The resulting al-
gorithms are generally robust and expeditious; their major draw-
back remains that they typically require small integration step-
sizes in order to meet a user prescribed accuracy. This paper
looks at three low order numerical integration formulas: New-
mark, HHT, and BDF of order two. These formulas are used
in two contexts. A first set of three methods is obtained by con-
sidering a direct index-3 discretization approach that solves for
the equations of motion and imposes the position kinematic con-
straints. The second batch of three additional methods draws
on the HHT and BDF integration formulas and considers in ad-
dition to the equations of motion both the position and velocity
kinematic constraint equations. The first objective of this paper
is to review the theoretical results available in the literature re-
garding the stability and convergence properties of these low or-
der methods when applied in the context of multibody dynamics
simulation. When no theoretical results are available, numeri-
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cal experiments are carried out to gauge order behavior. The
second objective is to perform a set of numerical experiments to
compare these six methods in terms of several metrics: (a) effi-
ciency, (b) velocity constraint drift, and (c) energy preservation.
A set of simple mechanical systems is used for this purpose: a
double pendulum, a slider crank with rigid bodies, and a slider
crank with a flexible body represented in the floating frame of
reference formulation.

INTRODUCTION
A multitude of phenomena, processes, and applications are

described in terms of mixed systems of differential equations
combined with linear and nonlinear algebraic equations, most of-
ten corresponding to models coming from engineering, physics,
and chemistry. Differential equations relate certain quantities to
their derivatives with respect to time and/or space variables. Al-
gebraic equations usually model conservation laws and the con-
straints present in the system. When there are derivatives with
respect to only one independent variable (usually time) the equa-
tions are called differential-algebraic equations (DAEs). DAEs
are basically differential equations defined on submanifolds of
Rn. The constrained equations of motion can be expressed in the
Copyright c© 2007 by ASME
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form (see, for instance, [1, 2])

q̇ = v
M(q) v̇ = Q(t,q,v,λ,µ,u(t))−ΦT

q (q, t)λ−ΓT
v (v,q, t)µ

0 = Φ(q, t)
0 = Γ(v,q, t)

(1)

where q ∈ Rn are generalized coordinates, v ∈ Rn are gener-
alized velocities, λ ∈ Rm and µ ∈ Rp are Lagrange multipli-
ers, and u : R → Rc represent time dependent external dynam-
ics; e.g., control variables. The matrix M(q) is the generalized
mass matrix, Q(t,q,v,λ,µ,u(t)) represents the vector of gener-
alized forces, Φ(q, t) is the set of m holonomic constraints, i.e.,
position-level kinematic constraints, and Γ(v,q, t) is the set of
p nonholonomic constraints, i.e., velocity-level kinematic con-
straints ( [1, 3, 4]). Differentiating the kinematic constraints with
respect to time leads to the additional equations

0 = Φq(q, t)v+Φt(q, t)
0 = Φq(q, t)v̇+(Φq(q, t)v)qv+2Φqt(q, t)v+Φtt(g, t)
0 = Γv(v,q, t)v̇+Γq(v,q, t)v+Γt(v,q, t).

(2)

Equations (1) and (2) form an over-determined system of DAEs,
having strictly more equations than variables. The ability to solve
such systems is relevant for several classes of applications such
as multibody dynamics and molecular dynamics.

When finding the solution of Eqs. (1) and (2), most numer-
ical solvers currently used in industry share some or all of the
following major drawbacks: numerical drift that occurs when the
solution does not stay on the manifold of constraints at the posi-
tion and/or velocity levels and as such might become nonphysi-
cal; inability to deal efficiently with stiffness; loss of underlying
properties of the exact flow and trajectories; no preservation of
invariants such as energy; introduction of undesired numerical
damping; and the reduction of convergence order when solving
stiff problems that arise often in applications. Whereas tech-
niques for the numerical solution of ordinary differential equa-
tions (ODEs) go back more than three centuries and are well es-
tablished, the numerical solution of DAEs has a comparatively
short history ( [5–7]). The first class of numerical techniques
applied to DAEs was published in [8] for the solution of ODEs.
Since then DAEs have widely penetrated the numerical analy-
sis, engineering, and scientific computing communities and are
increasingly encountered in practical applications. Still, numeri-
cally solving DAEs poses fundamental difficulties not encoun-
tered when solving ODEs. Therefore, specialized numerical
techniques have been developed, typically belonging to one of
two classes: state-space methods or direct methods.

State-space methods first reduce the DAEs to a smaller di-
mension ODE problem, thus benefiting from the extensive body
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f knowledge associated with ODE solvers. Specifically, the
AEs induce differential equations on the constraint manifold

9], which can be reduced on a subspace of the n-dimensional
uclidean space. The resulting state-space ODEs (SSODEs) are

ntegrated using classical numerical integration formulas. The
ne-to-one local mapping from the manifold to the subspace of
ndependent coordinates is then used to determine the point on
he manifold corresponding to the solution of the SSODEs. This
ramework formalizes the theory of numerical solution of DAEs
sing the language of differential manifolds [10]. Practical ap-
roaches in this class of methods are presented in [9, 11–13].
he main factor that differentiates these approaches is the choice
f manifold parameterization. State-space methods have been
ubject to criticism in two aspects. First, the choice of param-
terization generally is not global. Second, poor choices of the
rojection space result in SSODEs that are numerically demand-
ng, mainly at the expense of overall efficiency and robustness of
he algorithm [14]. Although the theoretical framework for these
ethods was outlined several years ago [9, 15], it was only re-

ently that implicit numerical integration methods for DAEs have
een proposed in the context of SSODEs for multibody dynamics
nalysis [16, 17]. The major intrinsic drawback associated with
tate-space methods remains the expensive DAE to ODE reduc-
ion process that is further exacerbated in the context of implicit
ntegration, which is the norm in industry applications.

Alternatively, direct methods discretize the constrained
quations of motion (Eq. (1)), possibly after reducing the in-
ex of the DAEs by considering some or all of the kinematic
onstraint equations in Eq. (2). Original contributions in this
irection are found in [5, 18–25]. When dealing with systems
hat include flexible substructures and bodies, numerical meth-
ds have been sought that are capable of introducing control-
able numerical dissipation to damp out spurious high frequen-
ies, which are an artifact of the spatial discretization, without af-
ecting the low frequencies of the system and the accuracy of the
ethod [26, 27]. Several methods have been proposed for struc-

ural dynamic simulation, such as the HHT method (also called
-method) [28] and the generalized α-method [29]. These are
rder two methods proposed in conjunction with ODE problems
ssociated with structural dynamics. For constrained multibody
ystems only a few α-type algorithms capable of addressing the
onlinear algebraic component associated with the DAE problem
ave been reported in the literature [30, 31]. Recent theoretical
nd implementation aspects related to an HHT-based numerical
ntegrator for the simulation of large mechanical systems with
exible bodies and contact/impact have been discussed in [32].
ne of the salient attributes of their algorithm is the good con-
ition number of the Jacobian associated with the implicit nu-
erical integrator. Building on a scaling idea introduced in con-

unction with BDF methods in [5] and recently discussed in [33],
he condition number remains bounded when h → ∞. Further-
ore, the proposed method effectively “filters out” errors in cer-
Copyright © 2007 by ASME
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tain partial derivatives that might be introduced, for instance, by
approximations of external loading (tires, aerodynamic forces,
etc.), thanks to the scaling by h2. The attractive attributes of the
method proposed in [32] are overshadowed by two drawbacks.
First, there is no global proof of convergence associated with the
method, although extensive numerical experiments indicate sec-
ond order convergence. Second, the method imposes only the
position-level constraint equations, which leads to a violation of
the velocity-level constraint equations.

INTEGRATION FORMULAS
The first numerical integration method considered here

draws on the Newmark formulas [34]. It requires the selection
of two parameters γ ≥ 1/2, β ≥ (γ + 1/2)2/4 based on which,
given the acceleration q̈n+1 at the new time step tn+1, the new
position and velocity are obtained as

qn+1 = qn +hq̇n + h2

2 [(1−2β)q̈n +2βq̈n+1]
q̇n+1 = q̇n +h [(1− γ)q̈n + γq̈n+1]

(3)

In the context of a multibody dynamics, using an integration
step size h , the discretization scheme operates on the constrained
equations of motion and position kinematic constraint equations
to lead to the nonlinear system:

(Mq̈)n+1 +(ΦT
q λ)n+1 = Qn+1 (4)

Φ(qn+1, tn+1) = 0 (5)

The method, called hereafter NEWMARK, is first order unless
γ = 1/2 and β = 1/4. This choice leads to the trapezoidal
method, which is known in the literature to have stability prob-
lems when used on index-3 DAEs.

Referred to as HHT-I3, the second method considered in this
study draws on the HHT method [28], which has been widely
used in the structural dynamics community and later used in the
context of multibody dynamics analysis [30]. HHT-I3 represents
a slight variation of the NEWMARK method in that it still uses
the same discretization formulas of Eq. (3) but alters the equation
of motion:

(Mq̈)n+1 +(1+α)(ΦT
q λ−Q)n+1−α(ΦT

q λ−Q)n = 0 (6)

The third integration method considered in this study is es-
sentially the BDF method of order two proposed in [8]. This
method is cast into a form similar to the Newmark formula:

qn+1 = 4
3 qn− 1

3 qn−1 +h
( 8

9 q̇n− 2
9 q̇n−1

)
+ 4

9 h2q̈n+1
q̇n+1 = 4

3 q̇n− 1
3 q̇n−1 + 2

3 hq̈n+1
(7)
3
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These formulas used in conjunction with Eq. (4) and (5) lead to
a second order method referred to in the sequel as NSTIFF.

The next three numerical integration methods investigated
herein take into account the velocity kinematic constraint equa-
tions to prevent drift in velocity constraints and improve the over-
all quality of the solution. One of these methods introduces a
correction into the Newmark formulas based on the constraint
accelerations and was shown to have global convergence order
two [35]. Given an initial configuration (q0, q̇0, q̈0), and defining
f(t,q, q̇) := M−1(q)Q(t,q, q̇) and r(q,λ) :=−M−1 (q)ΦT

q λ,

q1 = q0 +hq̇0 + h2

2 ((1−2β)q̈0 +2βq̈1)
+ h2

2 ((1−b)R0 +bR1)

q̇1 = q̇0 +h((1− γ)q̈0 + γq̈1)+ h
2 (R0 +R1)

0 = Φ(qn+1, tn+1)
0 = Φq(q1, t1)q̇1 +Φt(q1, t1)

q̈1 = (1+α)f(t1,q1, q̇1)−αf(t0,q0, q̇0)

(8)

where b 6= 1/2 is a free coefficient, R0 := r(t0,q0,ψ0) , R1 :=
r(t1,q1,ψ1) , and ψ0 , ψ1 are determined at each time step by im-
posing that the position and velocity kinematic constraint equa-
tions hold at time t1. This method is referred as HHT-ADD and
discussed at length in [35, 36].

The fifth integration method investigated, HHT-SI2, is a
variation on the above formula [37]. The following discretization
formulas, in conjunction with the position and velocity kinematic
constraint equations, leads to a second order method:

q1 = q0 +hq̇0 +
h2

2
((1−2β) q̈α +2βã1+α) (9)

q̇1 = q̇0 +h((1− γ) q̈α + γq̈1+α) (10)

M1+αã1+α = (1+α) f
(

t1,q1, q̇1, λ̃1

)
−α(t0,q0, q̇0,λ0) (11)

M1+αq̈1+α = (1+α) f(t1,q1, q̇1,λ1)−α(t0,q0, q̇0,λ0) (12)

where M1+α := M(t1+α,q0 +h(1+α)q̇0) and ã1+α, λ̃1 are aux-
iliary variables which are local to the current time step.

Finally, the sixth and last integration method investigated
in this work is the so called stabilized index 2 formulation [19]
that uses the discretization formulas of Eq. (7) and solves the
following system of nonlinear equations to recover the state of
the mechanical system at time-step tn+1:

vn+1 = q̇n+1 +
(
Φ

T
q µ

)
n+1 (13)

(M(q)v̇)n+1 = Q(tn+1,qn+1,vn+1)−Φ
T
q λ (14)

Φ(qn+1, tn+1) = 0 (15)
Φq(qn+1, tn+1)vn+1 +Φt(qn+1, tn+1) = 0 (16)
Copyright c© 2007 by ASME
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Like HHT-SI2, this integration method relies on the discretiza-
tion of the kinematic velocity constraint equations and the use
of an auxiliary variable to prevent velocity drift. This method
is referred to as NSTIFF-SI2 and is a second order integration
method [19].

Among these integration methods, NSTIFF, HHT-ADD,
HHT-SI2, and NSTIFF-SI2 have global convergence proofs for
the class of DAEs associated with multibody dynamics [35–39].
However, theoretical global convergence results for NEWMARK
and HHT-I3 are, to the best of our knowledge, not available
yet. Nonetheless, numerical experiments carried out suggest that
even in case of index 3 DAEs, these methods display conver-
gence orders that have been proved for the ODE case (one and
two, respectively). A formal proof for this is yet to be produced.

NUMERICAL EXPERIMENTS
The set of six numerical algorithms discussed in the previous

section were implemented and used in conjunction with a set of
three models. Several experiments were run to evaluate the algo-
rithms’ performance and compare them in relation to the order of
global convergence, energy preservation, constraint satisfaction
and efficiency.

Models Considered
The models considered for testing and comparison of algo-

rithm performance are the double pendulum, slider crank, and
slider crank with flexible link using floating frame of reference
formulation [2]. The model parameters and the initial conditions
used are summarized below.

a. Double Pendulum
Figure 1 shows the schematic of a double pendulum. Tor-
sional spring and dampers are included in the model at the
pin joints. The parameter values used in this model are m1
= 3 kg, L1 = 1 m, k1 = 400 N/m, c1 = 15 Ns/m, m2 = 0.3
kg, L2 = 1.5 m, k2 = 300000 N/m and c2 = 5000 Ns/m. The
initial conditions were θ1 (0) = 0, θ2(0) = 23π

12 , θ̇1(0) = 0
and θ̇2(0) = 10. Units throughout the paper are SI unless
indicated otherwise.

b. Slider Crank
The schematic of a slider crank model including a spring-
damper element is shown in Figure 2. The parameters asso-
ciated with the model are m1 = 3 kg, L1 = 0.3 m, m2 = 0.9
kg, L2 = 0.6 m, k = 100 N/m and c = 5 Ns/m.
The initial conditions used for simulation of motion were
θ1 (0) = 3π/2, θ̇1(0) = 0 rad/s.

c. Flexible Slider Crank
This model is similar to the rigid slider-crank shown in Fig-
ure 2, except that the spring and damper are not included and
the connecting rod is flexible. The parameter values used in
this model are m = 3 kg, L = 0.3 m, m = 0.9 kg and L =
1 1 2 2
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Figure 1. Double Pendulum

Figure 2. Slider Crank

0.6 m, cross-section area A = 5.74E-6 m2, moment of inertia
I = 2.765E-8 m4 and Young’s modulus E = 200 GPa. The
initial conditions are θ1 (0) = 3π/2, θ̇1(0) = 1 rad/s. The
equations of motion are formulated using the floating frame
of reference formulation [2].

Order analysis
To investigate the convergence order of each numerical

method, a reference solution for each model is determined by
first deriving a set of second order ODEs that govern the time
evolution of the system. This ODE problem is subsequently
solved using a fourth order Runge-Kutta method (see, for in-
stance, [7]) with a step size of h = 10−6 s. The exception was
the flexible slider crank model, for which the reference solution
was obtained with HHT-ADD with a step size of h = 10−6. Each
4 Copyright c© 2007 by ASME
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model is simulated for 2 seconds and the results are compared to
the reference solution based at the final time. Results show that
NSTIFF, HHT-SI2, HHT-ADD, NSTIFF-SI2 exhibit order 2 con-
vergence, in line with theoretical results established in conjunc-
tion with these algorithms. Furthermore, HHT-I3 (for nonzero
values of α) and NEWMARK show global convergence of or-
der 2 and 1, respectively, for all the models. To the best of our
knowledge there are no analytical results to explain the numer-
ical convergence results obtained for HHT-I3 and NEWMARK.
Several convergence plots for each numerical method using con-
sidered models are shown in Figs. 3 through 14. Two plots is
provided for each convergence analysis: the first one shows the
absolute value of the error and it is instrumental in assessing the
size of the error when different integrators use the same constant
integration step-size to advance the simulation. In this context,
the numerical simulations carried out suggest that the most ac-
curate algorithm is HHT-ADD. The second figure for each ex-
periment shows a plot of the slope of the convergence curve. As
anticipated, the slope is one for NEWMARK and two for the
remaining algorithms.

Figure 3. NEWMARK Order Analysis: Slider Crank

Energy preservation
The HHT method came as an improvement over Newmark

formulas because it preserved the A-stability and its attractive
numerical damping properties while achieving second-order ac-
curacy. In this method, high-frequency oscillations that are of no
interest as well as parasitic high-frequency oscillations that are
a byproduct of the finite element discretization are damped out
through the parameter α. The choice of α is based on the desired
level of damping for a particular model. The more negative the
aded From: https://proceedings.asmedigitalcollection.asme.org on 06/28/2019 Terms 
Figure 4. NEWMARK Convergence Order: Slider Crank

Figure 5. HHTI3 Order Analysis: Slider Crank

value of α, the more damping is induced in the numerical solu-
tion. Note that the choice α = 0 leads to the trapezoidal method
with no numerical damping. The effect of this damping can be
seen from energy preservation plots shown in Figs. 15 and 16.
These energy plots are for the slider-crank model from which the
translational damper was removed. The system is conservative,
and for the particular reference system employed, the total en-
ergy should be constant and equal to zero.

As anticipated, for α = −0.3 the numerical damping-
induced dissipation is more pronounced than the α =−0.05 case.
Even more relevant is an investigation of how the numerical en-
ergy dissipation changes with the step-size. Results in Figure 16
indicate a highly oscillatory pattern. To capture the degree to
which a numerical scheme dissipates energy, an average energy
5 Copyright c© 2007 by ASME
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the index 3 DAE of multibody dynamics using the velocity kine-
Figure 6. HHTI3 Convergence Order: Slider Crank

Figure 7. NSTIFF Order Analysis: Slider Crank

dissipation over an interval [0,T ] is computed as

ε(T ) =
1
T

Z T

0
|Etot(t)|dt (17)

If no numerical dissipation was present in the system then ε(T ) =
0, ∀T > 0. On a log-log scale, Fig. 17 shows this quantity for
the rigid slider crank model with no physical damping, while
Fig. 19 displays the same quantity for the flexible slider crank.
Surprisingly, this average total energy error converges to zero
like O(hq), where q is the order of the method. In other words,
for NEWMARK it converges to zero like O(h), while for all the
other methods the average energy error converges like O(h2).

It remains for this observation vis-à-vis the behavior of ε(T )
to be formally proved. This would be an interesting result in
6
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Figure 8. NSTIFF Convergence Order: Slider Crank

Figure 9. HHT-ADD Order Analysis: Slider Crank

itself, since ε(T ) is a global error that captures the energy drift
over the entire simulation. Such a result could be relevant, for in-
stance, in the context of Molecular Dynamics (MD) simulation,
since one of the reasons for which entire classes of integrators
are disqualified in MD simulation is that they do not preserve en-
ergy. However, with values in the femtosecond range, the step-
size for MD simulations might be so small that HHT, Newmark,
and BDF type methods might in fact be viable candidates in the
MD simulation arena. This question is currently under investiga-
tion [40].

Kinematic constraint drift
The rationale behind stabilizing the numerical solution of
Copyright c© 2007 by ASME
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pleteness, only the most extreme cases, the results for HHT-ADD

D

Figure 10. HHT-ADD Convergence Order: Slider Crank

Figure 11. HHT-I3 Order Analysis: Flexible Slider Crank

matic constraint equations is to prevent drift in satisfying this set
of algebraic constraints. Three of the six methods analyzed in
this study, namely HHT-ADD, HHT-SI2, and NSTIFF-SI2, en-
force these equations. As such, no velocity constraint drift is ex-
pected in the numerical solution. This is confirmed by the plots
in Figs. 21 through 23. These figures display a plot of the ve-
locity constraint violation in the X direction against the velocity
constraint violation in the Y direction for the rigid slider-crank
mechanism for the pin joint between the crank and ground. Data
was plotted at each time step and, as anticipated, confirms that
the velocity kinematic constraint equations are satisfied within
machine precision.

Figures 26 through 24 show the same information for the
rigid slider crank with no damping; the plots report data obtained
during a 10 second long simulation, with a step-size h = 2−10s.
ownloaded From: https://proceedings.asmedigitalcollection.asme.org on 06/28/2019 Terms of U
Figure 12. HHT-I3 Convergence Order: Flexible Slider Crank

Figure 13. HHT-SI2 Order Analysis: Flexible Slider Crank

The most remarkable thing is that NEWMARK, HHT-I3, and
NSTIFF display the same error behavior. Moreover, as the step-
size decreases, the box that bounds the plot shrinks but the shape
of the curves remains the same for all three integration methods.
The cause for this behavior remains to be investigated but these
results suggest that this limit cycle behavior is a characteristic of
the method; i.e., neglecting velocity kinematic constraint equa-
tions, rather than of the direct index-3 algorithm used for the nu-
merical solution. For now, it should be pointed out that numerical
experiments indicate that the error in satisfying these constraints
converges like O(hq), where q is the order of the method. A more
formal investigation of these observations remains to be done in
the future. Note that similar plots are obtained when the con-
straint violation is plotted for the flexible slider crank. For com-
7 Copyright c© 2007 by ASME
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Figure 14. HHT-SI2 Convergence Order: Flexible Slider Crank

Figure 15. Energy Dissipation at α = - 0.3

and NEWMARK are reported in Figs. 27 and 28.

Efficiency comparison
The six methods investigated in this work were used to run

a 2 second-long simulation of the slider crank model with a con-
stant step-size h = 2−10 s. The timing results are reported in
Fig. 29, which compares CPU times normalized to the time it
takes the HHT-I3 method to finish the simulation. The figure
suggests that having the kinematic velocity constraint equations
enforced usually leads to an approximately 30% simulation slow-
down. As expected, the HHT ADD is very costly for the flex-
ible body model given that the mass matrix ceases to be con-
stant. This might not be a problem for some more recent for-
mulations [41] where the mass matrix remains constant but it is
8
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Figure 16. Energy Dissipation at α = - 0.05

Figure 17. Energy Dissipation Characteristics - Slider Crank

responsible for the slowdown associated with the floating frame
of reference formulation employed for the flexible slider-crank
model.

CONCLUSIONS
This paper investigates several low-order numerical integra-

tion formulas for determining the time evolution of constrained
multibody systems. The motivation for this effort is twofold.
First, the vast majority of large real-life models contain discon-
tinuities, friction, and contacts that effectively make low-order
integration formulas the only viable, robust candidates capable
of handling these classes of problems. Secondly, although less
relevant, compared to higher-order implicit formulas, the numer-
Copyright c© 2007 by ASME
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Figure 18. Slope - Energy Dissipation

Figure 19. Energy Dissipation - Flexible Slider Crank

ical methods investigated herein are straightforward to imple-
ment and some of them are already commonly used in practice.
Based on the order convergence and timing results presented, for
problems where accurately satisfying the velocity kinematic con-
straint equations is not a priority, HHT-I3 is a good choice. It is
a second order method that has the ability to change the amount
of numerical damping that enters the solution process. The ma-
jor drawback associated with this method is that there is yet no
formal proof of the global convergence of the method for value
of α < 0. While HHT-I3 has been implemented and tested on a
large number of complex models and all these results have in-
dicated good robustness and convergence behavior, if one wants
to stand on solid theoretical ground then the NSTIFF method is
the next best alternative. Global convergence results are avail-
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Figure 20. Slope - Energy Dissipation Flexible Slider Crank

Figure 21. Velocity Constraint Drift - HHT-ADD

le for this second order method and, moreover, our experience
dicates that NSTIFF is actually more efficient than HHT-I3.
owever, the method is plagued by a somewhat more intense
merical damping that cannot be controlled like in HHT-I3. For
lower, but numerically sound approach, one can select the sec-
d order HHT-SI2 or NSTIFF-SI2 methods. They are compa-
ble in terms of efficiency, HHT-SI2 having an edge due to its
ility to adjust the value of numerical damping introduced into
e problem. Preliminary results presented in the paper indicate
at satisfying both the position and velocity kinematic constraint
uations come at a price of about a 30% increase in simulation
e.
9 Copyright c© 2007 by ASME
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Figure 22. Velocity Constraint Drift - HHT-SI2

Figure 23. Velocity Constraint Drift - NSTIFF-SI2
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