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ABSTRACT 

      

Large amount of unstructured information is available on the internet. Retrieving relevant 

documents containing the required information is difficult, because of huge amount of data. The 

query-specific document summarization has become an important problem. It is difficult task for the 

user to go through all these documents, as the number of documents available on particular topic will 

be more [1, 4]. It will be helpful for the user, if query specific document summery is generated. 

Various clustering algorithms will be evaluated which provide better results for summarization. 

Single query is act as input with various clustering algorithms and it will generate summary of 

document for each algorithm [1, 2, 3]. 

      Evaluation of algorithms will be performing on the basis of parameters like precision, recall, 

time, space complexity, and quality of summary. After evaluating these algorithms suggest better 

algorithm for summarization. So it will help to find the better query dependent clustering algorithm 

for text document summarization. 
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1. INTRODUCTION 

       

Current document clustering methods basically represent documents in terms of document 

matrix and perform clustering algorithm on it. These clustering methods can group the documents 

satisfactorily. But it is difficult for people to capture the meanings of the documents, since there is no 

satisfactory analysis for each document [2, 3, 4].  

     Single query is taken as input to system and then different clustering algorithms like 

Hierarchical clustering algorithm, Query based summarization, Graph theoretic clustering algorithm, 

Fuzzy C-means clustering and DB Scan clustering applies on it. Different results will be generated 

for each algorithm. These results will be evaluating with each other in terms of precision, recall, 

time, space complexity, and quality of summary. 
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      Depending on performance parameters algorithm is better for summarization will be 

suggested. So it will help to find the better query dependent clustering algorithm for text document 

summarization. Fig. 1 shows, document clustering system consists of five different clustering 

algorithms to get optimal solution or best document clustering algorithm. 

 
Fig. 1: Overall System Architecture 

 

 

2. RELATED WORK 

      

The paper [1] focused on creation of query specific summaries by identifying query relevant 

fragment and combining them using the semantic associations within the document. The best 

summaries are computed by calculating the top spanning trees on the document graphs. The paper 

[2] focused on document summarization graph method. For creating document graph each paragraph 

is assumed as one individual node. Node score and edge score are calculated. The paper [3] focused 

on the concept of Open NLP tool for natural language processing of text for word matching. And in 

order to extract meaningful and query dependent information from large set of offline documents, 

data mining document clustering algorithm are adopted. 

      The paper[4] describes a system the phases of natural language processing that is splitting, 

tokenization, part of speech tagging, chunking and parsing. Implement Expectation Maximization 

Clustering Algorithm to find out sentence similarity. By using the value of sentences similarity, 

easily summarize text. The paper [5] describes detail explanation of implementation for ROCK 

(Robust Clustering using links) clustering algorithm. Novel concept of links measures the similarity 

between a pair of data points.  
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3. PERFORMANCE PARAMETER 

 
Two of the most common measures of system performance are; 

   1) Time    2) Space        

 

The shorter the response time and smaller the space used then system considered as better. 

Major Performance parameters are precision, recall, F- Measure, Compression Ratio, and Retention 

ratio  [1, 6, 12]. 

 

3.1 Precision 

      Precision is the fraction of retrieved document instances that are relevant document  

  

3.2 Recall 
     Recall is the fraction of relevant document instances that are retrieved document. 

 

3.3 F- Measure 
      F- Measure combines precision and recall. It is also known as harmonic mean. The function F 

assumes values in the interval [0, 1]. It is 0 when no relevant documents have been retrieved and is 1 

when all ranked documents are relevant. Also the value of harmonic mean is high when both recall 

and precision are high [1, 12]. 

 

3.4 Compression Ratio 
      It is the fraction of number of terms in summary to number of total terms in data.       

 

3.5 Retention Ratio  

      It is the fraction of Number relevant query words in summary to number query terms in data 

[1, 11, 12]. 

 

3.6 Time complexity 
      The time complexity of an algorithm is commonly expressed using big (O) notation, which 

excludes coefficients and lower order terms. Time complexity is commonly estimated by counting 

the number of elementary operations performed by the algorithm, where an elementary operation 

takes a fixed amount of time to perform. Thus the amount of time taken and the number of 

elementary operations performed by the algorithm differ by a constant factor. The better the time 

complexity of an algorithm is the faster the algorithm will carry out its work in practice.  

 

3.7 Space complexity 
      Space complexity is one of the important parameter for performance of system. The number 

of memory cells which an algorithm needs. 

 

4. SYSTEM IMPLEMENTATION 

 

The system consists of three modules described as follows; 

 

4.1 Document Matrix Generation using NLP 

      The system accepts the text to be summarized as .txt file. The input text is processed using 

open NLP tool for which a text has to go through the various phases of natural language processing 

like sentence detection, tokenization, parse tree generation, parsing, chunking, pos tagging                             

[2, 3, 4, 5]. 
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4.2 Document Graphs Generation using Different Clustering Algorithms 

      The document graph is generated using Query specific document summarization, Graph 

based algorithm, Expectation Maximization, DBSCAN Clustering, Fuzzy C-means clustering and 

hierarchical clustering techniques. From these documents graphs summaries generated are evaluated 

and compared by third module of the system [2, 3, 4, 5]. 

 

4.3 Evaluating Quality Generated Summary through Performance Parameter 

      The summaries generated from second module is compared with each other using qualitative 

and quantitative performance parameters such as Precision, recall, F-measure, Compression ratio, 

retention ratio and CPU processing time.  

 

The formulas for Performance Parameter are as below; 

 

Precision is the probability that a retrieved document is relevant. 

Precision = Number different terms in summary / Number of different terms in Query 

 

Recall is the probability that a relevant document is retrieved in a search.  

Recall = Number of correct matching sentences in summary / Numbers of relevant sentences in all 

data. 

 

F-measure is the harmonic mean of Precision and recall; both have been given equal importance. 

F-measure = 2*(Precision*Recall) / (Precision + Recall) 

 

Compression Ratio = Number terms in summary / Number total terms in data  

Retention ratio = Number relevant query words in summary / Number query terms in data. 

 

5. CONCLUSION 

 

In this article compare various performance parameters with different clustering algorithm is 

done and optimal algorithm among different clustering algorithms will be evaluated. Further this 

system can be improved to work on Doc file as well as PDF file which contain huge textual data. 
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